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which evade all 2015 Run II searches [4] with conse-
quently fairly low values of fine-tuning.

Non-simplified MSSM scenarios are suggested by
well motivated ultra-violet scenarios of SUSY break-
ing, for example Gauge Mediation. While gauge me-
diated SUSY breaking provides a neat solution to the
SUSY flavour problem (i.e. the absence of large sources
of flavor violation in the soft terms), its minimal re-
alisations are in trouble because they typically predict
a SM-like Higgs mass that is too low compared to the
observed value around 125 GeV. A potentially fruitful
path was explored by introducing additional dynam-
ics to increase the SM-like Higgs boson mass predic-
tion while maintaining fairly low levels of fine-tuning,
see Refs. [5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,
21,22,23,24,25].

In Ref. [26], we revisited a simple model by Delgado,
Giudice and Slavich [27] (DGS) that combines gauge
mediation (GM) and the next-to-minimal supersym-
metric Standard Model (NMSSM). The field content
of the model is the one of the NMSSM, plus two copies
of messengers in 5+5̄ representations of SU(5), denoted
by �i, �̄i, respectively (i 2 {1, 2}), with doublet and
triplet components �D

i , �̄D
i and �T

i , �̄
T
i . SUSY breaking

is parameterised by the spurion X = M + F✓2 (where
M is the messenger scale and ✓ is the Grassmann valued
N = 1 superspace coordinate). Aside from Yukawa in-
teractions, the superpotential contains spurion-messen-
ger couplings and singlet S-messenger couplings (first
introduced in the context of gauge mediation in Ref. [28])

W = . . .+ �SHuHd +

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where the singlet-messenger couplings unify at the grand
unified theory scale MGUT: ⇠D(MGUT) = ⇠T (MGUT) ⌘
⇠ with unified coupling ⇠. The scale of the SUSY break-
ing terms is fixed by the parameter m̃ = 1/(16⇡2)F/M .

It was shown in Ref. [26] that in the DGS model one
can obtain a 125 GeV Standard Model-like Higgs bo-
son with stops as light as 1.1 TeV, thanks to the mixing
of the Higgs with a singlet state at O(90 � 100) GeV
which is compatible with LEP data [29]. With these
Higgs constraints, essentially all parameters are fixed
except for the GM messenger scale which mainly con-
trols the phenomenology of the gravitino. The central
feature of the model, apart from the light Higgs that
might explain the LEP excess [30] is the peculiar struc-
ture of the light sparticle spectrum. The lightest spar-
ticle (LSP) is the gravitino1 G̃ with mass and couplings
1Another attractive feature of the NMSSM realisation of gauge
mediation is that the singlet allows the gravitino to be a good

Fig. 1 An example of LHC sparticle production in the DGS
model, followed by sparticle decay. In this example, we have four
hard prompt jets from gluinos decaying into quarks q and anti-
quarks q̄; the lightest neutralino Ñ1 may have an intermediate
life-time, producing displaced vertices, each generating bb̄. The
gravitino G̃ leaves a missing transverse momentum signature. The
lightest pseudo-scalar a1 has a lower branching ratio for decays
into ⌧ ⌧̄ than bb̄. The g̃ ! Ñ1 part of the decay may commonly
be more complicated, involving a cascade decay and concomitant
additional SM states.

effectively set by the GM messenger scale, the next-to-
LSP (NLSP) is a singlino-like neutralino Ñ1 of mass
around 100 GeV, and the next-to-NLSP (NNLSP) is
a bino-like neutralino Ñ2 or stau ⌧̃ , depending on the
GM messenger scale. The presence of the singlino alters
SUSY decay chains as compared to the MSSM, leading
to additional b-jets or taus. One distinctive feature of
this scenario is that the singlino decays to a gravitino
and a light singlet-like pseudoscalar a1 of mass around
20 GeV, with the latter decaying predominantly to bb̄
as well as to ⌧⌧ . Depending on the GM messenger scale,
the two b-jets may be produced far outside the detector
(when the Ñ1 is quasi-stable, at high GM scales) or at
low GM scales, they may be produced within the detec-
tor from displaced vertices (DVs). This peculiar feature
of a long-lived singlino decay was already noticed in
Ref. [27]. An example diagram showing LHC sparticle
production in the model is shown in Figure 1.

In this paper, we wish to evaluate the collider phe-
nomenology of the model. In section 2, we describe our
benchmark model, and describe the tools used for simu-
lation of the signal events and validation of our analysis.
In section 3, we re-cast the most constraining prompt
sparticle searches from the LHC in order to find out
how stringent the bounds on the model are and then
we estimate the future reach. In section 4, we detail a
study of DV signatures, starting with recasting the cur-
rent ATLAS multi-track DV + jets analysis and show-
ing that current searches are not sensitive to our model.
By changing the cuts, we suggest ways in which the DV
cuts can be loosened, and how cuts on accompanying
hard prompt objects can be used to combat background

dark matter candidate even for large reheating temperatures that
are compatible with thermal leptogenesis [31].

•Supersymmetry with extra singlino & 
gauge mediation 


✓Predicts 125 GeV higgs mass


✓Doesn’t violate low-scale observables


✓Predicts high masses of strongly 
charged SUSY partners


•Predicts a pseudo-scalar boson of mass 
~ 30 GeV; all chains end in producing 
this boson


•This boson has a lifetime ~ 1 mm (due 
to boost, decays after traveling ~100 
mm in the detector)

Same as  
standard SUSY New decay

1. Can ordinary SUSY searches find this scenario? 
2. What are the effects of the extra pseudo scalar

Questions: 
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Fig. 2 Spectrum and the more likely sparticle decays of benchmark
point P0: ξ = 0.01, λ(MSUSY) = 0.009, M = 1.4 × 106 GeV,
m̃ = 863 GeV and tan β = 28.8. Decays into sparticles which have
a branching ratio greater than 10 % are displayed by the arrows. The
figure was produced with the help of PySLHA3.0.4 [34]. The table
shows some more precise details of the spectrum of the benchmark point
P0. All masses are listed in GeV units and the lightest neutralino has a
decay length cτÑ1

= 99 mm

2 Benchmark model and event generation

Here, we discuss the limits from the LHC, both in
prompt and displaced searches. Like minimal gauge media-
tion in the MSSM, the DGS model also needs large radiative
SUSY corrections to obtain the correct Higgs mass (although
the singlet–Higgs mixing helps). In order to be concrete,
we choose to study a benchmark point P0, whose spectrum
(as generated by NMSSMTools 4.9.2 [32,33]) is shown in
Fig. 2. P0 has a SM-like Higgs in the vicinity of the mea-
sured mass at 125 GeV (allowing for a 3 GeV theoretical
uncertainty in its prediction) and a lighter CP-even Higgs
at 90 GeV that couples with a reduced strength (compared
to a SM Higgs) to Z -bosons, commensurate with a 2σ LEP
excess. In addition, the lightest singlet-like pseudo-scalar a1
has a mass of 23 GeV and the singlino-like NLSP Ñ1 has a
mass of 98 GeV.

We generate event samples with Pythia 8.2 [35], using
FastJet 3.1.3 [36] for jet reconstruction. The ATLAS mod-
els we wish to validate, described in Sect. 4.1, are generated
with SOFTSUSY 3.6.1 [37,38] to calculate the spectra and
SDECAY 1.5 [39] to generate the decays, communicating
the spectrum and decay information via SUSY Les Houches
Accord (SLHA) files [40,41].

To take into account the size of the detector, we consider
a cylinder with radius r = 11 m and length |z| = 28 m, cor-
responding to the ATLAS inner detector [42]. It is possible
for a neutral particle that decays outside the inner detector
to form trackless jets. However, it is difficult to model the
detector response to these and so we consider them to be

beyond the scope of this study. Any particle that decays out-
side the inner detector is therefore considered to be stable for
all intents and purposes. The detector response for measure-
ment of jet pT is modelled as follows.2 The jet momentum is
smeared by a gaussian with resolution of 20 % of energy for
Ejet < 50 GeV, falling linearly to 10 % up to 100 GeV and
then a flat 10 %. A further scale correction of 1 % is applied
for jets with |η| < 2 and 3 % for those with higher |η|.

With this parameterisation, we are able reproduce the cut
flows for the ATLAS 0-lepton + jets + missing transverse
energy3 (pmiss

T ) analyses and the efficiencies are validated
against published results for benchmarks provided in the
ATLAS analysis documentation. Further fiducial and mate-
rial cuts required for tracks in the DV studies are explained
in Sect. 4.1.

3 Prompt SUSY searches

In order to determine constraints on the gluino mass in
our model, we focus on the 0-lepton + two–six jets +
pmiss
T search [43,44] which is the most sensitive search

for benchmark P0. However, to investigate the response
of our model to dedicated SUSY searches, we deform it
by moving on a line into the phenomenological next-to-
minimal model space (pNMSSM): for instance, we vary
the gluino mass soft parameter M3 while keeping all other
weak-scale parameters fixed. The spectrum, decays and life-
times are recomputed at each point: to first order, only the
gluino mass changes, but there are small loop-level effects
on other masses. Since this deformation breaks the gauge-
mediated relation between the gaugino masses, we are devi-
ating from the gauge-mediated limit by doing this. This is
a simple choice where we can change only one parame-
ter; we could have equally made a different choice where
we vary several weak-scale parameters—trying to preserve
some of the gauge-mediated relations. Keeping within the
NMGMSB model itself was not an option however, since a
highly non-trivial multi-dimensional manipulation of param-
eters was required, which ended in some other phenomeno-
logical bound being violated. Our approach is mainly phe-
nomenologically motivated, essentially to study the gluino
mass bounds in the context of the very peculiar structure of
singlino-like NLSP and gravitino LSP (with squarks decou-
pled). Nevertheless one might imagine a possible extension
of the DGS scenario with additional sources for the Higgs

2 We find inconsistent results from standard detector simulation pro-
grams leading us to believe that the presence of DVs interferes with the
standard reconstruction.
3 We prefer to use the more accurate descriptor pmiss

T = |pmiss
T | than

the ‘E miss
T ’ quoted by the ATLAS analyses referred to in this study.
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Naturally predicts heavy 
strong sector to get the 

right higgs mass

Lightest neutralino not stable
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decay is long lived!
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Table 1 The cuts for more sensitive signal regions from the 0-lepton
+ jets + pmiss

T searches at 8 TeV [43] and 13 TeV [44] runs and 95 %
observed upper limits on a non-standard model contribution σ obs

95 . The
limit σ obs

95 has not been unfolded, and so should be applied to the produc-
tion cross section times branching ratio times acceptance. The jets j are
ordered in decreasing pT . The effective mass, meff (incl.) is defined to
be the scalar sum of pT ’s of all jets with pT > 40(50)GeV for

√
s =8

(13) TeV plus the missing transverse momentum pmiss
T , meff (N j ) is the

scalar sum of pT ’s of N j hardest jets (N j = 4 for 4jt-X and N j = 6
for 6jt-X) plus pmiss

T and φ is the azimuthal angle around the beam
√
s 8 TeV 13 TeV

Signal region 4jt-8 6jt-8 4jt-13 6jt-13

pmiss
T /GeV > 160 160 200 200

pT ( j1)/GeV > 130 130 200 200

pT ( j2)/GeV > 60 60 100 100

pT ( j3)/GeV > 60 60 100 100

pT ( j4)/GeV > 60 60 100 100

pT ( j5)/GeV > – 60 – 50

pT ( j6)/GeV > – 60 – 50

#φ(jet1,2,3,p
miss
T )min > 0.4

#φ(jet j> 3,p
miss
T )min > 0.2

pmiss
T /meff (N j ) > 0.25 0.2

meff (incl.)/GeV > 2200 1500 2200 2000

σ obs
95 (fb) 0.15 0.32 2.7 1.6

mass that allow one to lower the overall scale of sparticle
masses to the investigated range.

We have also sometimes, for the purposes of illustration
only, changed the singlino decay length cτÑ1

(while keep-
ing all weak-scale parameters fixed). This deformation does
not really constitute a consistent model, but is used instead
to understand some features that are present in consistent
models. When using this type of deformation we will refer
to ‘tweaked’ parameters. We shall investigate the effect of
varying the lifetime by scanning over a lifetime range of
cτ = [10−3, 104] mm for mg̃ ∼ 1 TeV.

3.1 Current bounds from Run I and early Run II searches

In the NMGMSB model under study, the squarks (includ-
ing the third generation squarks) are usually heavier than
the gluino, resulting in three-body decays through off-shell
squarks of the form g̃ → qq̄Ñ1, where Ñ1 is mostly
singlino-like, followed by the potentially displaced decay
Ñ1 → G̃a1 → G̃bb̄. Although the last step in the decay
chain always ensures the presence of b’s in the final state,
they are usually too soft to satisfy the requirements of cur-
rent b-jet + pmiss

T searches. We find that b-jet searches
only become sensitive when the mass of the gluino is high
enough that decays into third generation squarks dominate
and their decays into top/bottom quarks (see an example

Fig. 3 95 % lower limits on the gluino mass from Run I and Run II jets
+ pmiss

T searches. We show the ratio of the predicted gluino cross section
times branching ratio times acceptance (σ × BR×ε) to the 95 % upper
bound on signal cross sections determined by ATLAS, for a scan-line
based on benchmark P0 (Ñ1 lifetime of cτÑ1

= 99 mm). The horizontal
dotted line shows the exclusion limit at r = (σ×BR×ε)/σ obs

95 = 1. The
arrow shows the position of our benchmark P0 in NMGMSB, whereas
elsewhere we are strictly in pNMSSM parameter space

event topology in Fig. 1) result in high-pT b-jets. Therefore
these searches are never relevant for our benchmark P0 and
the corresponding pNMSSM line that has even lower gluino
masses. Note, however, that even when the gluino mass is
high, the gluino branching fraction into b’s is still only about
20 % and is often accompanied by vector bosons in the final
state. These sometimes produce leptons, which take events
out of the 0-lepton+multi-jets+ pmiss

T selection. As a result
of the above considerations, the sensitivity is much lower
than that from simplified models producing hard b-jets and
missing transverse momentum. We find that the sensitivity
in the simplest 0-lepton + jets + pmiss

T searches is greater
than that of searches involving bs even at high gluino masses.
The signal regions (i.e. the labelled sets of cuts) defined by
ATLAS that have the highest sensitivity are the 4jt-8 and
6jt-8 signal regions (relevant for 8 TeV collisions) and the
4jt-13 and 6jt-13 signal regions (relevant for 13 TeV
collisions). We reproduce the cuts in these signal regions in
Table 1 along with the observed upper limits on production
cross section at the 95 % confidence level (CL).

Since in the DGS model the gluino sets the overall mass
scale of the sparticle spectrum, we therefore present our
results in the form of bounds on the gluino mass. We define
the signal strength ratio r95 as the ratio of the predicted spar-
ticle signal passing the selection cuts in a particular signal
region to the 95 % CL upper limit on the cross section in that
region. Thus r95 = 1 is just ruled out to 95 % CL, r95 > 1
is ruled out whereas r95 < 1 is allowed at the 95 % CL.
The signal region is always chosen to be the one giving the
best expected exclusion. Figure 3 shows the signal strength
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Fig. 4 The dependence of overall efficiency on lifetime in the signal
region 6jt-8. We find that the strong dependence on pmiss

T is strongly
anti-correlated with the cuts on jet pT , resulting in a fairly small depen-
dence of the efficiency on cτ after all cuts. The curves correspond from
top to bottom to the cuts in Table 1 and the corresponding variables are
shown in the plot

ratio for varying gluino mass based on the pNMSSM line
described in Sect. 3. The most sensitive signal region for
gluinos from 0.9 to 1.2 TeV is the 6jt-8 region (six hard
jets, tight cuts) at

√
s = 8 TeV. For higher gluino masses

up to 2 TeV, the sensitivities of the 6jt-8 and 4jt-8 sig-
nal regions are similar. The presence of a long-lived singlino
which may decay within the detector leads to another pos-
sible signature—that of DVs, which we shall explore in the
next section. We see from the figure that the bound from Run
I at 95 % ismg̃ > 1080 GeV, where the6jt-8 line intersects
r95 = 1.

In 2015, ATLAS analysed 3.2 fb−1 of integrated luminos-
ity collected at the higher centre of mass energy of 13 TeV,
not observing any significant signal for sparticle production.
We see that at 13 TeV, the 4jt-13 cuts are more sensitive
to our pNMSSM model than the 6jt-13 cuts for any value
of the gluino mass, mainly because the pT requirements are
not satisfied by the jets from singlino decay products (which
give Njets > 4). We see that the early Run II data from 2015
constrained mg̃ > 1000 GeV, not as sensitive as the Run I
limit. Later, we shall examine the expected sensitivity from
Run II with 100 fb−1 of integrated luminosity.

In Fig. 4, we show how changing the lifetime of the Ñ1
affects the cut acceptances (shown here for the signal region
6jt-8). The lines should be read in one-to-one correspon-
dence from top to bottom with the cuts listed in Table 1
(except the second line which is the combined efficiency for
pT ( j1) and pT ( j2)). Thus, the first line corresponds to the
cut pmiss

T > 160 GeV and the last to meff > 1500 GeV. As
expected, when the singlino is stable, we find large missing
energy as all the momentum it carries is invisible. As the

Fig. 5 95 % CL limits the gluino mass from the
√
s = 13 TeV jets +

pmiss
T searches and projected sensitivity with higher luminosity in the

pNMSSM model. The signal regions 4jt-13 and 6j-13 are defined
in Table 1. The arrow shows the position of our benchmark P0 in
NMGMSB, whereas elsewhere we are strictly in pNMSSM parame-
ter space

lifetime decreases, more and more singlinos decay within
the detector volume resulting in a flat efficiency below life-
times of 10 mm. This gain in efficiency for long-lived Ñ1
is somewhat diluted once we demand jets with high pT . In
particular, once we demand Njets > 4, the efficiency is lower
for stable singlinos, since the extra hard jets mainly come
from decay products of the Ñ1. However, this downturn is
balanced by the requirements on "φ between the jets and the
missing momentum pmiss

T , since the presence of more jets in
the final state makes it harder to satisfy this cut. Finally, after
all cuts, we find that the efficiency is rather flat across all
lifetimes. Therefore the gluino mass limits presented above
may be considered fairly robust for the model studied here.

3.2 Future search reach of prompt searches

We now estimate what the future might bring for discovery or
exclusion of the pNMSSM model from the LHC. In Fig. 5, we
re-display the current limits on the gluino in pNMSSM from
the 13 TeV run, as the gluino mass is changed for the6jt-13
and 4jt-13 signal regions. The solid lines show the current
lower limit from the 2015 run of 1000 GeV. For our model,
the4jt-13 region performs better than the6jt-13 region.
Model sensitivity (ignoring systematic errors) is equal to the
number of signals events S divided by the square root of
the number of background events B. Since S ∝ the total
integrated luminosity L, and B ∝ L, the sensitivity scales
∝

√
L. Thus, we expect σ obs

95 ∝ 1/
√
L. Using this depen-

dence, we scale the L = 3.2 fb−1 lines to 30 and 100 fb−1

to show the projected sensitivities in the figure. We see that
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T

searches. We show the ratio of the predicted gluino
cross-section times branching ratio times acceptance (� ⇥ BR ⇥ ") to the 95% upper bound on signal cross-sections determined by
ATLAS, for a scan-line based on benchmark P0 (Ñ1 lifetime of c⌧

Ñ1
= 99mm). The horizontal dotted line shows the exclusion limit

at r = (� ⇥ BR ⇥ ")/�obs
95 = 1. The arrow shows the position of our benchmark P0 in NMGMSB, whereas elsewhere we are strictly

in pNMSSM parameter space.

sitivity scales /
p
L. Thus, we expect �obs

95 / 1/
p
L.

Using this dependence, we scale the L = 3.2 fb�1 lines
to 30 fb�1 and 100 fb�1 to show the projected sensi-
tivities in the figure. We see that with 100 fb�1 and 13
TeV centre of mass collision energy, the LHC can reach
up to 1900 GeV gluinos.

4 Searches with displaced vertices

DV searches are especially challenging due to the com-
plication of taking into account time of flight and as-
signing tracks originating far away from the primary
interaction point to the correct event. Reconstruction
of such decays therefore becomes more difficult beyond
the pixel layers. Nevertheless, these searches have an ex-
tremely low background as there are no irreducible con-
tributions from the SM. Some recent reinterpretation of
LHC displaced searches can be found in Refs. [45,46,
47,48,49,50,51]. Displaced signatures have received far
less attention in the literature as compared to prompt
signatures because they are difficult to model, and be-
cause they tend to be rather model specific. Further-

more, modelling the detector’s response to DVs is a dif-
ficult task, as we shall illustrate. Validation is therefore
essential in order to tell how good or bad a job of mod-
elling the response we achieve. Refs. [45,47] used truth
information to identify displaced decays. Our work goes
further by fully detailing the steps of reconstruction for
DVs, in a similar way to Ref. [46], but here we deter-
mine an explicit functional form for the tracking effi-
ciency, which is needed to be able to model the efficien-
cies from the experiments to a reasonable (if somewhat
rough) level.

4.1 Validation of Run I displaced vertex searches

In the absence of publicly available multi-dimensional,
model-independent efficiency maps for the reconstruc-
tion efficiency of a DV, we make use of the efficiencies
published for specific models and construct a function
that approximately simultaneously reproduces them.
The ATLAS DV + jets search [52] has been interpreted
in the context of two General Gauge Mediation (GGM)
and several R�parity violating supersymmetry (RPV)
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possible DV lifetimes, but clearly more work can be done to
provide a more comprehensive parameterisation.

We have recast current 8 TeV prompt searches to bound
the gluino mass from below at 1080 GeV, whereas current
13 TeV prompt searches are less restrictive. This is somewhat
low compared to naive expectations based on LHC exclusion
results quoted for simplified models, but as Fig. 2 shows,
there are many different cascade decays in the model. This
means that the supersymmetric signal ends up being shared
out between many different channels, and may not be yet
detected in any single one [3,4]. With 100 fb−1 of integrated
luminosity at 13 TeV though, the 0-lepton + jets + pmiss

T
searches should be sensitive to up to 1900 GeV.

We further combine the search strategies in the prompt
and displaced channels to demonstrate that a much better
sensitivity could be obtained by optimising cuts. In particular,
we find that combining the relaxed DV cuts with the hard cuts
from the 0-lepton + jets + pmiss

T analysis, a > 3σ discovery
can be made with 300–1000 fb−1 data for a 2 TeV gluino mass
depending on the systematic background. We indicate how
this situation could be improved significantly by also relaxing
some of the prompt cuts. It is clear that an optimised analysis
in a DV + jets + pmiss

T channel will yield better sensitivity
than for either search method alone and we strongly urge the
experimental collaborations to pursue this further.
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Fig. 12 Schematic view in the transverse x–y plane of a displaced
decay. The transverse impact parameter d0 is defined with respect to
the origin (0, 0, 0). The daughter particle, which forms the track, was
produced at (x, y, z) from the decay of a long-lived particle. The DV
position is reconstructed from the average of all track’s production ver-
tices, represented by the pink disc

Appendix A: Definitions of displaced observables

Here we define the relevant observables used in the DV recast.
When a displaced track is produced at a point7 (x, y, z), we
define the transverse distance of the truth track’s production
vertex to be

r⊥ =
√
x2 + y2. (A.1)

Each track will have a transverse impact parameter d0, which
corresponds to the distance of closest approach of the track
to the origin (0, 0, 0) in the x–y plane:

d0 = r⊥ × sin (φxy − φ), (A.2)

where φ is the azimuthal angle of the track, such that
tan φ = py/px with px , py the x and y component of the
track momentum. φxy corresponds to the angle in the trans-
verse plane of the trajectory of the mother displaced particle,
as shown in Fig. 12.

Selected tracks are clustered together to form a DV. The
DV position (xDV, yDV, zDV) is defined to be the average
position of all track’s production points in that selected ver-
tex. The DV position in the transverse plane is defined to be

rDV =
√
x2

DV + y2
DV. (A.3)

7 The origin is defined to be the interaction point, and z is along the
beam line.
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with 100 fb−1 and 13 TeV centre of mass collision energy,
the LHC can reach up to 1900 GeV gluinos.

4 Searches with displaced vertices

DV searches are especially challenging due to the complica-
tion of taking into account time of flight and assigning tracks
originating far away from the primary interaction point to
the correct event. Reconstruction of such decays therefore
becomes more difficult beyond the pixel layers. Nevertheless,
these searches have an extremely low background as there
are no irreducible contributions from the SM. Some recent
reinterpretation of LHC displaced searches can be found in
Refs. [45–51]. Displaced signatures have received far less
attention in the literature as compared to prompt signatures
because they are difficult to model, and because they tend to
be rather model specific. Furthermore, modelling the detec-
tor’s response to DVs is a difficult task, as we shall illustrate.
Validation is therefore essential in order to tell how good
or bad a job of modelling the response we achieve. Refer-
ences [45,47] used truth information to identify displaced
decays. Our work goes further by fully detailing the steps of
reconstruction for DVs, in a similar way to Ref. [46], but here
we determine an explicit functional form for the tracking effi-
ciency, which is needed to be able to model the efficiencies
from the experiments to a reasonable (if somewhat rough)
level.

4.1 Validation of Run I displaced vertex searches

In the absence of publicly available multi-dimensional,
model-independent efficiency maps for the reconstruction
efficiency of a DV, we make use of the efficiencies published
for specific models and construct a function that approxi-
mately simultaneously reproduces them. The ATLAS DV +
jets search [52] has been interpreted in the context of two
General Gauge Mediation (GGM) and several R-parity vio-
lating supersymmetry (RPV) simplified models. Of these,
the ones most relevant to signatures predicted by the DGS
model (where we expect only jets from the DV) are the two
GGM model benchmarks and one RPV benchmark where a
displaced neutralino decays through a non-zero λ′

211 to light
quarks and a muon.

The ATLAS DV+ jets cuts are summarised in Table 2. The
ATLAS analysis re-runs the experiment’s standard tracking
algorithms on events passing the trigger in order to determine
the efficiency for the displaced tracks. Given the fact that
we do not have access to such algorithms, we assign each
track a reconstruction probability depending on its pT and the
true co-ordinates of its displaced origin. The functional form
found to reproduce the efficiencies for the three benchmark
models is given by

Table 2 Our implementation of cuts applied in the ATLAS multi-track
DV + jets search, from Ref. [52]

DV jets 4 or 5 or 6 jets with |η| < 2.8 and
pT > 90, 65, 55 GeV, each

DV reconstruction DV made from tracks with pT > 1 GeV,
|η| < 2.5 and |d0| > 2 mm, satisfying a

tracking efficiency given by Eq. 2.
Vertices within 1 mm are merged

DV fiducial DV within 4 mm < rDV < 300 mm and
|zDV| < 300 mm

DV material No DV in regions near beampipe or
within pixel layers:

Discard tracks with rDV/mm ∈
{[25, 38], [45, 60], [85, 95], [120, 130]}

Ntrk DV track multiplicity ≥5

mDV DV mass > 10 GeV

εtrk = 0.5 × (1 − exp(−pT /[4.0 GeV]))
× exp(−|z|/[270 mm])
×max(−0.0022 × r⊥/[1 mm] + 0.8, 0), (2)

where r⊥ and z are the transverse and longitudinal distance of
the track’s production vertex (for details of their definitions,
see Appendix A).

We pick this particular parameterisation of the tracking
efficiency after trying several functional forms and varying
the constants, picking the one that had the best goodness
of fit statistic (χ2) for the three models combined that we
validate against (at various different values of lifetimes of
the decaying sparticle). Equation (2) is not expected to be
perfect by any stretch: it is a simple, universal and factorised
form for the track efficiency that is a rough approximation.
The overall χ2 statistic did not indicate a particularly good
fit; however, inspection by eye showed that the shapes of the
efficiency curves were reasonable. We display contours of
the function in Fig. 6.

The efficiency for reconstructing a multi-track DV is
highly dependent on track reconstruction and track selec-
tion, as detailed in Ref. [52]. These are affected by several
factors:

– The impact parameter d0 of the track: the efficiency for
reconstructing tracks decreases with increasing values of
d0, since the density of fine instrumentation decreases.

– The mass of the long-lived particle: as the number of
tracks originating from the vertex increases with increas-
ing mass. At higher masses, missing some tracks may
therefore still lead to the identification of a DV.

– The energy of the long-lived particle: the higher the boost,
the more tracks will have a small angle with respect to
the flight direction of the long-lived particle and may
therefore fail the minimal d0 cut.
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RPV samples of the type g̃ ! qq[�̃0
1 ! ``0⌫] are

produced with HERWIG++ 2.6.3 [38]. Decays of the
neutralino only into light leptons, which may be e+e�,
µ+µ�, or e±µ⌥, take place due to the nonzero values of
the RPV couplings �121 and �122 [2].

RPV samples of q̃ ! q[�̃0
1 ! `qq/⌫qq] are generated

with PYTHIA 6.426.2 [39]. The �̃0
1 decay into two light

quarks and an electron, muon, or neutrino, is governed
by the nonzero RPV coupling �0

i11. Samples contain-
ing heavy-flavor quarks, q̃ ! q[�̃0

1 ! `qb] (produced
with �0

i13 6= 0) and q̃ ! q[�̃0
1 ! `cb] (corresponding

to �0
i23 6= 0) are also generated, in order to study the

impact of long-lived charm and bottom hadrons on the
e�ciency of DV reconstruction. A g̃ ! qq[�̃0

1 ! `qq]
sample is used to quantify the e↵ect of prompt NLSP de-
cays on the reconstruction e�ciency, by comparing with
the corresponding model with squark production.

PYTHIA 6.426.2 is used to produce GGM samples
denoted g̃ ! qq[�̃0

1 ! G̃Z], in which the NLSP �̃0
1 is a

Higgsino-like neutralino. Both the leptonic and hadronic
decays of the Z boson are considered.

Within a split-supersymmetry scenario,
PYTHIA 6.427 is used to simulate production and
hadronization of a primary, long-lived gluino. Geant4
simulates the propagation of the R-hadron through
the detector [40], and PYTHIA decays the R-hadron
into a stable neutralino plus two quarks (u, d, s, c or
b), a gluon, or two top quarks. The resulting samples
are denoted [g̃ ! qq�̃0

1], [g̃ ! g�̃0
1], or [g̃ ! tt�̃0

1],
respectively.

Signal cross sections are calculated to next-to-leading
order in the strong coupling constant, adding the re-
summation of soft gluon emission at next-to-leading-
logarithmic accuracy (NLO+NLL) [41–45]. The nomi-
nal cross section and its uncertainty are taken from an
envelope of cross section predictions using di↵erent PDF
sets and factorization and renormalization scales, as de-
scribed in Ref. [46].

In addition to these signal samples, MC samples of
QCD dijet events, Drell-Yan events, and cosmic-ray
muons are used for estimating some systematic uncer-
tainties and some of the smaller background rates, as well
as for validation of aspects of the background-estimation
methods.

IV. EVENT RECONSTRUCTION AND
SELECTION

The event-reconstruction and selection procedures are
designed, based on MC and experience from previous
analyses [13, 14], to strongly suppress background and ac-
commodate robust background-estimation methods (de-
scribed in Sec. VI), while e�ciently accepting signal
events over a broad range of LLP masses, lifetimes, and
velocities.

The initial event selection is performed with a com-
bination of triggers that require the presence of lepton
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FIG. 1: Diagrams representing some of the processes un-
der study, corresponding to the simulated event samples. In
RPV scenarios, the long-lived neutralino may decay via the
(a) �ijk or (b) �0

ijk couplings. (c) Long-lived neutralino de-
cay in a GGM scenario. (d) Long-lived R-hadron decay in a
split-supersymmetry scenario. The quarks and leptons shown
may have di↵erent flavors. Filled circles indicate e↵ective in-
teractions.

candidates, jets, or Emiss
T . This selection is described in

Sec. IVA.
O↵-line selection criteria for leptons, jets, and Emiss

T
(see Sec. IVB) are used to further filter events for o↵-
line processing, as described in Sec. IVC.
Events satisfying the filter requirements undergo a

CPU-intensive process termed “retracking”, aimed at ef-
ficient reconstruction of tracks with large impact param-
eter (d0) with respect to the transverse position of any
primary vertex (PV) of particles formed from the pp col-
lision. Retracking is described in Sec. IVD.
At the final event-selection stage, the presence of a pp

collision is ensured by first requiring the event to have a
PV formed from at least five tracks and situated in the
longitudinal range |z| < 200mm, consistent with the IP.
The final selection is based on the reconstruction of a

multitrack DV or dilepton DV, described in Secs. IVE
and IVF, respectively.

A. Trigger requirements

Events must satisfy trigger requirements based on
muon, electron, jets, or Emiss

T criteria.
Where muon triggers are used, a muon candidate is

required by the trigger algorithm to be identified in the
MS with transverse momentum pT > 50 GeV. Its pseu-
dorapidity must be in the MS-barrel region |⌘| < 1.07,
to reduce the trigger rate from fake muons due to beam

Gauge Mediated  
benchmarks

RPV benchmark
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Figure 1.7: Validation of the DV + jets
search for the ATLAS benchmark of
a simplified RPV model with a 700
GeV squark decaying to a neutralino,
q̃ ! q(Ñ1 ! µūd) . Left: without
any tracking efficiency. Right: with a
tracking efficiency function given by
equation 1.8.

challenging to find a benchmark whose kinematics matched the de-
sired signal models for the reinterpretation in Ref. [41]. Because the
efficiencies and limits were shown for either a high-mass, low-boost
LLP or a low-mass, high-boost LLP, this made it more challenging
to reinterpret the results for other types of kinematics.

The new parametrized efficiencies presented by ATLAS in [62]
are extremely useful. They constitute an optimal efficiency map
for recasting these type of analyses, as they can by applied in a
straightforward way to truth level quantities. Before this infor-
mation was public, efficiency tables (for vertex-level efficiency) in
terms of rDV where only available for few channels and for a single
benchmark. It was not clear how to translate it to other channels,
and also for parent particles of a different mass. Even more, a func-
tional parametrization for track efficiency was needed (as shown
in [63]) to be able to reproduce the experimental results. Finding
this kind of parametrization is not easy, as it needs to be validated
across different benchmarks. This had the difficulty that fitting
only one benchmark did not correctly reproduce the event-level
efficiency curve for any of the others.

Recommendations

Parametrized efficiencies as a function of relevant quantities such
as: vertex position, its invariant mass and number of charged parti-
cles forming it, are extremely useful, as they allow for reinterpreta-
tion of the experimental result for any model predicting displaced
vertices. We highly encourage collaborations to keep making such
efficiency maps public.
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Fig. 4 The dependence of overall efficiency on lifetime in the signal region 6jt-8. We find that the strong dependence on p
miss
T

is
strongly anti-correlated with the cuts on jet pT , resulting in a fairly small dependence of the efficiency on c⌧ after all cuts. The curves
correspond from top to bottom to the cuts in Table 1 and the corresponding variables are shown in the plot.

simplified models. Of these, the ones most relevant to
signatures predicted by the DGS model (where we ex-
pect only jets from the DV) are the two GGM model
benchmarks and one RPV benchmark where a displaced
neutralino decays through a non-zero �0

211 to light quarks
and a muon.

The ATLAS DV + jets cuts are summarised in Ta-
ble 2. The ATLAS analysis re-runs the experiment’s
standard tracking algorithms on events passing the trig-
ger in order to determine the efficiency for the displaced
tracks. Given the fact that we do not have access to such
algorithms, we assign each track a reconstruction prob-
ability depending on its pT and the true co-ordinates
of its displaced origin. The functional form found to re-
produce the efficiencies for the three benchmark models
is given by

"trk = 0.5⇥ (1� exp(�pT /[4.0 GeV]))

⇥ exp(�z/[270 mm])

⇥max(�0.0022⇥ r?/[1 mm] + 0.8, 0), (2)

where r? and z are the transverse and longitudinal dis-
tance of the track’s production vertex (for details of
their definition, see Appendix Appendix A).

We pick this particular parameterisation of the track-
ing efficiency after trying several functional forms and
varying the constants, picking the one that had the best
goodness of fit statistic (�2) for the three models com-
bined that we validate against (at various different val-
ues of lifetimes of the decaying sparticle). Eq. (2) is not
expected to be perfect by any stretch: it is a simple, uni-
versal and factorised form for the track efficiency that
is a rough approximation. The overall �2 statistic did
not indicate a particularly good fit, however inspection
by eye showed that the shapes of the efficiency curves
were reasonable. We display contours of the function in
Figure 6.

The efficiency for reconstructing a multi-track DV
is highly dependent on track reconstruction and track
selection, as detailed in Ref. [52]. These are affected by
several factors:

– The impact parameter d0 of the track: the efficiency
for reconstructing tracks decreases with increasing
values of d0, since the density of fine instrumenta-
tion decreases.

– The mass of the long-lived particle: as the number
of tracks originating from the vertex increases with
increasing mass. At higher masses, missing some

Remove low pT

Dependence on radial distance of DV

Tracking efficiency determined by fitting parameters of an empirical function

Dependence on  z of DV (i.e. truth of decay vertex)
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Fig. 7 Validation of our DV +
jets estimate of efficiency for
three models against ATLAS’s
determination: a a simplified
GGM model where a 1.1 TeV
gluino decays to a 400 GeV
neutralino, which in turn decays
to a Z and a gravitino, b a
simplified GGM model where a
1.1 TeV gluino decays to a
1 TeV neutralino, which in turn
decays to a Z and a gravitino, c
a simplified RPV model with a
700 GeV squarks decaying to a
500 GeV neutralino, which
subsequently decays through a
non-zero λ′

211 coupling into a
muon and two quarks. Events
are generated with

√
s = 8 TeV.

The bottom rectangle in each
case shows the discrepancy
between our estimate and
ATLAS’s, measured in units of
the ATLAS error

(a) (b)

(c)

Table 3 Numbers of simulated events N and relative efficiencies ϵ (i.e.
defined with respect to the previous cut) for our NMGMSB model (P0
benchmark) with cτÑ1

= 99 mm at
√
s = 8 TeV and

√
s = 13 TeV for

the ATLAS selection of cuts in Table 2
√
s = 8 TeV

√
s = 13 TeV

N ϵ (%) N ϵ (%)

All events 100,000 100.0 100,000 100.0

DV jets 96,963 97.0 98,306 98.3

DV reconstruction 16,542 17.1 16,542 16.8

DV fiducial 16,459 99.5 16,460 99.5

DV material 16,146 98.1 16,210 98.5

Ntrk 584 3.6 544 3.4

mDV 4 0.7 3 0.6

limited. From the 8 TeV columns of Table 3, it is clear that the
primary cause for this is failure to satisfy the requirements
Ntrk ≥ 5 and the vertex mass cut mDV > 10 GeV. This is due
to the fact that the displaced jets are mainly b-jets. The b-
hadrons are themselves long-lived, and the neutral B0 leaves
no tracks before its decay. The topology of this final state

then has two further DVs, each with less than five tracks.
The ATLAS analysis does merge vertices (defined as having
at least two tracks) that are within 1 mm of each other to
possibly obtain a better vertex. However, the b-hadrons are
sufficiently long-lived so that the resultant vertices are almost
always more than 1 mm apart.6 For the benchmark P0 for
instance, the average displaced track efficiency is 0.06, and
the average number of tracks coming from a displaced b is
18.1 (after hadronisation, but before cuts). Thus, on average,
there are only 18.1 × 0.06 = 1.2 visible tracks per displaced
b.

A further consideration is the small mass of the a1 which
decays to bb̄ (23 GeV for the benchmark P0) since softer b-
quarks means less radiation, implying fewer tracks. The dis-
tribution of track multiplicity versus invariant mass is shown
in Fig. 8. One can see clearly from the right panel that increas-
ing the a1 mass to 70 GeV (done ad hoc for the purposes of

6 The ATLAS analysis [52] also reports that the sensitivity is severely
reduced if they use the RPV benchmark with b-quarks in the final state.
An earlier work on displaced Higgs decays [48], also shows how dis-
placed b-quarks can be problematic, particularly given the d < 1 mm
requirement for merging vertices.
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limited. From the 8 TeV columns of Table 3, it is clear that the
primary cause for this is failure to satisfy the requirements
Ntrk ≥ 5 and the vertex mass cut mDV > 10 GeV. This is due
to the fact that the displaced jets are mainly b-jets. The b-
hadrons are themselves long-lived, and the neutral B0 leaves
no tracks before its decay. The topology of this final state

then has two further DVs, each with less than five tracks.
The ATLAS analysis does merge vertices (defined as having
at least two tracks) that are within 1 mm of each other to
possibly obtain a better vertex. However, the b-hadrons are
sufficiently long-lived so that the resultant vertices are almost
always more than 1 mm apart.6 For the benchmark P0 for
instance, the average displaced track efficiency is 0.06, and
the average number of tracks coming from a displaced b is
18.1 (after hadronisation, but before cuts). Thus, on average,
there are only 18.1 × 0.06 = 1.2 visible tracks per displaced
b.

A further consideration is the small mass of the a1 which
decays to bb̄ (23 GeV for the benchmark P0) since softer b-
quarks means less radiation, implying fewer tracks. The dis-
tribution of track multiplicity versus invariant mass is shown
in Fig. 8. One can see clearly from the right panel that increas-
ing the a1 mass to 70 GeV (done ad hoc for the purposes of

6 The ATLAS analysis [52] also reports that the sensitivity is severely
reduced if they use the RPV benchmark with b-quarks in the final state.
An earlier work on displaced Higgs decays [48], also shows how dis-
placed b-quarks can be problematic, particularly given the d < 1 mm
requirement for merging vertices.
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➡ Not the right parameters? (we tried d0, z0 with no improvement)

➡ Hidden dependence on extra variables? 
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Fig. 8 DV invariant mass
against number of tracks for the
DGS benchmark P0 with
mg̃ = 1.96 TeV, mÑ1

= 98 GeV
and cτÑ1

= 99 mm. Gluinos and
squarks only are generated with√
s = 8 TeV. Events in the plot

pass all of the DV cuts except
for the last two, which define the
boxed ATLAS signal region.
The left-hand frame shows a
scenario where ma1 = 23 GeV
(in the DGS good-fit region, as
in P0) and the right-hand frame
has a tweaked ma1 = 70 GeV in
the SLHA file (i.e. inconsistent
with the soft parameters, which
are left constant—for the
purposes of illustration only)

Fig. 9 Event efficiency against pseudo-scalar mass for a DGS bench-
mark with cτÑ1

= 99 mm (our P0 benchmark). Events are generated
with

√
s = 8 TeV considering strong production. We have tweakedma1

“by hand” in the SLHA files without changing soft parameters for the
purposes of illustration

illustration) improves the sensitivity of the cuts by two orders
of magnitude. A higher mass also means the resultant prod-
ucts are more collimated and hence the b-hadron vertices are
likely to be closer to each other. The improvement in effi-
ciency with increasing a1 mass can be seen in Fig. 9.

4.3 Improving the sensitivity of displaced vertex searches

Given the very low sensitivity of the DV searches, we shall
now attempt to improve it by loosening the most restrictive
cuts. Firstly, to catch DVs coming from two b-quarks from
the same a1, we relax the requirement of maximum merging

distance from 1 to 5 mm. Further, we can also relax the last
two cuts: track multiplicity and invariant mass of the DV.

The background to the DV multi-track search comes from
three sources—heavy flavour quark decays, interactions with
material in the detector and the accidental crossing of tracks,
all of which have a low multiplicity of tracks and a small
invariant mass of the DV. Thus, if we loosen these cuts to
achieve better signal efficiency, we also raise the background
rate thus reducing the signal to background ratio. However,
given that our model has good sensitivity in the prompt p miss

T -
based channels, background rates can be controlled by taking
advantage of the hard prompt signals that come in association
with the DVs. Requiring a large meff in the event would
reduce backgrounds significantly. It may also be possible to
increase the sensitivity by loosening the DV cuts but requiring
displaced jets to have a muon inside them [53,54] (which
often come from a b). However, we do not consider this route
here.

We now investigate the effect of applying prompt cuts used
in standard jets + p miss

T sparticle searches on top of relaxed
DV cuts. This, of course, will have a lower signal efficiency
than purely applying the standard jets+ p miss

T cuts, which are
already designed to remove the SM background very effec-
tively. Ideally, one would optimise the jets+ p miss

T cuts along
with the DV cuts to reach an overall best sensitivity. How-
ever, we have clear estimates of the background to the prompt
channels from the analysis which serves as an upper bound
to any DV contributions we may have from heavy flavour.
Of course, the contributions from systematic sources cannot
be bounded in this way, however, we can reasonably assume
that the number of DVs from systematic sources is not biased
by the hard cuts we place.

At 8 TeV, we choose the ATLAS6jt-8 signal region cuts
described in Table 1, because they were found to have the
highest sensitivity to our signal, as shown above. Figure 10
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achieve better signal efficiency, we also raise the background
rate thus reducing the signal to background ratio. However,
given that our model has good sensitivity in the prompt p miss

T -
based channels, background rates can be controlled by taking
advantage of the hard prompt signals that come in association
with the DVs. Requiring a large meff in the event would
reduce backgrounds significantly. It may also be possible to
increase the sensitivity by loosening the DV cuts but requiring
displaced jets to have a muon inside them [53,54] (which
often come from a b). However, we do not consider this route
here.

We now investigate the effect of applying prompt cuts used
in standard jets + p miss

T sparticle searches on top of relaxed
DV cuts. This, of course, will have a lower signal efficiency
than purely applying the standard jets+ p miss

T cuts, which are
already designed to remove the SM background very effec-
tively. Ideally, one would optimise the jets+ p miss

T cuts along
with the DV cuts to reach an overall best sensitivity. How-
ever, we have clear estimates of the background to the prompt
channels from the analysis which serves as an upper bound
to any DV contributions we may have from heavy flavour.
Of course, the contributions from systematic sources cannot
be bounded in this way, however, we can reasonably assume
that the number of DVs from systematic sources is not biased
by the hard cuts we place.

At 8 TeV, we choose the ATLAS6jt-8 signal region cuts
described in Table 1, because they were found to have the
highest sensitivity to our signal, as shown above. Figure 10

123

Our model fails to satisfy the DV cuts because of 
long lived B-mesons in the final state.  

➡ B-mesons themselves give displaced vertices 

(not enough tracks < 1mm)

➡ Small momentum transfer

This improves with heavier a1.
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Fig. 10 Signal efficiencies of different sets of DV + jets analyses on a
DGS benchmark with mg̃ = 1.96 TeV, mÑ1

= 98 GeV, ma1 = 23 GeV
(our P0 benchamark) against the lifetime of the long-lived singlino
cτÑ1

(changed “by hand” in the SLHA files without changing the soft
terms for the purposes of illustration). Events are generated with

√
s =

8 TeV, considering gluino/squark production only. The bottom curve
corresponds to the efficiency after the default ATLAS DV cuts. The
top curve corresponds to the loosest of our selections in DV merging
distance, track multiplicity and invariant mass. We also show different
sets of cuts in between, including the inclusion of standard prompt cuts,
as defined in the text

shows efficiency curves against lifetime for the NMGMSB
model with the default ATLAS DV analysis cuts and some
choices of relaxed cuts. This includes (1) allowing Ntrk to
be ≥ 2 rather than ≥ 5, (2) increasing the vertex merging
distance from 1 to 5 mm, and (3) lowering the vertex mass
cut from 10 to 5 GeV. For comparison, we also show the
response for the original tight ATLAS DV (DVT) cuts as well
as our loose cuts (DVL) for the6jt-8 signal region. With this
combination, we already achieve an improvement in signal
efficiency by a factor of ten. Without the 6jt-8 cuts, the
improvement is a factor of several hundred. An optimised
analysis will be between these two limiting cases and may
therefore be reasonably expected to offer an improvement of
two orders of magnitude or so.

4.4 Recommendations for displaced vertex searches at
13 TeV

We used6jt-8 for the prompt cuts at 8 TeV; however, keep-
ing in mind that the best sensitivity at 13 TeV is for the
4jt-13 signal region, we also perform efficiency calcula-
tions with the combination DVL + 4jt-13. The efficien-
cies are shown in Table 4. The signal efficiency at 13 TeV is
∼0.2 %. It would be desirable to relax the prompt cuts fur-
ther in order to increase this number, but a proper estimate

Table 4 Numbers of simulated events N and relative efficiencies ϵ
(i.e. defined with respect to the previous cut) for our NMGMSB model
with cτÑ1

= 99 mm (our P0 benchmark) at
√
s = 8 TeV and

√
s =

13 TeV for our tuned cuts, as explained in the text. Events are generated
considering strong production. An asterisk denotes that the prompt cuts
are taken from signal regions 6jt-8 at

√
s = 8 TeV and 4jt-13

at
√
s = 13 TeV as listed in Table 1. The dagger is a reminder of the

increased vertex merging distance of 5 mm
√
s = 8 TeV

√
s = 13 TeV

N ϵ (%) N ϵ (%)

All events 100,000 100.0 100,000 100.0

Prompt pmiss
T

∗ 91,709 91.7 87,737 87.7

Prompt jets∗ 72,075 78.6 84,178 95.9

Prompt
#φ(jet1,2,3,p

miss
T )min

∗ 49,095 68.1 57,261 68.0

Prompt
#φ(jet j> 3,p

miss
T )min

∗ 27,315 55.6 33,832 59.1

Prompt pmiss
T /meff (N j )

∗ 6670 24.4 18,409 54.4

Prompt meff (incl.)∗ 6636 99.5 16,848 91.5

DV jets 6636 100.0 16,848 100.0

DV reconstruction† 1524 23.0 3850 22.9

DV fiducial 1516 99.5 3825 99.4

DV material 1494 98.5 3750 98.0

Ntrk ≥ 2 1494 100.0 3750 100.0

mDV > 5 GeV 88 5.9 265 7.1

would require a full estimation of the DV background, which
is beyond the scope of this paper.

However, an estimate of the contribution from heavy
flavours may be obtained. Given the hard multi-jet, pmiss

T
and meff cuts, the dominant SM background is from t t̄ + jets
production which is also a source of b-hadrons and therefore
a potential background for DVs. In order to examine this pos-
sibility, we simulate 106 t t̄ events, and inspect the transverse
impact parameter d0 of the tracks coming from the displaced
b vertices. We see that only a tiny fraction of tracks pass
|d0| > 2 mm from t t̄ events (∼1 %). Furthermore, imposing
the DV cuts (without any restrictions on hard jets), gives us an
efficiency of 0.1 % for Ntrk ≥ 2 and imposingmDV > 5 GeV
gives us no events at all. We therefore do not expect any DV
contributions from heavy flavour once the hard jet cuts are
made. This implies zero background events at 3.2 fb− 1 and
we are already potentially sensitive to signal cross sections
of approximately 0.3 fb.

The total strong sparticle production cross section at
13 TeV before cuts is 5.8 fb, and so with our illustrative
cuts (DVL + 4jt-13), one would achieve a signal cross
section after cuts of 0.01 fb. With no expected background,
the observation of a single event already corresponds to dis-
covery, which for a gluino mass of ∼2 TeV (as in P0) is
not achievable in prompt search channels with 100 fb− 1 at
13 TeV. We may reasonably set the observation of at least
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• It is possible to significantly 
improve efficiency by relaxing 
cuts


• Not easy to estimate 
background for these changes


• Our solution: combine prompt 
cuts + DV cuts & use prompt 
background estimate as a 
conservative upper limit


• Reach can be 1.9 TeV with 
100/fb (this is better than 
prompt only!)


• Much better sensitivity 
possible with better estimate of 
background



Fig. 4: Recasted event-level efficiencies against gluino proper decay lifetime for two values of gluino masses.
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Fig. 5: Comparison between the official exclusion curve (solid black line) and the one obtained by recasting the analyses with
Method 2 (dotted red line) for two values of gluino masses.

• the number of selected decay products must be at least 5, where selected decay products are
charged and stable, with pT > 1 GeV and |d0| > 2 mm.

• the invariant mass of the truth vertex must be larger than 10 GeV, and is constructed assuming all
decay products have the mass of the pion.

After imposing the above fiducial cuts, the vertex reconstruction and event selection efficiencies
provided by ATLAS can then be applied to compute the final signal efficiencies. The results for the two
benchmark points are shown in Fig. 4. Finally, using these efficiencies, we can extract 95% CL upper
limits on the total visible cross section using the same procedure described in the previous Section. The
results for the exclusion curves are shown in Fig. 5, where we can see that the recasting reproduces the
official exclusion curves fairly well for most of the lifetime values. The largest discrepancies are within
⇠ 40%, which corresponds to a major improvement with respect to the results obtained using only the
limited information provided by the ATLAS conference note, as discussed in Section 2.1.

Updated DV analysis ATLAS, arXiv:1710.04901

Proceedings of 2017 Les Houches workshop; to appear
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• Prompt searches lost sensitivity for this model due to presence of long-
lived particles


• Using displaced vertex signature with hard prompt cuts improves 
sensitivity of analysis + points to underlying model


• Much more optimisation of this search possible with a dedicated 
background estimate.


• It is currently not easy to recast displaced vertex searches; more input 
needed from experimentalists


• Also for proposing new searches: how to estimate background for this 
kind of searches?


