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» Replace LVM storage backend for Openstack Cinder
* Provide storage on Openstack hypervisors to host VMs
» Enable Openstack Manila for shared FS ressources
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Why Ceph ?
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Why Ceph is cool?

 Main features

- Unified, distributed, and scalable storage solution
- No single point of failure

- Hardware agnostic

- Self management (self healing, balancing, ...)

- Open source project with large community

o ceph

= LUMINOUS
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Ceph highlights

* Architecture

OBJECT BLOCK FILE

L

RGW RBD CEPHFS

A web services gateway A reliable, fully-distributed A distributed file system
for object storage, block device with cloud with POSIX semantics and
compatible with S3 and platform integration scale-out metadata
Swift management

LIBRADOS

A library allowing apps to directly access RADOS (C, C++, Java, Python, Ruby, PHP)

RADOS

A software-based, reliable, autonomous, distributed object store comprised of
self-healing, self-managing, intelligent storage nodes and lightweight monitors
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Ceph highlights

* Bluestore backend (since Luminous)

FileStore BlueStore
data omap data metadata
) d { {
leveldb VS RocksDB
XFS BlueFS
HDD or SSD HDD or SSD

- Data written directly to raw device, no more underlying FS or
dedicated journal device

- Keyl/value database (RocksDB) for metadata
- 2-3X performance boost
- Inline compression, full data checksums, ... (optional)
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Ceph highlights

» Cache Tiering

- Better I/O perf using fast storage (SSD, NVMe, ...)

- Each Tier is a rados pool (with replication or Erasure Code)
- Same conf for RBD, RGW or CephFS

- Workload dependant, wisely sizing/tuning needed

Ceph Client
A
Tiering is
Transparent
to Ceph
Client Ops

\J J
Objecter
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Faster I/O
Cache Tier
Active Data in Cache Tier
Inactive Data in Storage Tier

Storage Tier

Slower /O
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Ceph & Openstack
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Ceph & Openstack

Which OpenStack block storage (Cinder) drivers are in use?

Cinder drivers alsc remained relatively constant, SAN/Solaris, HP LeftHand, XenAP| Storage
with Ceph RDE up 8 points and both LVM and Manager, Sheepdog and IEM NAS.

NetA 3 points.
SLAPR P 2 points Among the largest clouds with 1,000 or more cores,

Just a handful of respondents indicated IEM Ceph RDB is still dominant, but not used by the
Storwize, Huawei, HDS, IBM GPFS, Dell EquallLogic, majority, while other block storage drivers were also
IBM XIV/DS800, Windows Server 2012, Nexenta, popular.

0% 10% 20% 30% 40% 50% 60% 70%

Ceph RBD 6% 65%

LVM [default)

NetApp
NFS
EMC Figure 5.14.1 n=363
GlusterFs Production
Dev/ QA

ViMWare VMDK Proof of Concept

HP 3PAR

HPaeaR % sondrire

SolidFire % 5%

Other Block Storage Driver 7%

Other Block
Storage Driver
17%

Among the largest clouds with 1,000 or more cores,

o . LVM (default)
Ceph RDB is still dominant, but not used by the 10%
majority, while other block storage drivers were also
popular.

Ceph RBD
44%,

https://www.openstack.org/assets/survey/April2017SurveyReport.pdf Figure 5.14.2 n=88
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Ceph & Openstack Cinder

» Cinder implementation (in PRD since 01/2018)

- CentOS 7.4
— Ceph Luminous 12.2.2

- 2x replication for cache and 3x RBD pools
— Dedicated pools/disks for volumes CINDER

an OpenStack Community Project

* Provides volumes on demand for Vms with various QoS

- 30TB Volumes-service with cache tier SSD (2.5TB)
- 60TB volumes-research
- 60TB test (RBD, cephfs)

» ~40 volumes research, ~30 volumes services
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Ceph & Openstack Cinder

» Ceph Cinder cluster

Monitors servers (x3)

Model
Processor

Memory

OSD servers (x6)

Model
Processor
Memory

Storage

Network

Ceph storage with Openstack

Dell R430
Intel(R) Xeon(R) CPU E5-2609 v4

32 GB

Dell R730XD
Intel(R) Xeon(R) CPU E5-2620 v4
64GB

10x 8TB SAS Nearline
2X 400GB SSD Write Intensive

10Gbps interface
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Ceph & Openstack Cinder

Health

Overall status:

MONITORS
3 (quorum 0, 1, 2)

0SDS
72(72 up, 72in)

METADATA SERVERS
1 active, 1 standby

MANAGER DAEMONS
active: cccephadmo04

1.52M

Raw capacity

Olasciz (9.16TiB used)

Usage by pool

PG status

Usage Activity

rbd 1024 active+clean

20.9G / 60.4T 0rd,0wr

volumes-service 1024 activetclean

423G [ 29.9T Ord, Owr

volumes-recherche 1 activetclean+scrubbing+deep, 1023 activetclean

2.56T / ST.8T 0 rd, 969k wr

ssd 512 activetclean

17.3G [ 2.25T 0 rd, 9.62k wr

cephfs_data 512 active+clean

224G | 60.4T 0rd, 0 wr

cephfs_metadata 512 active+clean

296M [ 60.4T 0 rd, 409 wr

ecd2 64 active+clean

128G / 1207 0rd,0wr

volumes-test 128 active+clean

37.5G [ 60.4T 0rd,0wr

Cluster log

2018-02-12
2018-082-12
2018-02-12
2018-082-12
2018-82-12
20818-082-12
2018-02-12
2018-02-12

v
]

.577684 [INF]
.577616 [INF]
.577646 [INF]
.577576 [INF]
.577521 [INF]
.577426 [INF]
.577341 [INF]
.577268 [INF]
2018-082-12 .577121 [INF]
2018-82-12 .577859 [INF]
20818-082-12 :27:58.576982 [INF]
2018-082-12 :27:58.576911 [INF]
2018-02-12 122:58.576850 [INF]
2018-082-12 :22:58.576781 [INF]
2018-82-12 :17:58.576715 [INF]
20818-082-12 :17:58.576649 [INF]
2018-02-12 :12:58.576542 [INF]
2018-02-12 :12:58.576457 [INF]
2018-082-12 :07:58.576435 [INF]
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Ceph & Openstack

» Testing CephFS to host Openstack VMs

- CentOS 7.4

— Ceph Luminous 12.2.2

- 2X replication for cache and 3x for data/metadatas pools
— 2 active-active MDS (metadata servers) and 1 standby

Linux host
CephFS client

.P"
S
.f" !'
metadata ___ E . _data
J \
\

Q\

Ceph server daemons
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Ceph & Openstack

» CephFS implementation

Monitors servers (x3)

Model Dell R430

Processor Intel(R) Xeon(R) CPU E5-2623 v4

Memory 32 GB
OSD servers (x2)
Model Dell R630 / MD3460

Processor Intel(R) Xeon(R) CPU E5-2623 v4

Memory 32GB
Storage 7x 8TB SAS Nearline

5x 800GB SSD Write Intensive
Network 10Gbps interface
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Ceph & Openstack

* Benchmark cache & tuning
- Workload 80% randwrite / 20 % randread
- 4k blocs, 8G size

- 15min bench

Cache disk perf

100 —
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0 //
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0
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% disk util

100 125 175 200 225

#VM

150
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[global]
directory=/data/cloudio-randrw
rw=randrw

rwmixread=20

rwmixwrite=80

bs=4k

direct=0

time_based=1

runtime=900

[filel]
s1ze=30G
1odepth=4
rate_1lops=7,28

before_tuning
= gfter _tuning
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Ceph & Openstack Manila

» Openstack Manila

- FSaasS for Openstack VMs
- Management & provisioning of file shares MANILA
- Client restrictions, quotas, ... an OpenStack Community Project

* Why CephFS with Manila ?

— Openstack cluster already include a Ceph cluster (Cinder)
- CephFS driver Up for Manila

- Easy to deploy (set up and working in few hours)
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Ceph & Openstack Manila

Which OpenStack Shared File Systems (Manila) driver(s)
are you using?

0% 10% 20% 30% 40% 50%

CephF5s
NetApp
Generic
GlusterFS
Huawei

IBM GPFS
Windows 5MB

Quobyte

EMC
Figure 6.5 n=51

https://www.openstack.org/assets/survey/April2017SurveyReport.pdf
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What's next ?

Erasure coding vs replication

Enable Manila in production

Improve logs collecting/monitoring
RGW testbed (LSST object storage tests)
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Questions ?

=3

Cloud computing
Distributed storage

shared storage

Computers

STORAGE THROUGHOUT HISTORY
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