
Matrix Element Method at ATLAS and CMS 
(France)

Top LHC France - 24/05/2017, LPNHE 

Nicolas Chanon  - IPNL, CNRS/IN2P3 
for the ATLAS and CMS Collaboration 

 1

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich
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Introduction

Matrix Element Method (MEM)
- Historically the MEM was used first at Tevatron, in top quark mass 

measurement, and single top quark discovery 
- Today, an increasing number of analyses performed at the LHC are using the 

MEM, in Higgs boson and top quark measurements 

- This talk focuses on contribution from ATLAS and CMS France, and prefers 
top quark examples

What is MEM ?
- Basic idea: relate reconstructed quantities to parton quantities under the 

hypothesis for a given process, included as exact matrix element 

- Can be used to discriminate between hypotheses, or to measure an 
observable of interest
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Matrix Element Method

6 5 Signal and background modeling and systematic uncertainties

The Hj discriminator is designed to identify jets originating from the Higgs decay products.
The classifier is trained against a background of jets in ttW/ttZ events in the 2LSS category,
and uses jet identification (CSV discriminator, quark-gluon jet likelihood) and geometric (DR
with respect to the leptons) properties as input variables. It is not evaluated on jets compatible
with top decay products according to the previous discriminator.

In the 3L event category only, the kinematic variables listed above are complemented by matrix
element weights. A weight wi,a is computed for each hypothesis a (where a is either ttH, ttW,
or ttZ) and for the event i as follows:

wi,a(F0) =
1
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where sa is the cross section; F0 are the 4-momenta of the reconstructed particles; dFa is the
element of phase space corresponding to unmeasured quantities with momentum conservation
enforced; f (x, µF) are the parton density functions, computed using NNPDF3.0 LO [26]; |Ma|2
is the squared matrix element, computed with MADGRAPH 5 AMC@NLO standalone [27] at
LO in the narrow-width approximation for t, t and H; and W are the transfer functions for
jet energy and Emiss

T , relating parton to reconstructed quantities, estimated from simulated ttH
events.

The two jets with the highest CSV tagging output are assigned to the two b quarks in the matrix
element. Among the remaining jets, the pair with dijet mass closest to mW is selected. In ttH,
for semileptonic decays of the Higgs daughters, the pair with lowest dijet mass is selected. If
one or two jets needed to evaluate |Ma|2 fail to be reconstructed, the weight is recovered by
extending the integration phase space for the missing jets.

The final weight for each hypothesis a is taken as the average of the weights computed for each
lepton and jet permutation. The MEM weights of signal and backgrounds are combined in a
likelihood ratio that is used as an input variable to the BDT. Including the MEM weights in the
BDT training against ttW/ttZ improves the background rejection power by about 10% for the
three lepton category.

The plane spanned by the outputs of the two BDT classifiers is binned using a method based
on the likelihood ratio between signal and background. Starting from a fine binning allowed
by considerations on the signal and background statistical uncertainties in each bin, the joint
likelihood is approximated by the signal-to-background ratio in each bin, and then smoothed
using gaussian kernels. Each background event is associated to the value of the likelihood
ratio in the bin the event belongs to; the cumulative distribution of the likelihood ratio for
background events is then partitioned, based on its quantiles, in a certain number of regions
of equal background content. The number of regions is chosen using a recursive application of
the k-means clustering algorithm [28]. The resulting regions are finally interpreted as bins of
a one-dimensional distribution, which features in a natural way a roughly constant number of
background events and an increasing number of signal events.

The distributions obtained in this way for each category are simulaneously fit to extract the
signal normalization. Figures 2, 3, 4, and 5 show distributions of event observables and BDT
classifier outputs in data, compared to the predicted background processes.

5 Signal and background modeling and systematic uncertainties
Signal ttH events are generated using the MADGRAPH 5 AMC@NLO package (version 5.222) [27],
which includes up to one additional hadronic jet at next-to-leading order (NLO) QCD accuracy.

MEM weight
Integration

Phase-space
enforcing 4-momentum 

conservation

Matrix Element
at LO

Parton distribution 
function

Transfer functions
relating pardon-level to 
reconstructed quantities

MEM likelihood ratio
- Neyman-Pearson Lemma: Maximum discrimination 
between two hypotheses with a likelihood ratio

Interpretation: The MEM weight is the cross section, for a given hypothesis, 
evaluated at the phase space point of the event, convolved with the transfer functions
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FIG. 1: Left: Normalized distributions of events with respect
to the MEM-based observable D for the di-lepton (top) and
single-lepton (bottom) channels. Right: Efficiency of selecting
signal vs. background using a D > Dmin cut.

IV. RESULTS

For a generic event i with kinematics xi the MEM-
based observable Di is defined as follows:

Di =
P (xi|S)

P (xi|S) + P (xi|B)
. (2)

Expected (normalized) distributions of signal and back-
ground events with respect to this observable are named
DS and DB, and are shown in Fig. 1 (left). The plots
show that for the same number of signal events the MEM-
based observable delivers a higher discriminating power
in the case of the di-lepton channel. This is manifest in
the right-hand plot of the same figure where the ϵs ver-
sus ϵb efficiencies resulting from a cut on the observable
D > Dmin are shown. This may seem surprising at first
sight, given that the di-lepton channel is characterized
by two missing particles in the final state, against only
one in the single-lepton channel. However, the di-lepton
channel is much cleaner, with only b-jets required in the
final state, a lower probability of erroneously including
extra QCD radiation and, eventually, a more manage-
able combinatorial background.
In order to assess the significance that can be achieved

at the LHC
√
s = 14 TeV for a given luminosity L,

we consider a large number of pseudo-experiments, each
with a number of events set to N = σrec

bg L (with σrec
bg the

reconstructed cross section, see Table I, last column). In
the B-only hypothesis, the number of signal and back-
ground events are set to s = 0 and b = N . In the S +B
hypothesis, s and b are generated under the constraint
s+ b = N according to the product of Poisson distribu-
tions with mean values Ns0/(s0+ b0) and Nb0/(s0+ b0),
respectively. Here s0 and b0 are the expected number of
reconstructed events after rescaling the signal cross sec-
tion by a parameter µ, i.e. b0 = σrec

bg L and s0 = µσrec
sig L.

For each event, the corresponding Di value is generated
according to the probability law DS (in the case of a sig-
nal event) or DB (in the case of a background event)
shown in Fig. 1. This procedure is used to generate
104 pseudo-experiments under each hypothesis (B-only
or S+B) at a given luminosity L.
For each pseudo-experiment the likelihood ratio LR is
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FIG. 2: Left: Log likelihood profiles in the case of the di-
lepton channel, assuming a luminosity of 32 fb−1 at 14 TeV
and setting µ = 1 (SM cross section). Right: Expected upper
bound on the tt̄h cross section (in units of SM cross section)
at 95 % C.L.

calculated as follows:

LR =
N
∏

i

r0P (xi|S) + (1− r0)P (xi|B)

P (xi|B)

=
N
∏

i

r0Di + (1− r0)(1−Di)

(1 −Di)
, (3)

with r0 = s0/(s0 + b0). The resulting B-only and
S + B distributions of pseudo-experiments with respect
to ln

(

LR
)

are shown in Fig. 2 (left) in the case of the
di-lepton channel, with L =32 fb−1 and µ = 1. The
two distributions are shifted towards positive values of
ln
(

LR
)

, which indicates that the MEM weights do not
exactly describe the phase-space distributions of back-
ground and signal events. This bias originates from the
approximations inherent to the calculation of the weights,
e.g., the assumed parametrization of the transfer function
and the effective treatment of beyond-leading-order QCD
radiations.
By smearing the value of b0 according to a log-normal

distribution (mean=b0, std=0.2b0) before generating s
and b in each pseudo-experiment, we also verified that
systematic uncertainties on the background normaliza-
tion have a negligible impact on the distributions of
pseudo-experiments with respect to ln

(

LR
)

. On the
other hand, already a 20% uncertainty on b0 hampers
a counting analysis based on the number of events to be
available at LHC, unless s/b ≫ 0.2.
We repeat this exercise with different values of µ until

the median of the B-only distribution cuts 5% of the left-
hand tail of the S + B distribution. Such a value of µ
provides us with the estimate µ× σ(tt̄h) of the expected
upper bound on the signal cross section at 95 % C.L. in
the absence of signal. Fig. 2 (right) shows our estimate
of the parameter µ as a function of the luminosity L,
separately for the di-lepton and single-lepton channels.
We observe that the sensitivity achieved in the di-lepton
channel is slightly better than the one in the single-lepton
channel at large luminosities.
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Phase space and integration
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parametrization of the phase-space measure that is used in the adaptive Monte-Carlo in-

tegration. The optimized phase-space mappings are such that for each narrow peak either

in the transfer function or in the matrix element, the variable that controls the strength

of that peak is mapped onto a single variable of integration in the parametrization of the

phase-space measure, in which case the integrand expressed in that parametrization has

the form given in Eq. (3.2).

3.2 The new phase-space mappings

For the computation of the weights, there is generally no simple phase-space parametriza-

tion that maps all the peaks in the integrand and in which the boundaries of the phase-

space volume can be easily expressed. Our strategy is to start from the following standard

parametrization of the phase-space measure

dΦ =

(

n
∏

i=3

|pi|2d|pi| sin θidθidφi

2Ei(2π)3

)

dq1dq2(2π)
4δ4

⎛

⎝p1 + p2 −
n
∑

j=3

pj

⎞

⎠ , (3.3)

where i = 3, . . . n labels the final particles. In this parametrization, the strength of each

peak in the transfer function is already mapped onto a single variable of integration, whereas

none of the propagator enhancement in the squared amplitude is. Identifying the Lorentz

invariants associated with the Breit-Wigner resonances and expressing them as functions of

the integration variables in Eq. (3.3) is straightforward. The difficult task is then to invert

these functions in order to derive a phase-space measure that is parametrized by both

these Lorentz invariants and the variables mapping the peaks in the transfer function.

Along with this inversion, the δ function associated with energy-momentum conservation

in Eq. (3.3) has to be integrated out. The resulting phase-space mappings can then be

used in an adaptive Monte Carlo integration to compute the weights.

These optimized phase-space mappings can be defined by specifying the transformation

of the phase-space measure parametrization in Eq. (3.3) from which they result. So in this

Section, we will describe the expression of this transformation in a generic case, as it is a

convenient way to introduce the new phase-space mappings. For an arbitrary process, the

transformation that leads to the appropriate parametrization of the phase-space measure

can be carried out by organizing the integration variables in the standard parametrization

in Eq. (3.3) into different subsets of variables to which a suitable change of variables is

applied. Each subset of variables and its associated change of variables will be called a

block in the following.

The first phase-space block that needs to be identified is called the main block (MB),

and it includes some of the integration variables appearing in Eq. (3.3) to which a trans-

formation is applied so that the δ function associated with energy-momentum conservation

is integrated out. The same transformation may also map some invariants entering in the

expression of specific propagators to new variables of integration in the expression of the

phase-space measure. The identification of the main block and the form of the associated

transformation of variables is discussed in the following Section. The integration variables

appearing in Eq. (3.3) that do not belong to the main block also experience a transforma-

tion that can be expressed in terms of secondary blocks, as explained in Section 3.2.2.

– 7 –

General expression for phase-space:

Integration
- As in monte carlo simulation, integration is performed with 

importance sampling (VEGAS algorithm)  
- Preference to the regions with highest values of the integrand

5 Short-cut for phase-space expressions: first ver-
sion

Decay only:
d�top,had / dEbd✓bd�bd✓j2d�j2

Inside TTH:

d�top,had / dEbd✓bd�bdEj1d✓j1d�j1d✓j2d�j2

d�top,lep / dEbd✓bd�bdEld✓ld�ld✓⌫d�⌫

d�H!2l2⌫ / dEl1d✓l1d�l1dEl2d✓l2d�l2dE⌫1d✓⌫1d�⌫1d✓⌫2d�⌫2

d�H!l⌫jj / dEl1d✓l1d�l1d✓⌫1d�⌫1dEj2d✓j1d�j2dEj1d✓j2d�j2

d�Z / dEl1d✓l1d�l1dEl1d✓l2d�l2

d�W / dEld✓ld�ldE⌫d✓⌫d�⌫

d�Wjj / dEld✓ld�ldE⌫d✓⌫d�⌫dEj1d✓j1d�j1dEj2d✓j2d�j2

d�gg / dx1

6 Short-cut for phase-space expressions: Madweight
parametrization

d�top,had / dEbd✓bd�b · d✓j1d�j1 · d✓j2d�j2 · dmW

d�top,lep / dEbd✓bd�b · dEld✓ld�l · d�⌫dmW

d�H!2l2⌫ / dEl1d✓l1d�l1 · dEl2d✓l2d�l2 · dE⌫1d✓⌫1d�⌫1 · d�⌫2dmW2

2

Integrate over jet and b-jet 
energy, constrained by a 
transfer function

Integrate over neutrino variables, 
unknown (constrained by mET TF)

Exemple: 
Integrate over W mass 
with a change of variable 
to make it flat

Angles of jets, leptons and lepton 
energy are assumed to be known

 
Grid Refinement after Rebinning 

In this fashion, an empirical variance reduction can be gradually achieved over several iterations. 

3. CUDA implementation of VEGAS algorithm 
The original VEGAS algorithm is a sequential implementation. We have devised a GPU 
implementation of VEGAS using CUDA. We are yet to come across any published work that is 
related to porting the VEGAS algorithm to GPUs. Some of the earlier work for parallel 
implementation of VEGAS has been in a cluster environment such as the ones developed by 
Sinisa Veseli[8] and Richard Kreckel[9].  These are more applicable for clusters having compute 
nodes sharing the workload. They are based on MPI and have additional overhead of 
communication costs between the machines. Our approach is suitable for achieving massive 
parallelism on a single machine using GPUs though it can be extended to multi GPUs across 
machines.  

We have followed a two pronged approach for parallelizing VEGAS algorithm. One is with an 
Importance Sampling only approach and the other as a combination of Importance and Stratified 
sampling. The reason for the segregation being the differences in the way random points are 
generated for these methods. In case of Importance Sampling, we sample more points in region 
where contribution to integrand is largest, whereas in case of Stratified sampling, more points are 
sampled in region where contribution to variance is largest. In both the cases, the accuracy of 
integral value is estimated for fixed confidence interval. 

 

Phase-space needs to be optimised
- Aligning integration variables with the peaks of the cross section improves the 

integration variance



Transfer functions (TF)
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Encodes the smearing of parton energies to jets energies
- Transfer functions must be normalised to 1 
- Usually independent from another  
- Usual assumptions:  

- Lepton energy resolution is small relative to jet energy resolution => assign a Dirac 
TF to lepton energy (speeds up the integration !) 

- A Dirac is also used for the angles

7

In this analysis, the transfer function is used to correct the jet kinematic quantities. The re-
constructed jet energy information, corrected for JES and JER, is mapped onto parton-level
quantities by integrating over the parton energy within the transfer function resolution dur-
ing the likelihood calculation. All other kinematic quantities (such as angular information or
lepton quantities) are unmodified by the transfer function as these are measured with suffi-
cient accuracy with the CMS detector to describe a final state that does not include a dilep-
ton resonance. The description of these variables with a Dirac delta function speeds up the
integration. The Emiss

T is also described with a Dirac delta function and is only used to cor-
rect the kinematic quantities of the event for the transverse Lorentz boost. The event transfer
function is the product of the object transfer functions, assuming no correlation between the
reconstructed objects. The jet energy transfer function is determined from tt simulation to
which the JES and JER corrections have been applied. For each jet in the simulation, unam-
biguously matched to a parton with DR(jet, parton) < 0.3, the Ejet and Eparton are compared
(separately for jets matched to b and light-flavour partons). The Ejet distribution is fitted with
a Gaussian function, where the Gaussian mean and width depend on Eparton and are given
by µ(Ejet) = m0(hparton) + m1(hparton)Eparton and s(Ejet) = s0(hparton) + s1(hparton)Eparton +

s2(hparton)
p

Eparton respectively. The fit of the Ejet distribution is converted to a single Gaussian
transfer function, which is a function of the variable DE = Eparton � Ejet and the parameters
are a function of Eparton. The transfer function, which is determined in the full kinematic phase
space, is given by

W(Eparton, Ejet) =
1p

2p
⇣

s0 + s1Eparton + s2
p

Eparton

⌘

⇥ exp

2

4�1
2

 
DE + m0 + m1Eparton

s0 + s1Eparton + s2
p

Eparton

!2
3

5,

(5)

where the parameters are determined independently for b jets and light-flavour jets, in three
slices of |hparton| given by 0 < |hparton| < 0.87, 0.87 < |hparton| < 1.48 and 1.48 < |hparton| < 2.5.
In Fig. 2, the DE distribution is shown for the DE = Eparton � Ejet from simulation for all values
of Eparton and |hparton|. This is compared to the DE distribution obtained by folding the Eparton
spectrum of matched partons with the transfer function. The reasonably good agreement of the
resolution and the tails of the two distributions shows that the determined transfer functions
are adequate.

The disadvantage of using a LO ME is that there is no explicit treatment for final state radia-
tion in the MEs. As a result, the ME does not always cover the full event information leading
to a slightly reduced discrimination between both hypotheses. In addition, background events
evaluated under a tt hypothesis will more closely resemble the uncorrelated hypothesis as there
is no correlation between the decay products. In the template fit part of this analysis, the small
bias due to this effect is corrected for with a calibration curve (described in Section 7), whereas
in the hypothesis testing the background contribution is fixed to the predictions from simula-
tion, so no bias is present. MADWEIGHT [39], the tool used to perform the MEM likelihood
calculations, can partially correct for the initial state radiation (ISR) effect by evaluating the LO
ME at an overall partonic pT of the tt system equal to the reconstructed pT of the system, thus
properly treating five-jet events where one jet is due to ISR. Due to final state radiation (FSR),
the matching with the LO ME, which requires four jets as input, becomes more difficult and
more sensitive to systematic uncertainties related to variations on the jet energy scale or on
the renormalisation/factorisation scales. The tt system is reconstructed using the four selected
jets based on HITFIT in the event, the lepton and the ~pmiss

T . The ~pmiss
T quantity is assigned

Phys. Lett. B 758 (2016) 321

Exemple of parameterization: 



Top quark spin correlation with MEM
CMS, Phys. Lett. B 758 (2016) 321
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Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7 Discriminate ttbar model with/without spin correlation
- Framework used: Madweight (JHEP 1012:068,2010) 
- MEM used to measure a parameter: the amount of spin 

correlation (Breit-Wigner for top mass) vs No spin correlation 
(narrow width for top in the ME)
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Other work to measure parameters with MEM: top mass at ATLAS, LPNHE (2 PhD thesis)
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Figure 2: DE distributions based on the values obtained from simulation (circles) compared
to the DE distribution obtained by folding the Eparton spectrum of matched partons with the
transfer function (squares) summed over all values of Eparton and |hparton|. The mean and RMS
shown on the plots are obtained from simulation. The figure is shown for b quark jets (left) and
for light quark jets (right).

to the undetected neutrino from the tt muon+jets final state. In the MADWEIGHT likelihood
calculations, every jet-quark permutation compatible with b tagging information is taken into
account.

6 Hypothesis testing
The compatibility of the data with the SM hypothesis and the fully uncorrelated hypothesis is
tested. The likelihood for each event is calculated under these two hypotheses, as described in
Section 5. According to the Neyman–Pearson lemma, the test statistic with maximum separa-
tion power for a sample coming from either of two simple hypotheses is the likelihood ratio.
This analysis uses levent as the discriminating variable, defined as

levent =
P(Huncor)
P(Hcor)

, (6)

where P(Hcor) is the likelihood for the event under the SM hypothesis and similarly P(Huncor)
for the uncorrelated hypothesis.

Following the prescription proposed by Cousins et al. [40], we use �2 ln levent as test statistic, a
quantity hereafter referred to as the event likelihood ratio. The distributions of �2 ln levent are
shown in Fig. 3 for the SM tt sample (Fig. 3-left) and the uncorrelated tt sample (Fig. 3-right).
The plots show a shape comparison between data and simulation. The differences between
the SM and uncorrelated distribution are statistically significant. The expected distribution of
the sample likelihood ratio, defined as �2 ln lsample = �S2 ln levent, is calculated by drawing
pseudo-experiments with the data sample size. In the pseudo-experiments, the relative signal
and background ratios are kept fixed based on the theoretical cross sections. These pseudo-
experiments are performed with the SM and uncorrelated event likelihood ratio distributions,
respectively. The bin width of the event likelihood ratio distribution is chosen as 0.14 and
the range of the distribution used is [�0.70, 1.26]. Events outside this �2 ln levent range of
[�0.70, 1.26] are discarded. The shape differences of the �2 ln levent distribution between the
SM and uncorrelated signal hypothesis outside of this range are not statistically significant.

Compatible 
with SM at 

2.2σ

1

1 Introduction
At the CERN LHC top quarks are predominantly produced in pairs (tt), mainly via gluon fu-
sion, with each top quark decaying almost 100% of the time into a W boson and a b quark. The
final states can be categorised as dilepton, where both W’s decay into a lepton and a neutrino,
hadronic, where both W’s decay into quarks, and lepton+jets otherwise. The W decay into a
tau lepton and neutrino is only considered leptonic if the t decays include a muon or electron.

In quantum chromodynamics (QCD), the quark spins in heavy quark production are corre-
lated. Since the lifetime of top quarks is smaller than the hadronisation timescale (1/LQCD),
which in turn is smaller than the spin decorrelation timescale mt/L2

QCD ⇠ 3 ⇥ 10�21 s, the top
quarks decay before their spins decorrelate. This spin correlation is therefore propagated to the
top quark decay products and one can infer the tt spin correlation strength A by studying the
angular correlations between the decay products, where

A =
(N"" + N##)� (N"# + N#")
(N"" + N##) + (N"# + N#")

(1)

is the asymmetry between the number of tt pairs with aligned and antialigned spins. The value
of A depends on the spin quantization axis chosen and on the production modes.

Given the high centre-of-mass energy at the LHC, the helicity basis is used where the spin
quantization axis is defined as the top quark or antiquark direction in the tt rest frame. The cor-
responding value of the spin correlation strength in the helicity basis is referred to as Ahel. Since
the spin correlation strength is precisely, but non-trivially, predicted by the standard model
(SM) an accurate measurement of this variable tests various aspects of the SM, including the
strength of the QCD coupling and the relative contribution of tt production modes, although
new physics can influence the spin correlation strength [1, 2].

Tevatron experiments made measurements of the tt spin correlation strength using template
fits to the angular distributions of the top quark decay products and extracting the fraction of
tt events with the SM prediction of spin correlation f defined as

f =
Ntt

SM

Ntt
SM + Ntt

uncor
, (2)

where Ntt
SM is the number of SM tt events, whereas Ntt

uncor represents the number of events with
uncorrelated tt. The top quark and antiquark in the uncorrelated tt events decay spherically.
The assumption is that there are only SM and uncorrelated tt events, with a fraction of (1 � f )
of uncorrelated tt events. The physical range of this parameter f is restricted to [0, 1], with
f = 1 for a sample of tt events produced by the SM. However, quite often an unconstrained
template fit is performed, allowing for non-physical values of this parameter. The CDF Collab-
oration extracted the fraction f of events with the SM prediction of spin correlation using the
lepton+jets final state [3] and the D0 Collaboration extracted this fraction using the dilepton
final states [4, 5]. The D0 Collaboration also made a spin correlation measurement using the
matrix element method (MEM) [6] in the dilepton final state and found direct evidence of tt
spin correlation by combining the measurements using MEM in the dilepton and lepton+jets
final states [7]. The combined measurement yielded f = 0.85 ± 0.29 (stat + syst) using a data
sample of pp collisions at

p
s = 1.96 TeV, corresponding to an integrated luminosity of 5.3 fb�1.

At the LHC, the ATLAS Collaboration has reported observation of spin correlations in top
quark pair production [8]. In the most recent measurement by the ATLAS Collaboration, the

16 10 Summary

In the assumption that there are only the SM tt pairs or uncorrelated tt pairs, this results in
an indirect extraction of Ahel. By making use of the relation Ameasured

hel = f SMASM,MC
hel where

ASM,MC
hel = 0.324 ± 0.003 obtained in simulation, which is in good agreement with the theo-

retically predicted value of ASM
hel = 0.319 [51, 52] which includes NLO QCD and electroweak

corrections, Ameasured
hel = 0.23 ± 0.03 (stat)+0.05

�0.04 (syst) is obtained. It is found that the systematic
uncertainties due to JER, trigger, lepton identification and isolation efficiencies, and b tagging
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corresponding to an integrated luminosity of 19.7 fb�1. The data agree with the uncorrelated
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Using a template fit method, the fraction of events which show SM spin correlations has been
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�0.13 (syst), leading to a spin
correlation strength of Ameasured
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hel from [51, 52]. The result
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Top quark s-channel with MEM
ATLAS, Phys. Lett. B756 (2016) 228

1 Introduction

In proton–proton (pp) collisions, top quarks are produced mainly in pairs via the strong interaction, but
also singly via the electroweak interaction through a Wtb vertex. Therefore, single top-quark production
provides a powerful probe for the electroweak couplings of the top quark. In the Standard Model (SM),
three di↵erent production mechanisms are possible in leading-order (LO) QCD: an exchange of a virtual
W boson either in the t-channel or in the s-channel (see Fig. 1), or the associated production of a top quark
and a W boson. Among other interesting features, s-channel single top-quark production is sensitive to
new particles proposed in several models of physics beyond the SM, such as charged Higgs boson or W0

boson production [1]. It also plays an important role in indirect searches for new phenomena that could
be modelled as anomalous couplings in an e↵ective quantum field theory [2]. Furthermore, s-channel
production, like the other two production channels, provides a direct determination of the absolute value
of the Cabibbo–Kobayashi–Maskawa (CKM) matrix element Vtb.
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Figure 1: Feynman diagram in leading-order QCD for the dominant hard scattering process in the s-channel of
single top-quark production.

Single top-quark production was first seen by the CDF and D /0 collaborations in combined measurements
of the s-channel and t-channel [3, 4]. Recently, the s-channel alone was observed in a combination of
the results from both collaborations [5]. At the Large Hadron Collider (LHC) [6] the production of single
top quarks was observed both in the t-channel and in associated Wt production by the CMS [7, 8] and
ATLAS collaborations [9, 10]. For the s-channel, results of a search at

p
s = 8 TeV using an integrated

luminosity of 20.3 fb�1 were published by ATLAS [11]. That analysis was based on a boosted decision
tree (BDT) event classifier and led to an upper limit of 14.6 pb at the 95% confidence level. The obtained
cross-section was �BDT

s =5.0 ± 4.3 pb with an observed signal significance of 1.3�.

Standard Model predictions are available for the production of single top quarks in next-to-leading-order
(NLO) QCD [12–14] including resummed next-to-next-to-leading logarithmic (NNLL) corrections for
soft gluon emissions [15–17]. For the s-channel the predicted total inclusive cross-section for pp col-
lisions at a centre-of-mass energy

p
s = 8 TeV is �th

s = 5.61± 0.22 pb, while for the t-channel it is
�th

t = 87.76+3.44
�1.91 pb, and �th

Wt = 22.37±1.52 pb for associated Wt production. The given uncertainties
include variations of the renormalization and factorization scales, as well as an estimate of the uncer-
tainty of the parton distribution function (PDF) needed for the calculation.

In this Letter, a measurement of single top-quark s-channel production in pp collisions with
p

s= 8 TeV
at the LHC is presented. Each of the two other single-top-quark production processes, t-channel and Wt
production, is treated as a background process assuming its cross-section as predicted by NLO+NNLL
QCD calculations. In the SM the top quark decays almost exclusively into a W boson and a b-quark. This
analysis considers only the leptonic decays (e or µ) of the W boson, since the fully hadronic final states are
dominated by overwhelming multi-jet background. Some of the events containing a W boson decaying
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MEM used in s-channel observation at ATLAS
- MEMTk framework (Humboldt University, Berlin) 
- Include many hypotheses in the MEM likelihood: s-channel 

signal, t-channel (4FS), ttbar (semi-leptonic and dileptonic), 
W+jets, W+c, W+bb 

- Observation: 3.2σ (expected 3.9σ)

8 Signal extraction

The amount of signal in the selected data set is measured by means of a binned maximum-likelihood
fit of the ME discriminant in the signal region. In order to better constrain the W+jets background, the
lepton charge in the W+jets-enriched control region is used as an additional discriminant variable in the
fit, as it exploits the charge asymmetry of the incoming partons participating in the W+jets processes. The
likelihood function used in the fit consists of a Poisson term for the overall number of observed events, a
product of probability densities of the discriminants taken over all bins of the distributions and a product
of Gaussian constraint terms for the nuisance parameters which incorporate all statistical and systematic
uncertainties in the fit. While all backgrounds are constrained by their given uncertainties, the signal
strength µ=�s/�th

s is a free parameter in the fit.

The significance of the fit result is obtained with a profile-likelihood-ratio test statistic which is used
to determine how well the fit result agrees with the background-only hypothesis. Ensemble tests for
all nuisance parameters are performed using the aforementioned likelihood function to get the expected
distributions of the test statistic for the background-only and the signal-plus-background hypotheses.
The significance is evaluated by integrating the probability density of the test statistic expected for the
background-only hypothesis above the observed value. In a similar fashion the confidence interval of
the measured signal strength can be estimated by studying its p-value dependence for the background-
only hypothesis, as well as for the signal-plus-background hypothesis, by means of ensemble tests. The
statistical evaluation used throughout this analysis is based on the RooStats framework [73].

9 Results

The results of the maximum-likelihood fit are presented in Fig. 3, which shows the two discriminant
distributions used in the fit for all samples scaled by the fit results. For the ME discriminant the signal
contribution in the data after the subtraction of all background samples is given in Fig. 4. After the fit, none
of the nuisance parameters is biased or further constrained by the fit, except for the W+jets normalization.
Here, the rather conservative input uncertainty is halved by the fit to signal and the W+jets control regions.
The observed signal strength obtained by the fit is µ=0.86+0.31

�0.28 with an observed (expected) significance
of 3.2 (3.9) standard deviations. Table 1 summarizes the pre-fit and post-fit event yields for the signal and
all backgrounds.

This analysis measures a cross-section of �s=4.8 ± 0.8(stat.)+1.6
�1.3(syst.) pb=4.8+1.8

�1.6 pb. The main sources
of uncertainty are collected in Table 2. The largest contribution arises from the limited sample sizes for
data and the simulation. The jet energy resolution plays a major role, as well as the modelling of the
single-top-quark t-channel background and scale variations for the signal. All other systematic e↵ects are
negligible.

The measured cross-section can be interpreted in terms of the CKM matrix element Vtb. The ratio of the
measured cross-section to the prediction is equal to | fLVVtb|2, where the form factor fLV could be modified
by new physics or radiative corrections through anomalous coupling contributions, for example those in
Refs. [74–76]. The s-channel production and top quark decays through |Vts| and |Vtd | are assumed to be
small. A lower limit on |Vtb| is obtained for fLV = 1 as in the SM, without assuming CKM unitarity [77,
78]. The measured value of | fLVVtb| is 0.93+0.18

�0.20, and the corresponding lower limit on |Vtb| at the 95%
confidence level is 0.5.

9

N. Chanon - MEM at ATLAS and CMS -  7

1 Introduction

In proton–proton (pp) collisions, top quarks are produced mainly in pairs via the strong interaction, but
also singly via the electroweak interaction through a Wtb vertex. Therefore, single top-quark production
provides a powerful probe for the electroweak couplings of the top quark. In the Standard Model (SM),
three di↵erent production mechanisms are possible in leading-order (LO) QCD: an exchange of a virtual
W boson either in the t-channel or in the s-channel (see Fig. 1), or the associated production of a top quark
and a W boson. Among other interesting features, s-channel single top-quark production is sensitive to
new particles proposed in several models of physics beyond the SM, such as charged Higgs boson or W0

boson production [1]. It also plays an important role in indirect searches for new phenomena that could
be modelled as anomalous couplings in an e↵ective quantum field theory [2]. Furthermore, s-channel
production, like the other two production channels, provides a direct determination of the absolute value
of the Cabibbo–Kobayashi–Maskawa (CKM) matrix element Vtb.

q

q̄0

W

b̄

t

Figure 1: Feynman diagram in leading-order QCD for the dominant hard scattering process in the s-channel of
single top-quark production.

Single top-quark production was first seen by the CDF and D /0 collaborations in combined measurements
of the s-channel and t-channel [3, 4]. Recently, the s-channel alone was observed in a combination of
the results from both collaborations [5]. At the Large Hadron Collider (LHC) [6] the production of single
top quarks was observed both in the t-channel and in associated Wt production by the CMS [7, 8] and
ATLAS collaborations [9, 10]. For the s-channel, results of a search at
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luminosity of 20.3 fb�1 were published by ATLAS [11]. That analysis was based on a boosted decision
tree (BDT) event classifier and led to an upper limit of 14.6 pb at the 95% confidence level. The obtained
cross-section was �BDT

s =5.0 ± 4.3 pb with an observed signal significance of 1.3�.

Standard Model predictions are available for the production of single top quarks in next-to-leading-order
(NLO) QCD [12–14] including resummed next-to-next-to-leading logarithmic (NNLL) corrections for
soft gluon emissions [15–17]. For the s-channel the predicted total inclusive cross-section for pp col-
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s = 5.61± 0.22 pb, while for the t-channel it is
�th

t = 87.76+3.44
�1.91 pb, and �th

Wt = 22.37±1.52 pb for associated Wt production. The given uncertainties
include variations of the renormalization and factorization scales, as well as an estimate of the uncer-
tainty of the parton distribution function (PDF) needed for the calculation.

In this Letter, a measurement of single top-quark s-channel production in pp collisions with
p

s= 8 TeV
at the LHC is presented. Each of the two other single-top-quark production processes, t-channel and Wt
production, is treated as a background process assuming its cross-section as predicted by NLO+NNLL
QCD calculations. In the SM the top quark decays almost exclusively into a W boson and a b-quark. This
analysis considers only the leptonic decays (e or µ) of the W boson, since the fully hadronic final states are
dominated by overwhelming multi-jet background. Some of the events containing a W boson decaying
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volving variations of the signal and background
rates and of the shape of the BDT distributions,
due to all the sources of uncertainty described in
Section 7. The uncertainties due to the limited
size of the data and simulation samples are also
assessed via pseudo-experiments implementing sta-
tistical fluctuations. The impact of an individ-
ual source of uncertainty is evaluated by running
dedicated pseudo-experiments with only the corre-
sponding variation included. The total uncertainty
is evaluated from pseudo-experiments including all
variations simultaneously.

The sensitivity to the s-channel single top signal
is determined by testing both the background-only
and the signal-plus-background hypotheses via the
generation of dedicated sets of pseudo-experiments;
in the second case, the signal yield is set to the
approximate NNLO prediction. A test statistic,
defined as the logarithm of the ratio combining
the maximum-likelihood estimates of the two al-
ternative hypotheses, is computed for each pseudo-
experiment. The test statistic distribution is used
to derive the p-value of the background-only en-
semble test, which is then interpreted in terms of
signal significance. A cross-section upper limit is
extracted using the CLs procedure [71, 72], which
is based on the p-values calculated for both the
background-only and the signal-plus-background
ensemble tests.

9. Results

Using the frequentist approach presented above,
the observed (expected) significance of the s-
channel single top measurement is found to be
1.3 (1.4) standard deviations and an observed (ex-
pected) upper limit on the production cross-section
of 14.6 pb (15.7 pb, 9.4 pb) is set at the 95% confi-
dence level. The two quoted expected upper lim-
its correspond to the signal-plus-background and
background-only hypotheses, respectively. The
simulated BDT distribution of the signal events
renormalized to the observed upper limit is pre-
sented in Fig. 3 for comparison with the signal dis-
tribution extracted from the data.

The fitted value of the cross-section is found
to be: �

s

= 5.0 ± 1.7 (stat.) ± 4.0 (syst.) pb =
5.0± 4.3 pb; this measurement should be compared
with the cross-section of 5.61±0.22 pb calculated at
approximate NNLO. Table 2 summarizes the vari-
ous contributions to the measurement uncertainty.
The largest systematic uncertainties arise from the

Source ��/� [%]
Data statistics ±35
Simulation statistics ±29

E

miss
T scale ±54

E

miss
T resolution +0/�3

Jet energy scale ±39
Jet energy resolution ±5
Jet tagging e�ciencies ±4
Jet reconstruction e�ciency < 1
Lepton energy scale/resolution < 1
Lepton e�ciencies +2/�1

Signal modelling and scale ±11
tt̄ modelling ±6
W+jets shape modelling ±8
ISR/FSR ±3
PDF < 1

Background normalization ±7
Multijet normalization ±12

Integrated luminosity ±5

Total systematic ±80
Total ±87

Table 2: Contributions of the sources of statistical and sys-
tematic uncertainty to the total uncertainty on the measured
cross-section. They are given in percent.

scale of the missing transverse momentum (54%)
and of the jet energy (39%). These large uncer-
tainties are due to a strongly distorted shape of
the BDT distribution obtained when adding bin-
per-bin the systematic variations a↵ecting the sig-
nal and background contributions. The limited
size of the data sample and the simulated samples
also contribute significantly to the final uncertainty
(35% and 29%, respectively). Smaller uncertainties
are due to the background normalizations (12% for
the data-driven multijet contribution and 7% from
theory for the simulated backgrounds) and process
modelling (11%, 8% and 6% for signal, W+jets and
tt̄, respectively). Other modelling and instrumental
e↵ects play only a minor role.

10. Summary

This Letter presents a search for s-channel sin-
gle top production at the LHC from the pp colli-
sion data sample of 20.3 fb�1 recorded by the AT-
LAS detector at a centre-of-mass energy of 8TeV.
A multivariate analysis, based on boosted decision
trees, is carried out to discriminate signal from
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Previous analysis (same dataset):

- MEM is responsible for half of the 
improvement relative to previous analysis 
using BDT (Phys.Lett. B740 (2015) 118)



MEM, higher order and machine learning

Higher orders are accounted for in MEM with an effective way 
- Option 1: Can consider radiation of 1 jet in the ME (adds computing time)
- Option 2: Correct momenta of each particles, with the inverse boost of the total 

momentum projected on Z-axis => correct for higher order. 

MEM and Machine learning are complementary:

N. Chanon - MEM at ATLAS and CMS -  8

MEM Machine learning (NN, BDT…)
Exact computation (limited by 

integration accuracy) Learn features from data sample

Exact LO kinematics with 
effective higher order correction

Fixed order NLO kinematics  
+ parton shower (~leading log)

Integration over many variables Training needs large samples

Evaluation needs integration at 
each event

Evaluation is a simple function of 
the input variables



ATLAS ttH,H→bb
Eur. Phys. J. C (2015) 75:349

N. Chanon - MEM at ATLAS and CMS -  9

8 TeV analysis targeting lepton+jets and dileptons
- MEM is included in ≥6j 3b and ≥6j ≥4b single lepton 

categories. 
- Background hypotheses: tt+bb (main background) 
- MEM likelihood is included as input into a neural network

MEM



CMS ttH,H→bb
arxiv:1804.03682, submitted to JHEP

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7
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Analysis targeting lepton+jets and dileptons
- Single lepton : MEM is an input to a Deep 

Neural Network
- Dilepton: Use MEM as final discriminant in 

low/high BDT score categories

high BDT
score

low BDT
score

NEW



CMS ttH,H→bb fully hadronic
arxiv:1803.06986, submitted to JHEP

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

NEW

MEM used as discriminant in a busy environment
- MEM is included in all of the analysis categories
- Many jet permutations ! 
- Background hypotheses: tt+bb (main background)
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Figure 8: Distribution in log10(S/B), where S and B indicate the respective bin-by-bin yields of
the signal and background expected in the MEM discriminant distributions, obtained from a
combined fit with the constraint in the cross section of µ = 1.

9 Summary

A search for the associated production of a Higgs boson with a top quark pair is performed
using proton-proton collision data collected by the CMS experiment at a centre-of-mass energy
of 13 TeV, corresponding to an integrated luminosity of 35.9 fb�1. Events are selected to be
compatible with the H ! bb decay and the all-jet final state of the tt pair, and are divided into
six categories according to their reconstructed jet and b jet multiplicities.

The result of the search is presented in terms of the signal strength modifier µ for ttH produc-
tion, defined as the ratio of the measured ttH production cross section to the one expected for a
standard model Higgs boson with a mass of 125 GeV. From a combined fit of signal and back-
ground templates to the data in all event categories, observed and expected upper limits of
µ < 3.8 and < 3.1, respectively, are obtained at 95% confidence levels. These limits correspond
to a best fit value of µ̂ = 0.9 ± 0.7 (stat) ± 1.3 (syst) = 0.9 ± 1.5 (tot), which is compatible with
the standard model expectation.

Combination result: Good discrimination 
against tt+cc, …



CMS ttH,H→bb: boosted category
CMS HIG-16-004

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7
Analysis with 2.7fb-1 
(Moriond2016, 2015 data)

- Was one of the categories 
with the best performance 
- Hopefully, will be included 
back soon

- Fat jet substructure (C/A ΔR=1.5) 
- Subjets are reconstructed using filtering 

and mass drop requirement
- Resolved subjets are matched to parton 

level in MEM

2.7 fb-1

MEM
from subjets

BDT with 
MEM



ttH multilepton : MEM in 3l category
CMS HIG-16-022, HIG-17-004

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
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Nicolas Chanon, ETH
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ETH Zürich

11/02/2011
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Xavier COUBEZ ttH leptonic working meeting

Suggest to use likelihood 
instead of log weight
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BDT 3l ttH vs ttV + MEM likelihood

BDT performances with MEM likelihood

Replacing log weight  
with MEM likelihood  

(post ICHEP)

Moriond

�log

✓
�tt̄Zwtt̄Z + k · �tt̄Wwtt̄W

�tt̄Hwtt̄H + �tt̄Zwtt̄Z + k · �tt̄Wwtt̄W

◆

Already shown

Likelihood ratio 
of ttV vs ttH+ttV

References 3
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Figure 3: Distribution of the hadronic top and Higgs jet tagger BDT scores in the 2LSS channel.
The distributions are shown after the fit to the data, with all processes constrained to the SM
expectation.
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Figure 4: Distribution of the likelihood ratio of matrix element weights in the 3L channel. The
distributions are shown after the fit to the data, with all processes constrained to the SM expec-
tation.

MEM weights under ttH, ttW, ttZ/γ* hypotheses

ttH weight ttW weight

ttZ weight

HIG-16-022 (ICHEP 2016):
-  improved 

discrimination by 10% in 
3ℓ category

- Include log(weights) as 
input to a kinematic BDT 
trained against ttV

HIG-17-004 (Moriond 2017): include the likelihood 
of ttH vs ttV weights inside the ttW/Z BDT

IPHC, IPNL
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ttH multilepton discriminants
CMS HIG-17-004
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3ℓ ttbar BDT

3ℓ ttV BDT

3ℓ

- 3ℓ vs ttW/Z: Includes 
Matrix Element Method 
likelihood ratio of ttH vs 
ttW+ttZ

References 3
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3ℓ MEM

- 3ℓ category uses MEM.

IPHC, IPNL
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ttH,H→𝝉𝝉
CMS HIG-17-003

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7 MEM is the final discriminant in the 
category 2ℓss+1𝝉h
- Similar MEM framework as CMS ttH(bb) and 

ttH multi lepton 
- MEM likelihood ratio with ttH vs ttZ 

(Z→𝝉h𝝉h or Z→ℓℓ with one ℓ misidentified as 
𝝉h) and ttbar hypotheses (1ℓ1𝝉h with an 
additional lepton from b-decay)
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Running MEM on GPU
- LLR group implemented MEM for this process on GPU 
- Each call of VEGAS is composed of many independent 

iterations of function evaluation: highly parallelizable 
- Code written in OpenCL, tests on NVIDIA K80 GPU 
- Significant speed-up: 1 GPU is equivalent to ~4 CPU nodes 

of 20 cores [G. Grasseau, to be presented to CHEP’18]



 16

ttH combinations
arxiv:1803.05485, submitted to JHEP

H → γγ sensitivity studies using RooStats
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ETH Zürich
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Full combination (Run 1, Run 2 ttH 
multilepton, 𝝉h+X, γγ, ZZ and bb): 
5.2σ observed (4.2σ expected)

Significance, combining ttH 
multilepton and tau analyses: 
Observation: 3.2σ (2.8σ expected)

ttH observation
arxiv:1804.02610, accepted by Phys. Rev. Lett.

MEM 
included

NEW



MEM in single top + Z
CMS, Phys. Lett. B 779 (2018) 358

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

tZq MEM weight

- Same MEM framework as developed for ttH multi lepton 
- MEM makes use of the forward jet in tZq to discriminate 
- Include MEM weights and MEM as a kinematic fit

MEM improves the analysis significance by 20%

IPHC, IPNL. Talk from Nicolas Tonon

N. Chanon - MEM at ATLAS and CMS -  17

Observation 3.7σ 
(3.2σ expected)

Formulas - N. Chanon

April 30, 2015

1 Generic MEM formula
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2 Hadronic top decay phase-space
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Decay only:
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Maximize instead of integrating



Conclusions and perspectives
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The Matrix Element Method is used extensively at the LHC in top quark sector 

- Can be used to measure observables (top mass, spin correlation), or to 
discriminate against background 

- MEM is complementary to machine learning: many analyses combine them 
to get maximum information from the detector 

- Many new developments: MEM and Deep Neural Network, MEM using 
subjets, MEM as kinematic fit, MEM running on GPU… 

Perspectives 

- How to speed up MEM evaluation ? GPU, use of regressions…. 

- Theory for MEM at NLO is now available [e.g. JHEP1211(2012)043, 
JHEP09(2015)083], and remains to be tested in experiments 
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Kinematic discriminant with MELA in H→ZZ
ATLAS and CMS

2

FIG. 1: Illustration of an exotic X particle production and decay in pp collision gg or qq̄ → X → ZZ → 4l±. Six angles fully
characterize orientation of the decay chain: θ∗ and Φ∗ of the first Z boson in the X rest frame, two azimuthal angles Φ and Φ1

between the three planes defined in the X rest frame, and two Z-boson helicity angles θ1 and θ2 defined in the corresponding
Z rest frames. The offset of angle Φ∗ is arbitrarily defined and therefore this angle is not shown.

discussed in Refs. [21–23] KK graviton decays into pairs of gauge bosons are enhanced relative to direct decays into
leptons. Similar situations may occur in “hidden-valley”-type models [24]. An example of a ”heavy photon” is given
in Ref. [25].
Motivated by this, we consider the production of a resonance X at the LHC in gluon-gluon and quark-antiquark

partonic collisions, with the subsequent decay of X into two Z bosons which, in turn, decay leptonically. In Fig. 1,
we show the decay chain X → ZZ → e+e−µ+µ−. However, our analysis is equally applicable to any combination of
decays Z → e+e− or µ+µ−. It may also be applicable to Z decays into τ leptons since τ ’s from Z decays will often be
highly boosted and their decay products collimated. We study how the spin and parity of X , as well as information
on its production and decay mechanisms, can be extracted from angular distributions of four leptons in the final state.
There are a few things that need to be noted. First, we obviously assume that the resonance production and

its decays into four leptons are observed. Note that, because of a relatively small branching fraction for leptonic Z
decays, this assumption implies a fairly large production cross-section for pp → X and a fairly large branching fraction
for the decay X → ZZ. As we already mentioned, there are well-motivated scenarios of BSM physics where those
requirements are satisfied.
Second, having no bias towards any particular model of BSM physics, we consider the most general couplings of the

particle X to relevant SM fields. This approach has to be contrasted with typical studies of e.g. spin-two particles
at hadron colliders where such an exotic particle is often identified with a massive graviton that couples to SM fields
through the energy-momentum tensor. We will refer to this case as the “minimal coupling” of the spin-two particle
to SM fields.
The minimal coupling scenarios are well-motivated within particular models of New Physics, but they are not

sufficiently general. For example, such a minimal coupling may restrict partial waves that contribute to the production
and decay of a spin-two particle. Removing such restriction opens an interesting possibility to understand the couplings
of a particle X to SM fields by means of partial wave analyses, and we would like to set a stage for doing that in this
paper. To pursue this idea in detail, the most general parameterization of the X coupling to SM fields is required.
Such parameterizations are known for spin-zero, spin-one, and spin-two particles interacting with the SM gauge
bosons [7, 8] and we use these parameterizations in this paper. We also note that the model recently discussed in
Refs. [21–23] requires couplings beyond the minimal case in order to produce longitudinal polarization dominance.
Third, we note that while we concentrate on the decay X → ZZ → l+1 l

−
1 l

+
2 l

−
2 , the technique discussed in this

paper is more general and can, in principle, be applied to final states with jets and/or missing energy by studying
such processes as X → ZZ → l+l−jj, X → W+W− → l+νjj, etc. In contrast with pure leptonic final states,
higher statistics, larger backgrounds, and a worse angular resolution must be expected once final states with jets and

4l decay kinematics: 
can be fully 
reconstructed. Most of 
the information in 
invariant mass of Z1 
and Z2 and 5 angular 
variables. 
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CMS ttH,H→bb: categories
CMS HIG-16-038

Analysis targeting lepton+jets and dileptons
- l+jets: =1 lepton, ≥4 jets, ≥3 b-tag 
- 2l: 2 opposite sign lepton, ≥3 jets, ≥3 b-tag

Change relative to Moriond 2016 
(2.3 fb-1):
- Re-optimize, remove low 

significance categories 
- Use Matrix Element Method 

(MEM) as final discriminant in 
low/high BDT score categories

lepton+jets

dilepton

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7

BDT
+ MEM

BDT
+ MEM

BDT
+ MEM

BDT
+ MEM

BDT
+ MEM

BDT
+ MEM BDT

12.9 fb-1



CMS ttH,H→bb
CMS HIG-16-038
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Systematics dominated:  
50% uncertainty on ttbar+heavy flavour

Example of discriminants 
for 6j, 4b category (most 

discriminant among l+jets)

low BDT
score

high BDT
score

H → γγ sensitivity studies using RooStats

H → γγ W.G. meeting
H → γγ W.G. meeting
Nicolas Chanon, ETH
Grégory Schott, KIT

Hugues Brun, Suzanne Gascon-Shotkin, Morgan Lethuillier, IPNL

ETH Zürich

11/02/2011

Nicolas Chanon H → γγ sensitivity studies using RooStats 1 / 7
Analysis strategy: 
- Split signal regions in low/high BDT parts 
- Use Matrix Element Method as discriminant

12.9 fb-1



CMS ttH,H→bb
arxiv:1804.03682, submitted to JHEP
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ttH multilepton : Matrix Element Method

H → γγ sensitivity studies using RooStats
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MEM for ttH, ttW, ttZ/γ* hypotheses:
- Custom framework in C++
- Assume narrow-width for Top quark and Higgs boson 
- Treat final-state b from top as massive 
- Keep full W and Z propagators in the top ME: follows 

a Breit-Wigner 
-  Z and γ* contributions included

IPHC, IPNL

N. Chanon - MEM at ATLAS and CMS -  24

Irreducible: tt+W/Z/γ*  
- from Monte Carlo,  
- O(10%) uncertainty

ttH, multilepton 
•  Select events with ℓ±ℓ± or  ≥3ℓ, plus jets and b-tags. 
•  Residual backgrounds are mainly 
–  tt + W/Z/γ* production: irreducible except for jets & ν’s. 

•  Taken from theory predictions, with O(10%) uncertainty 
–  reducible backgrounds, mostly from tt + jets with  

non-prompt leptons or charge mis-assignment 
•  Estimated from data, with O(30%) uncertainty 

Moriond EWK, 2017 G. Petrucciani (CERN) 14 

ttH � 3ℓ + X ttZ � 3ℓ + X tt � 3ℓ + X 

- If jets are needed at ME level and are not reconstructed (“mising jets”): 
included, as supplementary phase space to integrate 

- MEM weight is the average weight of all possible lepton, jets, b-jets 
permutations 


