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Let’s assume we live in

Examining the SM and beyond
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The Standard Model

Examining the SM and beyond
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The Standard Model

Examining the SM and beyond

But is it healthy?

Looks good so far… 



EW Symmetry Breaking
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Predicting MW

MW =
1

2

p
4⇡↵

sin ✓W
246GeV =

37

sin ✓W
GeV

How large is sinθW?
Polarised electrons on deuterium (asymmetry 
in cross section for different polarisations)

SLAC, 1978

sin2 ✓W = 0.20± 0.03

Here is our expectation: 

MW = 82± 6GeV and MZ =
MW

cos ✓W
= 92± 5GeV

Examining the SM and beyond

(we need a new collider)



UA1 and UA2 (1983-1989)
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MW = 82.7± 1.0stat ± 2.7syst GeV

MZ = 93.1± 1.0stat ± 3.1syst GeV

Spot on!

Examining the SM and beyond

Heal
thy!
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Predicted the mass  
of the top quark

Predicted the  
Higgs boson and its mass

Verified by countless measurements…

Hello Mr. SM!
How are you  

today?

Prediction of b quark
Prediction of ντ

Examining the SM and beyond



Fit is overconstrained

‣ all free parameters measured 
(αs(MZ) unconstrained in fit)

• most input from e+e− colliders
- MZ  :  2⋅10−5

• but crucial input from  
hadron colliders:
- mt   :  4⋅10−3

- MH  :  2⋅10−3

- MW :  2⋅10−4

• remarkable precision (<1%)

‣ require precision calculations 
(NNLO corrections available)

Roman Kogler
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Free Fit w/o exp. input Fit w/o exp. input
Parameter Input value

in fit
Fit Result

in line in line, no theo. unc.

MH [GeV] 125.1± 0.2 yes 125.1± 0.2 90+21
�18 89+20

�17

MW [GeV] 80.379± 0.013 – 80.359± 0.006 80.354± 0.007 80.354± 0.005

�W [GeV] 2.085± 0.042 – 2.091± 0.001 2.091± 0.001 2.091± 0.001

MZ [GeV] 91.1875± 0.0021 yes 91.1882± 0.0020 91.2013± 0.0095 91.2017± 0.0089

�Z [GeV] 2.4952± 0.0023 – 2.4947± 0.0014 2.4941± 0.0016 2.4940± 0.0016

�
0
had [nb] 41.540± 0.037 – 41.484± 0.015 41.475± 0.016 41.475± 0.015

R
0
`

20.767± 0.025 – 20.742± 0.017 20.721± 0.026 20.719± 0.025

A
0,`
FB 0.0171± 0.0010 – 0.01620± 0.0001 0.01619± 0.0001 0.01619± 0.0001

A`
(?) 0.1499± 0.0018 – 0.1470± 0.0005 0.1470± 0.0005 0.1469± 0.0003

sin2✓`e↵(QFB) 0.2324± 0.0012 – 0.23153± 0.00006 0.23153± 0.00006 0.23153± 0.00004

sin2✓`e↵(TEV) 0.23148± 0.00033 – 0.23153± 0.00006 0.23153± 0.00006 0.23153± 0.00004

Ac 0.670± 0.027 – 0.6679± 0.00021 0.6679± 0.00021 0.6679± 0.00014

Ab 0.923± 0.020 – 0.93475± 0.00004 0.93475± 0.00004 0.93475± 0.00002

A
0,c
FB 0.0707± 0.0035 – 0.0736± 0.0003 0.0736± 0.0003 0.0736± 0.0002

A
0,b
FB 0.0992± 0.0016 – 0.1030± 0.0003 0.1032± 0.0003 0.1031± 0.0002

R
0
c

0.1721± 0.0030 – 0.17224± 0.00008 0.17224± 0.00008 0.17224± 0.00006

R
0
b

0.21629± 0.00066 – 0.21582± 0.00011 0.21581± 0.00011 0.21581± 0.00004

mc [GeV] 1.27+0.07
�0.11 yes 1.27+0.07

�0.11 – –

mb [GeV] 4.20+0.17
�0.07 yes 4.20+0.17

�0.07 – –

mt [GeV]
(5) 172.47± 0.68 yes 172.83± 0.65 176.4± 2.1 176.4± 2.0

�↵
(5)
had(M

2
Z
) (†4) 2760± 9 yes 2758± 10 2716± 39 2715± 37

↵s(M2
Z
) – yes 0.1194± 0.0029 0.1194± 0.0029 0.1194± 0.0028

(?)
Average of LEP (A` = 0.1465±0.0033) and SLD (A` = 0.1513±0.0021) measurements, used as two measurements

in the fit. The fit without the LEP (SLD) measurement gives A` = 0.1470 ± 0.0005 (A` = 0.1467 ± 0.0005).
(5)

Combination of experimental (0.46 GeV) and theory uncertainty (0.5 GeV).
(†)

In units of 10
�5

.
(4)

Rescaled due

to ↵s dependency.

Table 1: Input values and fit results for the observables used in the global electroweak fit. The first and
second columns list respectively the observables/parameters used in the fit, and their experimental values
or phenomenological estimates (see text for references). The third column indicates whether a parameter
is floating in the fit. The fourth column gives the results of the fit including all experimental data. In the
fifth column, the fit results are given without using the corresponding experimental or phenomenological
estimate in the given row (indirect determination). The last column shows for illustration the result using
the same fit setup as in the fifth column, but ignoring all theoretical uncertainties.
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Tev.+LHC

LEP

LEP

SLD

SLD

Tev.+LHC

Tev. (+LHC?)
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in the fit. The fit without the LEP (SLD) measurement gives A` = 0.1470 ± 0.0005 (A` = 0.1467 ± 0.0005).
(5)

Combination of experimental (0.46 GeV) and theory uncertainty (0.5 GeV).
(†)

In units of 10
�5

.
(4)

Rescaled due

to ↵s dependency.

Table 1: Input values and fit results for the observables used in the global electroweak fit. The first and
second columns list respectively the observables/parameters used in the fit, and their experimental values
or phenomenological estimates (see text for references). The third column indicates whether a parameter
is floating in the fit. The fourth column gives the results of the fit including all experimental data. In the
fifth column, the fit results are given without using the corresponding experimental or phenomenological
estimate in the given row (indirect determination). The last column shows for illustration the result using
the same fit setup as in the fifth column, but ignoring all theoretical uncertainties.

Examining the SM and beyond
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sin2θleff Tevatron Combination [CDF, D0, 1801.06283]

15

TABLE III. Summary of the uncertainties for the electroweak mixing parameter sin2 θlepteff from the Tevatron combination of
the CDF and D0 measurements.

Uncertainties on sin2 θlepteff
Source CDF inputs D0 inputs Tevatron combination
Statistics ± 0.00043 ± 0.00035 ± 0.00027
Uncorrelated syst. ± 0.00007 ± 0.00007 ± 0.00005
PDF ± 0.00016 ± 0.00019 ± 0.00018

TABLE IV. Summary of uncertainties on the inference of
the on-shell electroweak mixing parameter sin2 θW for the
Tevatron-combination value of sin2 θlepteff . The column labeled
δ sin2 θW gives the uncertainty of each source. Except for
the uncertainty due to the sample size, all other entries are
systematic uncertainties.

Source δ sin2 θW
Statistics ± 0.00026
Uncorrelated ± 0.00005
PDF ± 0.00017
Form factor (mt = 173.2 ± 0.9 GeV/c2) ± 0.00008

The Tevatron-combination values for sin2 θlepteff ,
sin2 θW , and MW are

sin2 θlepteff = 0.23148± 0.00027± 0.00018

= 0.23148± 0.00033 (30)

sin2 θW = 0.22324± 0.00026± 0.00019

= 0.22324± 0.00033 (31)

MW = 80.367± 0.014± 0.010 GeV/c2

= 80.367± 0.017 GeV/c2 , (32)

where the first contribution to each uncertainty is statis-
tical and the second is systematic. The total systematic
uncertainty is the sum in quadrature of all systematic
uncertainties listed in Tables III and IV. The form-factor
uncertainty is only included in the systematic uncertainty
of sin2 θW and MW .

C. Result comparisons

The measurements of sin2 θlepteff are compared with pre-
vious results from the Z-boson pole mass region in Fig. 3.
The hadron-collider results are based on Afb measure-
ments. The LEP-1 and SLD results are from the individ-
ual asymmetry measurements indicated in the figure.
The W -boson mass inference is compared in Fig. 4

with previous direct and indirect measurements. The
direct measurements are from the Tevatron and LEP-2
[58]. The indirect measurements from the Tevatron are
derived from the CDF and D0 measurements of Afb, and
their combination. The indirect measurement of sin2 θW
from LEP-1 and SLD, 0.22332± 0.00039, is from a SM
fit to all Z-pole measurements [4, 5] described in Ap-
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FIG. 3. Comparison of experimental measurements of
sin2 θlepteff in the region of the Z-boson pole mass. The hor-
izontal bars represent total uncertainties. The Tevatron com-
bination (this paper) of CDF and D0 results is denoted as
“TeV combined: CDF+D0”. The other measurements are
from LEP-1 combination [4], SLD [4], CMS [15], ATLAS [14],
LHCb [16], CDF [8, 9], and D0 [12, 13]. The LEP-1 and SLD
Z pole result is the combination of their six measurements,
and the shaded vertical band shows its uncertainty.

pendix F of Ref. [5]. In that fit, the following input pa-
rameters to zfitter are varied simultaneously within the
constraints of the LEP-1 and SLD data: the Higgs-boson
mass mH , the Z-boson mass MZ , the QCD coupling at
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pendix F of Ref. [5]. In that fit, the following input pa-
rameters to zfitter are varied simultaneously within the
constraints of the LEP-1 and SLD data: the Higgs-boson
mass mH , the Z-boson mass MZ , the QCD coupling at

e and μ combined, full dataset

In EW fit: Δχ2 = +0.02

Hadronic vacuum polarisation [M. Davier et al., EPJC 77, 827 (2017)]

Newest e+e−→hadrons data (e.g. Barbar and VEPP-2000)

Δα(5)had(MZ2) = (2760 ±  9)⋅10−5

previously:        (2757 ± 10)⋅10−5
In EW fit: Δχ2 = +0.17
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Figure 26: Overview of the mW determinations from the p`T and mT distributions, and for the combination of the p`T
and mT distributions, in the muon and electron decay channels and for W+ and W� events. The horizontal lines and
bands show the statistical and total uncertainties of the individual mW determinations. The combined result for mW
and its statistical and total uncertainties are also indicated (vertical line and bands).

for the electron and the muon decay channels. The results are compatible, with values of �2/dof of 4/5
and 8/5 in the electron channel for the p`T and mT distributions, respectively, and values of 7/7 and 3/7 in
the muon channel for the p`T and mT distributions, respectively. The mW determinations in the electron
and in the muon channels agree, further validating the consistency of the electron and muon calibrations.
Agreement between the mW determinations from the p`T and mT distributions supports the calibration of
the recoil, and the modelling of the transverse momentum of the W boson.

The results are summarised in Table 11 and illustrated in Figure 26. The combination of all the determin-
ations of mW reported in Table 10 has a value of �2/dof of 29/27, and yields a final result of

mW = 80369.5 ± 6.8 MeV(stat.) ± 10.6 MeV(exp. syst.) ± 13.6 MeV(mod. syst.)
= 80369.5 ± 18.5 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental systematic uncertainty,
and the third to the physics-modelling systematic uncertainty. The latter dominates the total measurement
uncertainty, and it itself dominated by strong interaction uncertainties. The experimental systematic un-
certainties are dominated by the lepton calibration; backgrounds and the recoil calibration have a smaller
impact. In the final combination, the muon decay channel has a weight of 57%, and the p`T fit dominates
the measurement with a weight of 86%. Finally, the charges contribute similarly with a weight of 52%
for W+ and of 48% for W�.

The result is in agreement with the current world average of mW = 80385±15 MeV [29], and has a preci-
sion comparable to the currently most precise single measurements of the CDF and D0 collaborations [22,
23].

55

New average
smaller by 6 MeV, uncertainty of 13 MeV 
(15 MeV previously) 80300 80350 80400

 [MeV]WM

Tevatron

LEP

ATLAS

Average

 16 MeV± = 80387 WM

 33 MeV± = 80376 WM

 19 MeV± = 80370 WM

 13 MeV± = 80379 WM
 0.12 MeV)±(Uncorrelated 

[ATLAS, EPJC 78 (2018) 110]

ATLAS
MW = 80370 ± 7(stat) ± 11(exp.syst)

         ± 14 (mod. syst) MeV

Tevatron
MW = 80387 ± 8(stat) ± 8(exp.syst)

         ± 12 (mod. syst) MeV 

[CDF, D0, 1204.0042]

Obtained by assuming 50% correlation of model systematic, 
very robust against changes
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Average
Smaller by 0.87 GeV  
uncertainty of 0.46 GeV 
(0.76 MeV previously)

7 and 8 TeV combinations by ATLAS and CMS published

Deviation of 3 - 4σ w.r.t.
LHC average 

Obtained by assuming 0.7 correlation 

Examining the SM and beyond

Depending on assumed correlation
Tevatron combination: 2.3-3σ  

Additional theoretical  
uncertainty of 0.5 GeV 
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SM Fit Results

11 Examining the SM and beyond

‣ χ2min= 18.6  Prob(χ2min, 15) = 23%
• χ2min(old mt) = 17.3

• χ2min(old MW) = 19.3

‣MW: −1.5σ (−1.4σ previously)
• central value smaller by 4 MeV

• uncertainty reduced by 1 MeV

‣mt: 0.5σ (unchanged)
• central value: 177 →176.4 GeV

• uncertainty reduced by 0.3 GeV

• can reach ±0.9 GeV with perfect knowledge of MW

‣ largest deviations in b-sector:

• A0,bFB with 2.5σ
[Gfitter, 1803.01853]
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Predicting MH

Examining the SM and beyond

[Gfitter, 1803.01853]

6 10 20 210 210×2 310
 [GeV]HM

LHC average 
 HSM fit w/o M
 lSLD A
 lLEP A
 0,b

FBLEP A
 WLEP M
 WATLAS M
 WTevatron M
) l

effθ(2Tevatron sin

 0.2±125.1 
 -18
 +21 90
 -23
 +41 35
 -88
 +235132
 -239
 +530463

 -53
 +94 82
 -42
 +62 92
 -32
 +44 66
 -64
 +143107G fitter SM

M
ar '18



140 150 160 170 180 190
 [GeV]tm

80.25

80.3

80.35

80.4

80.45

80.5 [G
eV

]
W

M

68% and 95% CL contours
 measurementst and mWFit w/o M

 measurementsH and M
t

, mWFit w/o M
 measurementst and mWDirect M

σ 1± comb. WM
 0.013 GeV± = 80.379 WM

σ 1± comb. tm
 = 172.47 GeVtm

 = 0.46 GeVσ
 GeV theo 0.50⊕ = 0.46 σ

 = 125 GeV

HM = 50 GeV

HM  = 300 GeV

HM  = 600 GeV

HM
G fitter SM

M
ar '18

SM: Incredibly Healthy!

13Roman Kogler Examining the SM and beyond

[Gfitter, 1803.01853]







Roman Kogler

Extending the Scalar Sector

2HDM with Z2 symmetry, no CP violation at tree level
‣ Five scalars: h, H, A, H±

‣ Light h set to the observed scalar state at 125 GeV

‣ Free parameters: α, β, MH, MA, MH±, breaking scale M122

Constraints on free parameters? 
‣Data from H coupling measurements, flavour decays, EWPO

‣ Full fit to all data, let 2HDM parameters vary freely

• Identify preferred or excluded regions

15 Examining the SM and beyond

Coupling scale factor Type I Type II Lepton-specific Flipped
V sin(� � ↵)
u cos(↵)/ sin(�)
d cos(↵)/ sin(�) � sin(↵)/ cos(�) cos(↵)/ sin(�) � sin(↵)/ cos(�)
` cos(↵)/ sin(�) � sin(↵)/ cos(�) � sin(↵)/ cos(�) cos(↵)/ sin(�)

Table 5: Couplings of the light Higgs boson h to weak vector bosons (V ), up-type quarks (u), down-type quarks
(d), and charged leptons (`), expressed as ratios to the corresponding SM predictions in 2HDMs of various types.

Table 5 expresses the scale factors for the light Higgs boson couplings, [V , u, d, `], in terms of ↵ and
tan � for each of the four types of 2HDMs [69]. The coupling scale factors are denoted V for the W and
Z bosons, u for up-type quarks, d for down-type quarks, and ` for charged leptons.

The Higgs boson rate measurements in di↵erent production and decay modes are interpreted in each of
these four types of 2HDMs, taking the observed Higgs boson to be the light CP-even neutral Higgs boson
h. This is done by rescaling the production and decay rates as functions of the coupling scale factors
[V , u, d, `]. The measurements of these coupling scale factors or ratios of them [10], taking the same
production and decay modes as in the SM, are given in Models 3–5 of Table 1. These coupling scale
factors are in turn expressed as a function of the underlying parameters, the two angles � and ↵, using
the relations shown in Table 5. Here the decay modes are taken to be the same as those of the SM Higgs
boson.

After rescaling by the couplings, the predictions agree with those obtained using the SUSHI 1.1.1 [70]
and 2HDMC 1.5.1 [71] programs, which calculate Higgs boson production and decay rates respectively
in two-Higgs-doublet models. The rescaled gluon fusion (ggF) rate agrees with the SUSHI prediction to
better than a percent, and the rescaled decay rates show a similar level of agreement. The cross section
for bbh associated production is calculated using SUSHI and included as a correction that scales with the
square of the Yukawa coupling to the b-quark, assuming that it produces di↵erential distributions that are
the same as those in ggF. The correction is a small fraction of the total production rate for the regions of
parameter space where the data would be compatible with the SM at the 95% CL.

The two parameters of interest correspond to the quantities cos(��↵) and tan �. The 2HDM possesses an
“alignment limit” at cos(��↵) = 0 [66] in which all the Higgs boson couplings approach their respective
SM values. The 2HDM also allows for limits on the magnitudes of the various couplings that are similar
to the SM values, but with a negative relative sign of the couplings to particular types of fermions. These
limits appear in the regions where cos(� + ↵) = 0, as shown in Table 5. For example, in the Type II
model the region where cos(� + ↵) = 0, corresponding to the sign change ↵ ! �↵, has a “wrong-sign
Yukawa limit” [72, 73] with couplings similar to the SM values except for a negative coupling to down-
type quarks. The case for the Flipped model is similar, but with a negative coupling to both the leptons
and down-type quarks. An analogous “symmetric limit” [73] appears in the Lepton-specific model.

Figure 5 shows the regions of the [cos(� � ↵), tan �] plane that are excluded at a CL of at least 95% for
each of the four types of 2HDMs, overlaid with the exclusion limits expected for the SM Higgs sector.
The ↵ and � parameters are taken to satisfy 0  �  ⇡/2 and 0  ��↵  ⇡ without loss of generality. The
observed and expected exclusion regions in cos(� � ↵) depend on the particular functional dependence
of the couplings on � and ↵, which are di↵erent for the down-type quarks and leptons in each of the
four types of 2HDMs, as shown in Table 5. There is a physical boundary V  1 in all four 2HDM
types, to which the profile likelihood ratio is restricted. The data are consistent with the alignment limit

14
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2HDM Flavour Constraints
‣ New scalars give important contributions to flavour observables

• Example: B→Xsγ

‣ Sensitivity to MH± and tanβ

‣ R(D) and R(D*) can only  
be explained in Type II  
(large tanβ and small MH+)  
→ excluded by other flavour data

- excluded from further fits

16 Examining the SM and beyond
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Why interested in radiative B-meson decays?

I Within the SM, absent at tree level, occur only at loop level,
therefore loop-suppressed FCNCs in the SM;

I Some NP contributions not necessarily suppressed compared
to the SM, therefore these processes provide a very sensitive
indirect probe of physics beyond the SM;

I Theoretically well-understood and experimentally studied ex-
tensively at BaBar, Belle, and LHCb;
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Muon g−2
Long-standing deviation in the SM:                                                    (3.5σ)

‣ Allowed regions in Type II  
and flipped scenarios 

• not compatible with other  
flavour data  
(Bs →μμ and B→Xsγ)

‣ Δaμ can be accommodated  
in Type I and  
lepton specific scenarios 

17 Examining the SM and beyond

Allowed 
regions

�aµ = (268± 63± 43) · 10�11

[Gfitter, 1803.01853]
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measurements
flavour+EW
95% CL by
excluded at

 = 750 GeV±HM

 = 1dofN

 = 2dofN

1-sided test
2-sided test

Combination of EWPO (through oblique parameters S,T,U), flavour data,  
(g−2)μ and H coupling measurements

‣ Exclude  
MA, MH < 400-500 GeV  
in Type II and flipped

‣ No exclusions  
of MA and MH  
in Type I and  
lepton specific

‣ Direct searches 
• No absolute limits on MA, MH, MH: large freedom of parameter choices
• Important constraints in specific parameter regions

Roman Kogler

2HDM Global Fit

18

Allowed region (MH+ = 750 GeV)
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[Gfitter, 1803.01853]
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Back to what we know

19 Examining the SM and beyond

A man should look for what is, and not for what he thinks should be.         
A. Einstein

Or: Based on what we know, what can we add?

Validity and Relevance of EFT

⇢X,Y =
E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

bb̄bb̄ (195)

pT,H . 2mt (196)

2mt . pT,H . 2mNP (197)

2mNP . pT,H (198)

H ! ⌧+⌧� (199)

H ! WW ⇤ (200)

H ! ZZ⇤ (201)

L = LSM +
X

i

g2i
⇤2
NP

Oi (202)
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Lagrangian dim-6:
EFT used to set limits on UV models from non-observation of new physics

Oxford                     Seminar      Michael Spannowsky             19.11.2015                   11

Adding new terms to the Lagrangian, SMEFT:

operators of dimension 6
‣ respect SM gauge symmetry 

(SU(2) x U(1))
‣ include only SM fields

‣ SILH basis, focus on operators with H involvement, EWPO: cT = 0, cW = −cB

‣ 8 operators of interest

Results for linearised LO EFT approach
[Englert, Kogler, Schulz, MS ’15]

2

narrow width approximation calculations,

�(pp! H ! X) = �(pp! H)BR(H ! X) . (2)

Therefore, we can divide the simulation of the underlying
dimension six phenomenology into production and decay

of the Higgs boson. We discuss our approach to these
parts in the following.

We consider the set of operators known as the strongly-
interacting light Higgs basis in bar convention (for details
see Refs. [9, 11, 42, 43])
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In particular we assume flavour-diagonal dimension six
e↵ects and in order to directly reflect the oblique cor-
rection subset of LEP measurements of S, T we decrease
the number of degrees of freedom in the fit by identifying
(see also [9, 11, 21, 44])

c̄T = 0 , c̄W + c̄B = 0 . (4)

We do not include anomalous triple gauge vertices to our
fit [21].

A. Higgs Production and Decay

We rely on eHdecay to include the correct Higgs
branching ratios in the dimension six extended Standard
Model [45]. We sample a broad range of dimension six
parameter choices and interpolate them using the Pro-

fessor method detailed in the appendix A. This also
allows us to identify already at this stage a “meaningful”
Wilson coe�cient range with a positive-definite Higgs de-
cay phenomenology.

We find an excellent interpolation of the eHdecay out-
put (independent of the interpolated sample’s size and
choice) and we typically obtain per mille-level accuracy
of the Higgs partial decay widths and branching ratios,
which is precise enough for the limits we can set. Inter-
polation using Professor is key to performing the fit in
the high dimensional space of operators and observables
in a very fast and accurate way.

For the production we rely on an implementation of
dimension six operators analogous to [46], which we have
cross checked and introduced in [47]. The Monte-Carlo
integration of the Higgs production processes is per-
formed with a modified version ofVbfnlo [48] that inter-

faces FeynArts, FormCalc, and LoopTools [49, 50]
using a model file output by FeynRules [51–53] and we
only consider “genuine” dimension six e↵ects that arise
from the interference of the dimension six amplitude with
the SM. Writing

M = MSM +Md=6 , (5)

we obtain a squared matrix element of the form

|M|
2 = |MSM|

2 + 2Re{MSMM
⇤
d=6

}+O(1/⇤4) , (6)

and we consistently neglect the dimension eight contribu-
tions that arise from squaring the dimension six e↵ects.
Similar to higher order electroweak or QCD calculations,
the di↵erential cross sections are not necessarily positive
definite in this expansion, but negative bin entries pro-
vide a means to judge the validity of the Wilson coe�-
cient and the dimension six approach in general.
For parameter choices close to the SM, including

|Md=6|
2 is typically not an issue and the parameters c2i

are often numerically negligible for inclusive observables
such as signal strengths. However, to obtain an inclusive
measurement, we marginalise over a broad range of ener-
gies at the LHC and a positive theoretical cross section
might be misleading as momentum dependencies of some
dimension six operators violate a naive scaling c2i < ci in
the tails of momentum-dependent distributions. For this
reason, we choose to calculate cross sections to the exact
order ⇠ 1/⇤2 and later reject Wilson coe�cient choices
that lead to a negative di↵erential cross section for in-
tegrated bins of a given LHC setting when this part of
the phase space is resolved; such negative cross sections
signal bigger contributions of the d = 6 terms than we
expect in the SM, and we cannot justify limiting our anal-
ysis to dimension six operators if new physics becomes as
important as the SM in observable phase space regions.

2
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(see also [9, 11, 21, 44])
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We do not include anomalous triple gauge vertices to our
fit [21].

A. Higgs Production and Decay

We rely on eHdecay to include the correct Higgs
branching ratios in the dimension six extended Standard
Model [45]. We sample a broad range of dimension six
parameter choices and interpolate them using the Pro-

fessor method detailed in the appendix A. This also
allows us to identify already at this stage a “meaningful”
Wilson coe�cient range with a positive-definite Higgs de-
cay phenomenology.

We find an excellent interpolation of the eHdecay out-
put (independent of the interpolated sample’s size and
choice) and we typically obtain per mille-level accuracy
of the Higgs partial decay widths and branching ratios,
which is precise enough for the limits we can set. Inter-
polation using Professor is key to performing the fit in
the high dimensional space of operators and observables
in a very fast and accurate way.

For the production we rely on an implementation of
dimension six operators analogous to [46], which we have
cross checked and introduced in [47]. The Monte-Carlo
integration of the Higgs production processes is per-
formed with a modified version ofVbfnlo [48] that inter-

faces FeynArts, FormCalc, and LoopTools [49, 50]
using a model file output by FeynRules [51–53] and we
only consider “genuine” dimension six e↵ects that arise
from the interference of the dimension six amplitude with
the SM. Writing

M = MSM +Md=6 , (5)

we obtain a squared matrix element of the form

|M|
2 = |MSM|
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and we consistently neglect the dimension eight contribu-
tions that arise from squaring the dimension six e↵ects.
Similar to higher order electroweak or QCD calculations,
the di↵erential cross sections are not necessarily positive
definite in this expansion, but negative bin entries pro-
vide a means to judge the validity of the Wilson coe�-
cient and the dimension six approach in general.
For parameter choices close to the SM, including

|Md=6|
2 is typically not an issue and the parameters c2i

are often numerically negligible for inclusive observables
such as signal strengths. However, to obtain an inclusive
measurement, we marginalise over a broad range of ener-
gies at the LHC and a positive theoretical cross section
might be misleading as momentum dependencies of some
dimension six operators violate a naive scaling c2i < ci in
the tails of momentum-dependent distributions. For this
reason, we choose to calculate cross sections to the exact
order ⇠ 1/⇤2 and later reject Wilson coe�cient choices
that lead to a negative di↵erential cross section for in-
tegrated bins of a given LHC setting when this part of
the phase space is resolved; such negative cross sections
signal bigger contributions of the d = 6 terms than we
expect in the SM, and we cannot justify limiting our anal-
ysis to dimension six operators if new physics becomes as
important as the SM in observable phase space regions.

Focus on linear contribution 
of EFT for theory prediction:

Included production 
and decay modes:

6

tt̄H HZ HW H incl. H + j H + 2j

H ! bb̄ 80 25 40 100 100 150
H ! �� 60 70 30 10 10 20

H ! ⌧
+
⌧
� 100 75 75 80 80 30

H ! 4l 70 30 30 20 20 30
H ! 2l2⌫ 70 100 100 20 20 30
H ! Z� 100 100 100 100 100 100

H ! µ
+
µ
� 100 100 100 100 100 100

TABLE III: Relative systematic uncertainties for each pro-
duction times decay channel in %.

production process decay process

pp ! H 14.7 H ! bb̄ 6.1
pp ! H + j 15 H ! �� 5.4
pp ! H + 2j 15 H ! ⌧

+
⌧
� 2.8

pp ! HZ 5.1 H ! 4l 4.8
pp ! HW 3.7 H ! 2l2⌫ 4.8
pp ! tt̄H 12 H ! µ

+
µ
� 2.8

TABLE IV: Theoretical uncertainties for each production and
decay channel in %.

son coe�cients are set to zero. We construct expected
signal strength measurements for all accessible produc-
tion and decay modes. Additionally, di↵erential cross
sections as function of the Higgs transverse momentum
are simulated with a bin size of 100 GeV. Comparing
our predictions for the signal strength measurements for
14 TeV using an integrated luminosity of L14 = 300 fb�1

and L14 = 3000 fb�1, with the expectations published by
ATLAS [89, 90] and CMS [91, 92], we find good agree-
ment with the publicly available channels.

Theory uncertainties included in the fit are listed in
Tab. IV and have been obtained by the Higgs cross sec-
tion working group [65–67]. We assume the same size of
theory uncertainties for the SM predictions as for calcu-
lations using the EFT framework.

A. Results for Run 1

In the following we will evaluate the status of the e↵ec-
tive Lagrangian Eq. (3) in light of available run 1 analy-
ses. Similar analyses have been performed by a number
of groups , see e.g. [19, 21, 23, 93]. Comparing the above
fit-procedure to these results not only allows us to vali-
date the highly non-trivial fitting procedure against other
approaches, but also to extend these results by includ-
ing additional measurements which have become avail-
able in the meantime. We include experimental analy-
ses using HiggsSignals v1.4 [94, 95], based on Higgs-

Bounds v4.2.1 [96–99].
Specifically we include the following analyses. Higgs

decays to bosons have been measured in the channels
H ! �� [72, 74], H ! ZZ(⇤)

! 4l [79, 86] and
H ! WW (⇤)

! 2l2⌫ [80, 81, 87, 100]. These analy-
ses have sensitivity to the gluon-fusion, H + 2j and V H

production modes. The coupling to leptons has been
probed in the H ! ⌧+⌧� channel [77, 78], with some
evidence for H ! bb̄ in V H production [73, 101] and
a search for H ! µ+µ� [85]. The coupling to top
quarks has been addressed through tt̄H production in
the H ! bb̄ decay [68, 69] and in leptonic decays, sensi-
tive to the H ! ZZ(⇤), H ! WW (⇤) and H ! ⌧+⌧�

channels [69, 102]. This results in a total of 77 mea-
surements included in the fit. Correlations between the
measurements are introduced due to the acceptance of
a given experimental measurement to a number of pro-
duction and decay modes. These correlations are taken
into account. Also, the theoretical uncertainties from the
normalisation of the signal strength measurements to the
SM prediction, as included in the experimental results,
are taken to be fully correlated among the experimental
measurements [94, 95]. Correlations due to theory un-
certainties in the calculations with dimension six e↵ects
are included as well.
The results are shown in Fig. 2. We note that we are

in good agreement with [21]; with slight di↵erences that
can be understood from working under di↵erent assump-
tions (specifically the strict linearisation of dimension six
e↵ects) as well as including more analyses. The fit con-
verges with a minimum value of �2 of 87.9 for 69 degrees
of freedom (ndof), corresponding to a p-value of about
0.06. Without theory uncertainties the value of �2 in-
creases to 96.8. The goodness-of-fit is slightly worse than
the result of a �2 test of the SM hypothesis, which gives a
minimum value of �2/ndof = 91.3/77 = 1.19, or a p-value
of 0.13. The smaller p-value for the dimension-six fit with
respect to the SM result can be understood because of
the addition of free parameters not needed to describe
the data, in other words, some dimension-six coe�cients
are not constrained by the current data.

Let us compare these limits to the SM to get an
estimate of how big these constraints are if we move
away from the bar convention. The limits on, e.g.,
c̄g . 0.03 ⇥ 10�3 can be compared for instance against
the e↵ective ggH operator that arises from integrating
out the top quark in the limit mt ! 1. The e↵ective
operator for this limit, using low energy e↵ective theo-
rems [103–105] reads

↵s

12⇡
Ga

µ⌫G
aµ⌫ log(1 +H/v)

'
↵s

12⇡v
Ga

µ⌫G
aµ⌫H + . . . (9)

Matching this operator onto SILH convention of Eq. (3),
we obtain |c̄g(e↵ective SM)| ' 0.23 ⇥ 10�3. So in this
sense, new physics is constrained to a O(10%) deviation
relative to the SM from inclusive observables. The rela-
tive deviations in the tails for this operator can easily be
as big as factors of two (see e.g. [47, 54, 55]), which high-
lights the necessity to resolve this deviation with energy
or momentum dependent observables during run 2 and
the high luminosity phase to best constrain the presence
of non-resonant physics using high momentum transfers.

(incl.theory 
uncertainties) 4

and the luminosity L of the particular analysis:

Nth = �(H +X)⇥ BR(H ! Y Y )

⇥ L⇥ BR(X,Y ! final state) (7)

This number is then multiplied by the e�ciency to mea-
sure the production channel ✏p and the e�ciency to mea-
sure the decay products ✏d, to obtain the measured num-
ber of events

Nev = ✏p✏dNth. (8)

For the e�ciency to reconstruct a specific final state, we
rely on experimental results from run 1, where avail-
able. The e�ciencies used are ✏p,tt̄h = 0.10 [68–71],
✏p,ZH = 0.12, ✏p,WH = 0.04, ✏p,VBF = 0.30 [4, 72–74].
We assume a value of ✏p,H+j = 0.5 [75] (see also [76])
where no experimental results targeting this production
mode are available so far. In order to simplify the as-
sumptions and the background estimates, we consider
only leptonic channels for the V H and tt̄H production
modes. Here only final states with electrons and muons
are used. These are however allowed to originate from
⌧ -decays. In case of the gluon fusion production mode,
analyses targeting di↵erent final states have di↵erent re-
construction e�ciencies. We use the following e�ciencies
for the process pp ! H: ✏p,GF = 0.4 for H ! �� [72, 74],
✏p,GF = 0.01 for H ! ⌧+⌧� [77, 78], ✏p,GF = 0.25 for
H ! 4l [4, 79], ✏p,GF = 0.10 for H ! 2l2⌫ [80, 81],
✏p,GF = 0.10 for H ! Z� [82, 83], and ✏p,GF = 0.50 for
H ! µµ [84, 85]. The H ! bb̄ decay is not considered for
the gluon fusion production mode. Taking a conservative
approach we assume the same reconstruction e�ciencies
for measurements at 14 TeV, independent of the Higgs
transverse momentum.

In the reconstruction of the Higgs boson we include
reconstruction and identification e�ciencies of the final
state objects:

H ! bb̄: We assume a flat b-tagging e�ciency of 60%,
i.e. ✏d,bb̄ = 0.36.

H ! ��: For the identification and reconstruction of iso-
lated photons we assume respectively an e�ciency
of 85%. Hence, we find ✏d,�� ' 0.72.

H ! ⌧+⌧�: We consider ⌧ -decays into hadrons
(BRhad = 0.648) or leptons, i.e. an electron
(BRe = 0.178) or muon (BRµ = 0.174). For the
reconstruction e�ciency of the hadronic ⌧ we
assume a value of 50% and for the electron and
muon we use 95%. Thus, the total reconstruction
e�ciency is ✏d,⌧⌧ ' 0.433.

H ! ZZ⇤
! 4l: We consider Z decays into electrons

and muons only, also taking into account ⌧ decays
into lighter leptons. For each lepton we assume a
reconstruction e�ciency of 95%, which gives a total
reconstruction e�ciency of ✏d,4l ' 0.815.

production process decay process

pp ! H 10 H ! bb̄ 25
pp ! H + j 30 H ! �� 20
pp ! H + 2j 100 H ! ⌧

+
⌧
� 15

pp ! HZ 10 H ! 4l 20
pp ! HW 50 H ! 2l2⌫ 15
pp ! tt̄H 30 H ! Z� 150

H ! µ
+
µ
� 150

TABLE II: Relative statistical uncertainties for each produc-
tion and decay channel in %.

H ! WW ⇤
! 2l2⌫: Only lepton decays into electrons

and muons are considered and for each visible lep-
ton we include a 95% reconstruction e�ciency, i.e.
✏d,2l2⌫ = 0.9025

H ! Z�: Again, we include separately an 85% identi-
fication and reconstruction e�ciency for isolated
photons and a 95% reconstruction e�ciency for
each electron and muon. As a result we find
✏d,Z� ' 0.767.

H ! µ+µ�: Each muon is assumed to have a reconstruc-
tion e�ciency of 95%, resulting in ✏d,µµ = 0.9025.

Owing to the di↵erent selections made in the various
experimental analyses, each channel has a unique back-
ground composition, resulting in di↵erent additional sta-
tistical uncertainties on the measurements. We approx-
imate those by adding uncertainties from the produc-
tion and decay channels in quadrature. The uncertainties
used are given in Tab. II.
Beyond identification and reconstruction e�ciencies

for production channels and Higgs decays, each channel
is plagued by individual experimental systematic uncer-
tainties. For the individual channels studied at a center-
of-mass energy of 8 TeV, we adopt flat systematic uncer-
tainties as published by the experiments [3, 4, 68, 72, 74,
77–88], see Tab. III. In channels where no measurement
has been performed or no information is publicly avail-
able, e.g. pp ! H+2j, H ! Z�, we choose a conservative
estimate of systematic uncertainties of 100%. In addition
to the uncertainties listed in Tab. III, we include a sys-
tematic uncertainty of 30% for the H ! 2l2⌫ channel for
di↵erential cross sections. This uncertainty is due to the
inability of reconstructing the Higgs transverse momen-
tum accurately.
During future runs, systematic uncertainties are likely

to improve with the integrated luminosity. Hence for
our results at 14 TeV we use the 8 TeV uncertainties
as a starting point, as displayed in Tab. III, and rescale
them by

p
L8/L14 for a given integrated luminosity at

14 TeV L14. This results in a reduction of statistical
and systematic uncertainties by a factor of about 0.3 for
L14 = 300 fb�1 and about 0.1 for L14 = 3000 fb�1.
We only consider measurements with more than 5 sig-

nal events after the application of all e�ciencies and a
total uncertainty smaller than 100%. The pseudo-data
are constructed using the SM hypothesis, i.e. all Wil-

Number of predicted events:

Each channel has own prod. and decay efficiencies:

4
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sure the production channel ✏p and the e�ciency to mea-
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✏p,ZH = 0.12, ✏p,WH = 0.04, ✏p,VBF = 0.30 [4, 72–74].
We assume a value of ✏p,H+j = 0.5 [75] (see also [76])
where no experimental results targeting this production
mode are available so far. In order to simplify the as-
sumptions and the background estimates, we consider
only leptonic channels for the V H and tt̄H production
modes. Here only final states with electrons and muons
are used. These are however allowed to originate from
⌧ -decays. In case of the gluon fusion production mode,
analyses targeting di↵erent final states have di↵erent re-
construction e�ciencies. We use the following e�ciencies
for the process pp ! H: ✏p,GF = 0.4 for H ! �� [72, 74],
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✏p,GF = 0.10 for H ! Z� [82, 83], and ✏p,GF = 0.50 for
H ! µµ [84, 85]. The H ! bb̄ decay is not considered for
the gluon fusion production mode. Taking a conservative
approach we assume the same reconstruction e�ciencies
for measurements at 14 TeV, independent of the Higgs
transverse momentum.

In the reconstruction of the Higgs boson we include
reconstruction and identification e�ciencies of the final
state objects:

H ! bb̄: We assume a flat b-tagging e�ciency of 60%,
i.e. ✏d,bb̄ = 0.36.

H ! ��: For the identification and reconstruction of iso-
lated photons we assume respectively an e�ciency
of 85%. Hence, we find ✏d,�� ' 0.72.

H ! ⌧+⌧�: We consider ⌧ -decays into hadrons
(BRhad = 0.648) or leptons, i.e. an electron
(BRe = 0.178) or muon (BRµ = 0.174). For the
reconstruction e�ciency of the hadronic ⌧ we
assume a value of 50% and for the electron and
muon we use 95%. Thus, the total reconstruction
e�ciency is ✏d,⌧⌧ ' 0.433.

H ! ZZ⇤
! 4l: We consider Z decays into electrons

and muons only, also taking into account ⌧ decays
into lighter leptons. For each lepton we assume a
reconstruction e�ciency of 95%, which gives a total
reconstruction e�ciency of ✏d,4l ' 0.815.
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H ! WW ⇤
! 2l2⌫: Only lepton decays into electrons

and muons are considered and for each visible lep-
ton we include a 95% reconstruction e�ciency, i.e.
✏d,2l2⌫ = 0.9025

H ! Z�: Again, we include separately an 85% identi-
fication and reconstruction e�ciency for isolated
photons and a 95% reconstruction e�ciency for
each electron and muon. As a result we find
✏d,Z� ' 0.767.

H ! µ+µ�: Each muon is assumed to have a reconstruc-
tion e�ciency of 95%, resulting in ✏d,µµ = 0.9025.

Owing to the di↵erent selections made in the various
experimental analyses, each channel has a unique back-
ground composition, resulting in di↵erent additional sta-
tistical uncertainties on the measurements. We approx-
imate those by adding uncertainties from the produc-
tion and decay channels in quadrature. The uncertainties
used are given in Tab. II.
Beyond identification and reconstruction e�ciencies

for production channels and Higgs decays, each channel
is plagued by individual experimental systematic uncer-
tainties. For the individual channels studied at a center-
of-mass energy of 8 TeV, we adopt flat systematic uncer-
tainties as published by the experiments [3, 4, 68, 72, 74,
77–88], see Tab. III. In channels where no measurement
has been performed or no information is publicly avail-
able, e.g. pp ! H+2j, H ! Z�, we choose a conservative
estimate of systematic uncertainties of 100%. In addition
to the uncertainties listed in Tab. III, we include a sys-
tematic uncertainty of 30% for the H ! 2l2⌫ channel for
di↵erential cross sections. This uncertainty is due to the
inability of reconstructing the Higgs transverse momen-
tum accurately.
During future runs, systematic uncertainties are likely

to improve with the integrated luminosity. Hence for
our results at 14 TeV we use the 8 TeV uncertainties
as a starting point, as displayed in Tab. III, and rescale
them by

p
L8/L14 for a given integrated luminosity at

14 TeV L14. This results in a reduction of statistical
and systematic uncertainties by a factor of about 0.3 for
L14 = 300 fb�1 and about 0.1 for L14 = 3000 fb�1.
We only consider measurements with more than 5 sig-

nal events after the application of all e�ciencies and a
total uncertainty smaller than 100%. The pseudo-data
are constructed using the SM hypothesis, i.e. all Wil-
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Focus on linear contribution: 

[Englert, RK, Schulz, Spannowsky, 1509.00672]
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Constraints from HL-LHC
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Signal  
strengths

Differential  
meas.

‣ Signal strength only
• Combinations of coefficients ci can  

result in same signal strength
• Weak constraints, even with  

3000 fb−1

‣Different behaviour at high energies
• go differential in pT,H 

- generate pseudo-data
- uncertainties extrapolated from μs

• Lift flat directions
• Much tighter constraints!

- Improves LHC physics potential

[Englert, RK, Schulz, Spannowsky, 1708.06355]
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Prospects of the EW Fit
Future developments for the SM EW fit
‣ Δα(5)had(MZ2)  Low energy data (esp. π+π−), also pQCD/lattice

‣ MW                LHC Measurements! Theory uncertainty of 4 MeV!

‣ mt                  Experimental progress and theoretical interpretations

‣ sin2θleff           Can the LHC improve?

‣ AFB0b              Z+b production at LHC, e.g.

Extensions of the scalar sector
‣ B→Xsγ, Bs→μμ, (g−2)μ…, precision H coupling measurements

‣ Direct searches: cover all possible final states

General extension with the SMEFT
‣ EWPO, LEP 2 data, flavour data

‣ Differential H measurements, also sensitivity to H self-coupling λ!
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[J. Ellis et al., 1803.03252]
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Precision Estimates: Corrections
Modifications of Propagators and 
Vertices
‣QED corrections 

• leptonic loop insertions
- calculable to high precision

• quark loop insertions (hadronic)
- partially not calculable in pure pQCD

‣Weak corrections
• Insertion of fermion loops 

- high sensitivity to mf (if mf ≫ mW )

• Insertion of boson loops
- logarithmic sensitivity to MH

‣QCD corrections
• Sensitivity to strong coupling

- numerically small contribution (1 + αs/π)
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2.11.2.1 QED Corrections

The QED contribution arises from the photonic vacuum polarisation, also called photon self energy,
consisting of fermion-loop insertions in the propagator of the photon. This effect is expected in any
theory containing QED. The correction is usually reinterpreted as the dependence of the electromag-
netic coupling strength on the energy of the probing photon, leading to an effective finestructure
constant, αem, running with momentum transfer:

αem ≡ αem(0) → αem(s) =
αem

1 − ∆αem(s)
, (2.52)

where 1/αem(0) = 137.0359895(61) [31].
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For ∆r, αem(s) must be evolved from the Thomson limit s = 0, where αem is defined, to the scale
s = M2

Z set by the Z mass. The contribution of the three charged leptons is calculated up to three-

loop order, ∆α(eµτ)
em (M2

Z) = 0.03150 with negligible uncertainty [43]. The top contribution is small,

∆α(t)
em(M2

Z) = −0.00007(1), showing numerically the decoupling of the heavy top quark.
For the light quarks q = d,u, s, c,b with mq ≪ MZ, large QCD corrections make the above

expression for ∆α(q)
em unreliable. Instead, the contribution of the five light quarks is calculated based
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2.2 Results 11

Figure 6 displays ��
2 fit profiles for the indirect determination of some of the electroweak ob-

servables.4 The results are shown for fits including (blue) and excluding (grey) the direct MH

measurement highlighting the strong impact of the MH measurement on the fit constraints. The
direct measurement of each observable with its 1� uncertainty are indicated by the data points at
��

2 = 1. The detailed predictions of the fit are given in Table 1.

The fit indirectly determines the W mass to be

MW = 80.3535± 0.0027mt
± 0.0030�theomt

± 0.0026MZ
± 0.0026↵S

± 0.0024�↵had ± 0.0001MH
± 0.0040�theoMW

GeV ,

= 80.354± 0.007tot GeV , (2)

and the e↵ective leptonic weak mixing angle as

sin2✓`
e↵

= 0.231532± 0.000011mt
± 0.000016�theomt

± 0.000012MZ
± 0.000021↵S

± 0.000035�↵had ± 0.000001MH
± 0.000040

�theo sin
2✓`e↵

,

= 0.23153± 0.00006tot . (3)

When evaluating sin2✓`
e↵

through the parametric formula from Ref. [74], an upward shift of 2 ·10�5

with respect to the fit result is observed, mostly due to the inclusion of MW in the fit. Using
the parametric formula the total uncertainty is larger by 0.6 · 10�5, as the global fit exploits the
additional constraint from MW . The fit also constrains the nuisance parameter associated with the
theoretical uncertainty in the calculation of sin2✓`

e↵
, resulting in a reduced theoretical uncertainty

of 4.0 · 10�5 compared to the 4.7 · 10�5 input uncertainty.

The mass of the top quark is indirectly determined to be

mt = 176.4± 2.1 GeV , (4)

with a theoretical uncertainty of 0.6 GeV induced by the theoretical uncertainty on the prediction of
MW . The largest potential to improve the precision of the indirect determination of mt is through
a more precise measurement of MW . Perfect knowledge of MW would result in an uncertainty on
mt of 0.9 GeV.

The strong coupling strength at the Z-boson mass scale is determined to be

↵S(M
2

Z) = 0.1194± 0.0029 , (5)

which corresponds to a determination at full next-to-next-to leading order (NNLO) for electroweak
and strong contributions, and partial strong next-to-NNLO (NNNLO) corrections. The theory
uncertainty of this result is 0.0009, which is shared in equal parts between missing higher orders
in the calculations of the radiator functions and the partial widths of the Z boson. The most
important constraints on ↵S(M2

Z
) come from the measurements of R0

`
, �Z and �

0

had
, also shown in

Fig. 6. The values of ↵S(M2

Z
) obtained from the individual measurements are 0.1237±0.0043 (R0

`
),

0.1209± 0.0049 (�Z) and 0.1078± 0.0076 (�0

had
). A fit to all three measurements results in a value

4
The indirect determination profiles are obtained by excluding the input measurement of the respective observable

from the fit (see figure legends).
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2HDM and H measurements
‣ Alignment solution

• cos(β−α) = 0  (light h is SM solution, κV = 1)

‣ Flipped solution 

• β+α = π/2
- inverted sign  

of down-type  
fermion couplings

- new data on  
bb and ττ will  
constrain this region
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Dim-6 SILH Basis
‣ Focus on operators with Higgs involvement 

‣ Do not consider operators constrained by electroweak precision 
measurements (and cT = 0, cW = −cB)

‣ 8 operators of interest left
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2

narrow width approximation calculations,

�(pp! H ! X) = �(pp! H)BR(H ! X) . (2)

Therefore, we can divide the simulation of the underlying
dimension six phenomenology into production and decay

of the Higgs boson. We discuss our approach to these
parts in the following.

We consider the set of operators known as the strongly-
interacting light Higgs basis in bar convention (for details
see Refs. [9, 11, 44, 45])

LSILH =
c̄H
2v2

@µ
�
H†H

�
@µ

�
H†H

�
+

c̄T
2v2

⇣
H† !DµH
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⌘
�
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+
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v2
H†Hū(i)

L Hcu(i)
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⌘
+
⇣ c̄d,iyd,i

v2
H†Hd̄(i)L Hd(i)R + h.c.

⌘

+
ic̄W g

2m2

W

⇣
H†�i !DµH

⌘
(D⌫Wµ⌫)

i +
ic̄Bg0

2m2

W

⇣
H† !DµH

⌘
(@⌫Bµ⌫)

+
ic̄HW g

m2

W

(DµH)†�i(D⌫H)W i
µ⌫ +

ic̄HBg0

m2

W

(DµH)†(D⌫H)Bµ⌫

+
c̄�g0

2

m2

W

H†HBµ⌫B
µ⌫ +

c̄gg2S
m2

W

H†HGa
µ⌫G

aµ⌫ .

(3)

In particular we assume flavour-diagonal dimension six
e↵ects and in order to directly reflect the oblique cor-
rection subset of LEP measurements of S, T we decrease
the number of degrees of freedom in the fit by identifying
(see also [9, 11, 22, 46])

c̄T = 0 , c̄W + c̄B = 0 . (4)

We do not include anomalous triple gauge vertices to our
fit [22, 47].

A. Higgs Production and Decay

We rely on eHdecay to include the correct Higgs
branching ratios in the dimension six extended Standard
Model [48]. We sample a broad range of dimension six
parameter choices and interpolate them using the Pro-

fessor method detailed in the appendix A. This also
allows us to identify already at this stage a “meaningful”
Wilson coe�cient range with a positive-definite Higgs de-
cay phenomenology.

We find an excellent interpolation of the eHdecay out-
put (independent of the interpolated sample’s size and
choice) and we typically obtain per mille-level accuracy
of the Higgs partial decay widths and branching ratios,
which is precise enough for the limits we can set. Inter-
polation using Professor is key to performing the fit in
the high dimensional space of operators and observables
in a very fast and accurate way.

For the production we rely on an implementation of
dimension six operators analogous to [49], which we have
cross checked and introduced in [50]. The Monte-Carlo
integration of the Higgs production processes is per-
formed with a modified version ofVbfnlo [51] that inter-

faces FeynArts, FormCalc, and LoopTools [52, 53]
using a model file output by FeynRules [54–56] and we
only consider “genuine” dimension six e↵ects that arise
from the interference of the dimension six amplitude with
the SM. Writing

M = MSM +Md=6 , (5)

we obtain a squared matrix element of the form

|M|
2 = |MSM|

2 + 2Re{MSMM
⇤
d=6

}+O(1/⇤4) , (6)

and we consistently neglect the dimension eight contribu-
tions that arise from squaring the dimension six e↵ects.
Similar to higher order electroweak or QCD calculations,
the di↵erential cross sections are not necessarily positive
definite in this expansion, but negative bin entries pro-
vide a means to judge the validity of the Wilson coe�-
cient and the dimension six approach in general.
For parameter choices close to the SM, including

|Md=6|
2 is typically not an issue and the parameters c2i

are often numerically negligible for inclusive observables
such as signal strengths. However, to obtain an inclusive
measurement, we marginalise over a broad range of ener-
gies at the LHC and a positive theoretical cross section
might be misleading as momentum dependencies of some
dimension six operators violate a naive scaling c2i < ci in
the tails of momentum-dependent distributions. For this
reason, we choose to calculate cross sections to the exact
order ⇠ 1/⇤2 and later reject Wilson coe�cient choices
that lead to a negative di↵erential cross section for in-
tegrated bins of a given LHC setting when this part of
the phase space is resolved; such negative cross sections
signal bigger contributions of the d = 6 terms than we
expect in the SM, and we cannot justify limiting our anal-
ysis to dimension six operators if new physics becomes as
important as the SM in observable phase space regions.

Results for linearised LO EFT approach
[Englert, Kogler, Schulz, MS ’15]
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narrow width approximation calculations,
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Therefore, we can divide the simulation of the underlying
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In particular we assume flavour-diagonal dimension six
e↵ects and in order to directly reflect the oblique cor-
rection subset of LEP measurements of S, T we decrease
the number of degrees of freedom in the fit by identifying
(see also [9, 11, 21, 44])

c̄T = 0 , c̄W + c̄B = 0 . (4)

We do not include anomalous triple gauge vertices to our
fit [21].

A. Higgs Production and Decay

We rely on eHdecay to include the correct Higgs
branching ratios in the dimension six extended Standard
Model [45]. We sample a broad range of dimension six
parameter choices and interpolate them using the Pro-

fessor method detailed in the appendix A. This also
allows us to identify already at this stage a “meaningful”
Wilson coe�cient range with a positive-definite Higgs de-
cay phenomenology.

We find an excellent interpolation of the eHdecay out-
put (independent of the interpolated sample’s size and
choice) and we typically obtain per mille-level accuracy
of the Higgs partial decay widths and branching ratios,
which is precise enough for the limits we can set. Inter-
polation using Professor is key to performing the fit in
the high dimensional space of operators and observables
in a very fast and accurate way.

For the production we rely on an implementation of
dimension six operators analogous to [46], which we have
cross checked and introduced in [47]. The Monte-Carlo
integration of the Higgs production processes is per-
formed with a modified version ofVbfnlo [48] that inter-

faces FeynArts, FormCalc, and LoopTools [49, 50]
using a model file output by FeynRules [51–53] and we
only consider “genuine” dimension six e↵ects that arise
from the interference of the dimension six amplitude with
the SM. Writing

M = MSM +Md=6 , (5)

we obtain a squared matrix element of the form

|M|
2 = |MSM|

2 + 2Re{MSMM
⇤
d=6

}+O(1/⇤4) , (6)

and we consistently neglect the dimension eight contribu-
tions that arise from squaring the dimension six e↵ects.
Similar to higher order electroweak or QCD calculations,
the di↵erential cross sections are not necessarily positive
definite in this expansion, but negative bin entries pro-
vide a means to judge the validity of the Wilson coe�-
cient and the dimension six approach in general.
For parameter choices close to the SM, including

|Md=6|
2 is typically not an issue and the parameters c2i

are often numerically negligible for inclusive observables
such as signal strengths. However, to obtain an inclusive
measurement, we marginalise over a broad range of ener-
gies at the LHC and a positive theoretical cross section
might be misleading as momentum dependencies of some
dimension six operators violate a naive scaling c2i < ci in
the tails of momentum-dependent distributions. For this
reason, we choose to calculate cross sections to the exact
order ⇠ 1/⇤2 and later reject Wilson coe�cient choices
that lead to a negative di↵erential cross section for in-
tegrated bins of a given LHC setting when this part of
the phase space is resolved; such negative cross sections
signal bigger contributions of the d = 6 terms than we
expect in the SM, and we cannot justify limiting our anal-
ysis to dimension six operators if new physics becomes as
important as the SM in observable phase space regions.

2

narrow width approximation calculations,

�(pp! H ! X) = �(pp! H)BR(H ! X) . (2)

Therefore, we can divide the simulation of the underlying
dimension six phenomenology into production and decay

of the Higgs boson. We discuss our approach to these
parts in the following.

We consider the set of operators known as the strongly-
interacting light Higgs basis in bar convention (for details
see Refs. [9, 11, 42, 43])
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In particular we assume flavour-diagonal dimension six
e↵ects and in order to directly reflect the oblique cor-
rection subset of LEP measurements of S, T we decrease
the number of degrees of freedom in the fit by identifying
(see also [9, 11, 21, 44])

c̄T = 0 , c̄W + c̄B = 0 . (4)

We do not include anomalous triple gauge vertices to our
fit [21].

A. Higgs Production and Decay

We rely on eHdecay to include the correct Higgs
branching ratios in the dimension six extended Standard
Model [45]. We sample a broad range of dimension six
parameter choices and interpolate them using the Pro-

fessor method detailed in the appendix A. This also
allows us to identify already at this stage a “meaningful”
Wilson coe�cient range with a positive-definite Higgs de-
cay phenomenology.

We find an excellent interpolation of the eHdecay out-
put (independent of the interpolated sample’s size and
choice) and we typically obtain per mille-level accuracy
of the Higgs partial decay widths and branching ratios,
which is precise enough for the limits we can set. Inter-
polation using Professor is key to performing the fit in
the high dimensional space of operators and observables
in a very fast and accurate way.

For the production we rely on an implementation of
dimension six operators analogous to [46], which we have
cross checked and introduced in [47]. The Monte-Carlo
integration of the Higgs production processes is per-
formed with a modified version ofVbfnlo [48] that inter-

faces FeynArts, FormCalc, and LoopTools [49, 50]
using a model file output by FeynRules [51–53] and we
only consider “genuine” dimension six e↵ects that arise
from the interference of the dimension six amplitude with
the SM. Writing

M = MSM +Md=6 , (5)

we obtain a squared matrix element of the form

|M|
2 = |MSM|

2 + 2Re{MSMM
⇤
d=6

}+O(1/⇤4) , (6)

and we consistently neglect the dimension eight contribu-
tions that arise from squaring the dimension six e↵ects.
Similar to higher order electroweak or QCD calculations,
the di↵erential cross sections are not necessarily positive
definite in this expansion, but negative bin entries pro-
vide a means to judge the validity of the Wilson coe�-
cient and the dimension six approach in general.
For parameter choices close to the SM, including

|Md=6|
2 is typically not an issue and the parameters c2i

are often numerically negligible for inclusive observables
such as signal strengths. However, to obtain an inclusive
measurement, we marginalise over a broad range of ener-
gies at the LHC and a positive theoretical cross section
might be misleading as momentum dependencies of some
dimension six operators violate a naive scaling c2i < ci in
the tails of momentum-dependent distributions. For this
reason, we choose to calculate cross sections to the exact
order ⇠ 1/⇤2 and later reject Wilson coe�cient choices
that lead to a negative di↵erential cross section for in-
tegrated bins of a given LHC setting when this part of
the phase space is resolved; such negative cross sections
signal bigger contributions of the d = 6 terms than we
expect in the SM, and we cannot justify limiting our anal-
ysis to dimension six operators if new physics becomes as
important as the SM in observable phase space regions.

Focus on linear contribution 
of EFT for theory prediction:

Included production 
and decay modes:
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tt̄H HZ HW H incl. H + j H + 2j

H ! bb̄ 80 25 40 100 100 150
H ! �� 60 70 30 10 10 20

H ! ⌧
+
⌧
� 100 75 75 80 80 30

H ! 4l 70 30 30 20 20 30
H ! 2l2⌫ 70 100 100 20 20 30
H ! Z� 100 100 100 100 100 100

H ! µ
+
µ
� 100 100 100 100 100 100

TABLE III: Relative systematic uncertainties for each pro-
duction times decay channel in %.

production process decay process

pp ! H 14.7 H ! bb̄ 6.1
pp ! H + j 15 H ! �� 5.4
pp ! H + 2j 15 H ! ⌧

+
⌧
� 2.8

pp ! HZ 5.1 H ! 4l 4.8
pp ! HW 3.7 H ! 2l2⌫ 4.8
pp ! tt̄H 12 H ! µ

+
µ
� 2.8

TABLE IV: Theoretical uncertainties for each production and
decay channel in %.

son coe�cients are set to zero. We construct expected
signal strength measurements for all accessible produc-
tion and decay modes. Additionally, di↵erential cross
sections as function of the Higgs transverse momentum
are simulated with a bin size of 100 GeV. Comparing
our predictions for the signal strength measurements for
14 TeV using an integrated luminosity of L14 = 300 fb�1

and L14 = 3000 fb�1, with the expectations published by
ATLAS [89, 90] and CMS [91, 92], we find good agree-
ment with the publicly available channels.

Theory uncertainties included in the fit are listed in
Tab. IV and have been obtained by the Higgs cross sec-
tion working group [65–67]. We assume the same size of
theory uncertainties for the SM predictions as for calcu-
lations using the EFT framework.

A. Results for Run 1

In the following we will evaluate the status of the e↵ec-
tive Lagrangian Eq. (3) in light of available run 1 analy-
ses. Similar analyses have been performed by a number
of groups , see e.g. [19, 21, 23, 93]. Comparing the above
fit-procedure to these results not only allows us to vali-
date the highly non-trivial fitting procedure against other
approaches, but also to extend these results by includ-
ing additional measurements which have become avail-
able in the meantime. We include experimental analy-
ses using HiggsSignals v1.4 [94, 95], based on Higgs-

Bounds v4.2.1 [96–99].
Specifically we include the following analyses. Higgs

decays to bosons have been measured in the channels
H ! �� [72, 74], H ! ZZ(⇤)

! 4l [79, 86] and
H ! WW (⇤)

! 2l2⌫ [80, 81, 87, 100]. These analy-
ses have sensitivity to the gluon-fusion, H + 2j and V H

production modes. The coupling to leptons has been
probed in the H ! ⌧+⌧� channel [77, 78], with some
evidence for H ! bb̄ in V H production [73, 101] and
a search for H ! µ+µ� [85]. The coupling to top
quarks has been addressed through tt̄H production in
the H ! bb̄ decay [68, 69] and in leptonic decays, sensi-
tive to the H ! ZZ(⇤), H ! WW (⇤) and H ! ⌧+⌧�

channels [69, 102]. This results in a total of 77 mea-
surements included in the fit. Correlations between the
measurements are introduced due to the acceptance of
a given experimental measurement to a number of pro-
duction and decay modes. These correlations are taken
into account. Also, the theoretical uncertainties from the
normalisation of the signal strength measurements to the
SM prediction, as included in the experimental results,
are taken to be fully correlated among the experimental
measurements [94, 95]. Correlations due to theory un-
certainties in the calculations with dimension six e↵ects
are included as well.
The results are shown in Fig. 2. We note that we are

in good agreement with [21]; with slight di↵erences that
can be understood from working under di↵erent assump-
tions (specifically the strict linearisation of dimension six
e↵ects) as well as including more analyses. The fit con-
verges with a minimum value of �2 of 87.9 for 69 degrees
of freedom (ndof), corresponding to a p-value of about
0.06. Without theory uncertainties the value of �2 in-
creases to 96.8. The goodness-of-fit is slightly worse than
the result of a �2 test of the SM hypothesis, which gives a
minimum value of �2/ndof = 91.3/77 = 1.19, or a p-value
of 0.13. The smaller p-value for the dimension-six fit with
respect to the SM result can be understood because of
the addition of free parameters not needed to describe
the data, in other words, some dimension-six coe�cients
are not constrained by the current data.

Let us compare these limits to the SM to get an
estimate of how big these constraints are if we move
away from the bar convention. The limits on, e.g.,
c̄g . 0.03 ⇥ 10�3 can be compared for instance against
the e↵ective ggH operator that arises from integrating
out the top quark in the limit mt ! 1. The e↵ective
operator for this limit, using low energy e↵ective theo-
rems [103–105] reads

↵s

12⇡
Ga

µ⌫G
aµ⌫ log(1 +H/v)

'
↵s

12⇡v
Ga

µ⌫G
aµ⌫H + . . . (9)

Matching this operator onto SILH convention of Eq. (3),
we obtain |c̄g(e↵ective SM)| ' 0.23 ⇥ 10�3. So in this
sense, new physics is constrained to a O(10%) deviation
relative to the SM from inclusive observables. The rela-
tive deviations in the tails for this operator can easily be
as big as factors of two (see e.g. [47, 54, 55]), which high-
lights the necessity to resolve this deviation with energy
or momentum dependent observables during run 2 and
the high luminosity phase to best constrain the presence
of non-resonant physics using high momentum transfers.

(incl.theory 
uncertainties) 4

and the luminosity L of the particular analysis:

Nth = �(H +X)⇥ BR(H ! Y Y )

⇥ L⇥ BR(X,Y ! final state) (7)

This number is then multiplied by the e�ciency to mea-
sure the production channel ✏p and the e�ciency to mea-
sure the decay products ✏d, to obtain the measured num-
ber of events

Nev = ✏p✏dNth. (8)

For the e�ciency to reconstruct a specific final state, we
rely on experimental results from run 1, where avail-
able. The e�ciencies used are ✏p,tt̄h = 0.10 [68–71],
✏p,ZH = 0.12, ✏p,WH = 0.04, ✏p,VBF = 0.30 [4, 72–74].
We assume a value of ✏p,H+j = 0.5 [75] (see also [76])
where no experimental results targeting this production
mode are available so far. In order to simplify the as-
sumptions and the background estimates, we consider
only leptonic channels for the V H and tt̄H production
modes. Here only final states with electrons and muons
are used. These are however allowed to originate from
⌧ -decays. In case of the gluon fusion production mode,
analyses targeting di↵erent final states have di↵erent re-
construction e�ciencies. We use the following e�ciencies
for the process pp ! H: ✏p,GF = 0.4 for H ! �� [72, 74],
✏p,GF = 0.01 for H ! ⌧+⌧� [77, 78], ✏p,GF = 0.25 for
H ! 4l [4, 79], ✏p,GF = 0.10 for H ! 2l2⌫ [80, 81],
✏p,GF = 0.10 for H ! Z� [82, 83], and ✏p,GF = 0.50 for
H ! µµ [84, 85]. The H ! bb̄ decay is not considered for
the gluon fusion production mode. Taking a conservative
approach we assume the same reconstruction e�ciencies
for measurements at 14 TeV, independent of the Higgs
transverse momentum.

In the reconstruction of the Higgs boson we include
reconstruction and identification e�ciencies of the final
state objects:

H ! bb̄: We assume a flat b-tagging e�ciency of 60%,
i.e. ✏d,bb̄ = 0.36.

H ! ��: For the identification and reconstruction of iso-
lated photons we assume respectively an e�ciency
of 85%. Hence, we find ✏d,�� ' 0.72.

H ! ⌧+⌧�: We consider ⌧ -decays into hadrons
(BRhad = 0.648) or leptons, i.e. an electron
(BRe = 0.178) or muon (BRµ = 0.174). For the
reconstruction e�ciency of the hadronic ⌧ we
assume a value of 50% and for the electron and
muon we use 95%. Thus, the total reconstruction
e�ciency is ✏d,⌧⌧ ' 0.433.

H ! ZZ⇤
! 4l: We consider Z decays into electrons

and muons only, also taking into account ⌧ decays
into lighter leptons. For each lepton we assume a
reconstruction e�ciency of 95%, which gives a total
reconstruction e�ciency of ✏d,4l ' 0.815.

production process decay process

pp ! H 10 H ! bb̄ 25
pp ! H + j 30 H ! �� 20
pp ! H + 2j 100 H ! ⌧

+
⌧
� 15

pp ! HZ 10 H ! 4l 20
pp ! HW 50 H ! 2l2⌫ 15
pp ! tt̄H 30 H ! Z� 150

H ! µ
+
µ
� 150

TABLE II: Relative statistical uncertainties for each produc-
tion and decay channel in %.

H ! WW ⇤
! 2l2⌫: Only lepton decays into electrons

and muons are considered and for each visible lep-
ton we include a 95% reconstruction e�ciency, i.e.
✏d,2l2⌫ = 0.9025

H ! Z�: Again, we include separately an 85% identi-
fication and reconstruction e�ciency for isolated
photons and a 95% reconstruction e�ciency for
each electron and muon. As a result we find
✏d,Z� ' 0.767.

H ! µ+µ�: Each muon is assumed to have a reconstruc-
tion e�ciency of 95%, resulting in ✏d,µµ = 0.9025.

Owing to the di↵erent selections made in the various
experimental analyses, each channel has a unique back-
ground composition, resulting in di↵erent additional sta-
tistical uncertainties on the measurements. We approx-
imate those by adding uncertainties from the produc-
tion and decay channels in quadrature. The uncertainties
used are given in Tab. II.
Beyond identification and reconstruction e�ciencies

for production channels and Higgs decays, each channel
is plagued by individual experimental systematic uncer-
tainties. For the individual channels studied at a center-
of-mass energy of 8 TeV, we adopt flat systematic uncer-
tainties as published by the experiments [3, 4, 68, 72, 74,
77–88], see Tab. III. In channels where no measurement
has been performed or no information is publicly avail-
able, e.g. pp ! H+2j, H ! Z�, we choose a conservative
estimate of systematic uncertainties of 100%. In addition
to the uncertainties listed in Tab. III, we include a sys-
tematic uncertainty of 30% for the H ! 2l2⌫ channel for
di↵erential cross sections. This uncertainty is due to the
inability of reconstructing the Higgs transverse momen-
tum accurately.
During future runs, systematic uncertainties are likely

to improve with the integrated luminosity. Hence for
our results at 14 TeV we use the 8 TeV uncertainties
as a starting point, as displayed in Tab. III, and rescale
them by

p
L8/L14 for a given integrated luminosity at

14 TeV L14. This results in a reduction of statistical
and systematic uncertainties by a factor of about 0.3 for
L14 = 300 fb�1 and about 0.1 for L14 = 3000 fb�1.
We only consider measurements with more than 5 sig-

nal events after the application of all e�ciencies and a
total uncertainty smaller than 100%. The pseudo-data
are constructed using the SM hypothesis, i.e. all Wil-

Number of predicted events:

Each channel has own prod. and decay efficiencies:
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and the luminosity L of the particular analysis:

Nth = �(H +X)⇥ BR(H ! Y Y )

⇥ L⇥ BR(X,Y ! final state) (7)

This number is then multiplied by the e�ciency to mea-
sure the production channel ✏p and the e�ciency to mea-
sure the decay products ✏d, to obtain the measured num-
ber of events

Nev = ✏p✏dNth. (8)

For the e�ciency to reconstruct a specific final state, we
rely on experimental results from run 1, where avail-
able. The e�ciencies used are ✏p,tt̄h = 0.10 [68–71],
✏p,ZH = 0.12, ✏p,WH = 0.04, ✏p,VBF = 0.30 [4, 72–74].
We assume a value of ✏p,H+j = 0.5 [75] (see also [76])
where no experimental results targeting this production
mode are available so far. In order to simplify the as-
sumptions and the background estimates, we consider
only leptonic channels for the V H and tt̄H production
modes. Here only final states with electrons and muons
are used. These are however allowed to originate from
⌧ -decays. In case of the gluon fusion production mode,
analyses targeting di↵erent final states have di↵erent re-
construction e�ciencies. We use the following e�ciencies
for the process pp ! H: ✏p,GF = 0.4 for H ! �� [72, 74],
✏p,GF = 0.01 for H ! ⌧+⌧� [77, 78], ✏p,GF = 0.25 for
H ! 4l [4, 79], ✏p,GF = 0.10 for H ! 2l2⌫ [80, 81],
✏p,GF = 0.10 for H ! Z� [82, 83], and ✏p,GF = 0.50 for
H ! µµ [84, 85]. The H ! bb̄ decay is not considered for
the gluon fusion production mode. Taking a conservative
approach we assume the same reconstruction e�ciencies
for measurements at 14 TeV, independent of the Higgs
transverse momentum.

In the reconstruction of the Higgs boson we include
reconstruction and identification e�ciencies of the final
state objects:

H ! bb̄: We assume a flat b-tagging e�ciency of 60%,
i.e. ✏d,bb̄ = 0.36.

H ! ��: For the identification and reconstruction of iso-
lated photons we assume respectively an e�ciency
of 85%. Hence, we find ✏d,�� ' 0.72.

H ! ⌧+⌧�: We consider ⌧ -decays into hadrons
(BRhad = 0.648) or leptons, i.e. an electron
(BRe = 0.178) or muon (BRµ = 0.174). For the
reconstruction e�ciency of the hadronic ⌧ we
assume a value of 50% and for the electron and
muon we use 95%. Thus, the total reconstruction
e�ciency is ✏d,⌧⌧ ' 0.433.

H ! ZZ⇤
! 4l: We consider Z decays into electrons

and muons only, also taking into account ⌧ decays
into lighter leptons. For each lepton we assume a
reconstruction e�ciency of 95%, which gives a total
reconstruction e�ciency of ✏d,4l ' 0.815.

production process decay process

pp ! H 10 H ! bb̄ 25
pp ! H + j 30 H ! �� 20
pp ! H + 2j 100 H ! ⌧

+
⌧
� 15

pp ! HZ 10 H ! 4l 20
pp ! HW 50 H ! 2l2⌫ 15
pp ! tt̄H 30 H ! Z� 150

H ! µ
+
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� 150

TABLE II: Relative statistical uncertainties for each produc-
tion and decay channel in %.

H ! WW ⇤
! 2l2⌫: Only lepton decays into electrons

and muons are considered and for each visible lep-
ton we include a 95% reconstruction e�ciency, i.e.
✏d,2l2⌫ = 0.9025

H ! Z�: Again, we include separately an 85% identi-
fication and reconstruction e�ciency for isolated
photons and a 95% reconstruction e�ciency for
each electron and muon. As a result we find
✏d,Z� ' 0.767.

H ! µ+µ�: Each muon is assumed to have a reconstruc-
tion e�ciency of 95%, resulting in ✏d,µµ = 0.9025.

Owing to the di↵erent selections made in the various
experimental analyses, each channel has a unique back-
ground composition, resulting in di↵erent additional sta-
tistical uncertainties on the measurements. We approx-
imate those by adding uncertainties from the produc-
tion and decay channels in quadrature. The uncertainties
used are given in Tab. II.
Beyond identification and reconstruction e�ciencies

for production channels and Higgs decays, each channel
is plagued by individual experimental systematic uncer-
tainties. For the individual channels studied at a center-
of-mass energy of 8 TeV, we adopt flat systematic uncer-
tainties as published by the experiments [3, 4, 68, 72, 74,
77–88], see Tab. III. In channels where no measurement
has been performed or no information is publicly avail-
able, e.g. pp ! H+2j, H ! Z�, we choose a conservative
estimate of systematic uncertainties of 100%. In addition
to the uncertainties listed in Tab. III, we include a sys-
tematic uncertainty of 30% for the H ! 2l2⌫ channel for
di↵erential cross sections. This uncertainty is due to the
inability of reconstructing the Higgs transverse momen-
tum accurately.
During future runs, systematic uncertainties are likely

to improve with the integrated luminosity. Hence for
our results at 14 TeV we use the 8 TeV uncertainties
as a starting point, as displayed in Tab. III, and rescale
them by

p
L8/L14 for a given integrated luminosity at

14 TeV L14. This results in a reduction of statistical
and systematic uncertainties by a factor of about 0.3 for
L14 = 300 fb�1 and about 0.1 for L14 = 3000 fb�1.
We only consider measurements with more than 5 sig-

nal events after the application of all e�ciencies and a
total uncertainty smaller than 100%. The pseudo-data
are constructed using the SM hypothesis, i.e. all Wil-
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narrow width approximation calculations,

�(pp! H ! X) = �(pp! H)BR(H ! X) . (2)

Therefore, we can divide the simulation of the underlying
dimension six phenomenology into production and decay

of the Higgs boson. We discuss our approach to these
parts in the following.

We consider the set of operators known as the strongly-
interacting light Higgs basis in bar convention (for details
see Refs. [9, 11, 42, 43])
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(3)

In particular we assume flavour-diagonal dimension six
e↵ects and in order to directly reflect the oblique cor-
rection subset of LEP measurements of S, T we decrease
the number of degrees of freedom in the fit by identifying
(see also [9, 11, 21, 44])

c̄T = 0 , c̄W + c̄B = 0 . (4)

We do not include anomalous triple gauge vertices to our
fit [21].

A. Higgs Production and Decay

We rely on eHdecay to include the correct Higgs
branching ratios in the dimension six extended Standard
Model [45]. We sample a broad range of dimension six
parameter choices and interpolate them using the Pro-

fessor method detailed in the appendix A. This also
allows us to identify already at this stage a “meaningful”
Wilson coe�cient range with a positive-definite Higgs de-
cay phenomenology.

We find an excellent interpolation of the eHdecay out-
put (independent of the interpolated sample’s size and
choice) and we typically obtain per mille-level accuracy
of the Higgs partial decay widths and branching ratios,
which is precise enough for the limits we can set. Inter-
polation using Professor is key to performing the fit in
the high dimensional space of operators and observables
in a very fast and accurate way.

For the production we rely on an implementation of
dimension six operators analogous to [46], which we have
cross checked and introduced in [47]. The Monte-Carlo
integration of the Higgs production processes is per-
formed with a modified version ofVbfnlo [48] that inter-

faces FeynArts, FormCalc, and LoopTools [49, 50]
using a model file output by FeynRules [51–53] and we
only consider “genuine” dimension six e↵ects that arise
from the interference of the dimension six amplitude with
the SM. Writing

M = MSM +Md=6 , (5)

we obtain a squared matrix element of the form

|M|
2 = |MSM|

2 + 2Re{MSMM
⇤
d=6

}+O(1/⇤4) , (6)

and we consistently neglect the dimension eight contribu-
tions that arise from squaring the dimension six e↵ects.
Similar to higher order electroweak or QCD calculations,
the di↵erential cross sections are not necessarily positive
definite in this expansion, but negative bin entries pro-
vide a means to judge the validity of the Wilson coe�-
cient and the dimension six approach in general.
For parameter choices close to the SM, including

|Md=6|
2 is typically not an issue and the parameters c2i

are often numerically negligible for inclusive observables
such as signal strengths. However, to obtain an inclusive
measurement, we marginalise over a broad range of ener-
gies at the LHC and a positive theoretical cross section
might be misleading as momentum dependencies of some
dimension six operators violate a naive scaling c2i < ci in
the tails of momentum-dependent distributions. For this
reason, we choose to calculate cross sections to the exact
order ⇠ 1/⇤2 and later reject Wilson coe�cient choices
that lead to a negative di↵erential cross section for in-
tegrated bins of a given LHC setting when this part of
the phase space is resolved; such negative cross sections
signal bigger contributions of the d = 6 terms than we
expect in the SM, and we cannot justify limiting our anal-
ysis to dimension six operators if new physics becomes as
important as the SM in observable phase space regions.
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narrow width approximation calculations,

�(pp! H ! X) = �(pp! H)BR(H ! X) . (2)

Therefore, we can divide the simulation of the underlying
dimension six phenomenology into production and decay
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In particular we assume flavour-diagonal dimension six
e↵ects and in order to directly reflect the oblique cor-
rection subset of LEP measurements of S, T we decrease
the number of degrees of freedom in the fit by identifying
(see also [9, 11, 21, 44])

c̄T = 0 , c̄W + c̄B = 0 . (4)

We do not include anomalous triple gauge vertices to our
fit [21].
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parameter choices and interpolate them using the Pro-
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Wilson coe�cient range with a positive-definite Higgs de-
cay phenomenology.

We find an excellent interpolation of the eHdecay out-
put (independent of the interpolated sample’s size and
choice) and we typically obtain per mille-level accuracy
of the Higgs partial decay widths and branching ratios,
which is precise enough for the limits we can set. Inter-
polation using Professor is key to performing the fit in
the high dimensional space of operators and observables
in a very fast and accurate way.

For the production we rely on an implementation of
dimension six operators analogous to [46], which we have
cross checked and introduced in [47]. The Monte-Carlo
integration of the Higgs production processes is per-
formed with a modified version ofVbfnlo [48] that inter-

faces FeynArts, FormCalc, and LoopTools [49, 50]
using a model file output by FeynRules [51–53] and we
only consider “genuine” dimension six e↵ects that arise
from the interference of the dimension six amplitude with
the SM. Writing

M = MSM +Md=6 , (5)

we obtain a squared matrix element of the form

|M|
2 = |MSM|
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and we consistently neglect the dimension eight contribu-
tions that arise from squaring the dimension six e↵ects.
Similar to higher order electroweak or QCD calculations,
the di↵erential cross sections are not necessarily positive
definite in this expansion, but negative bin entries pro-
vide a means to judge the validity of the Wilson coe�-
cient and the dimension six approach in general.
For parameter choices close to the SM, including

|Md=6|
2 is typically not an issue and the parameters c2i

are often numerically negligible for inclusive observables
such as signal strengths. However, to obtain an inclusive
measurement, we marginalise over a broad range of ener-
gies at the LHC and a positive theoretical cross section
might be misleading as momentum dependencies of some
dimension six operators violate a naive scaling c2i < ci in
the tails of momentum-dependent distributions. For this
reason, we choose to calculate cross sections to the exact
order ⇠ 1/⇤2 and later reject Wilson coe�cient choices
that lead to a negative di↵erential cross section for in-
tegrated bins of a given LHC setting when this part of
the phase space is resolved; such negative cross sections
signal bigger contributions of the d = 6 terms than we
expect in the SM, and we cannot justify limiting our anal-
ysis to dimension six operators if new physics becomes as
important as the SM in observable phase space regions.

Focus on linear contribution 
of EFT for theory prediction:

Included production 
and decay modes:

6

tt̄H HZ HW H incl. H + j H + 2j

H ! bb̄ 80 25 40 100 100 150
H ! �� 60 70 30 10 10 20

H ! ⌧
+
⌧
� 100 75 75 80 80 30

H ! 4l 70 30 30 20 20 30
H ! 2l2⌫ 70 100 100 20 20 30
H ! Z� 100 100 100 100 100 100

H ! µ
+
µ
� 100 100 100 100 100 100

TABLE III: Relative systematic uncertainties for each pro-
duction times decay channel in %.

production process decay process

pp ! H 14.7 H ! bb̄ 6.1
pp ! H + j 15 H ! �� 5.4
pp ! H + 2j 15 H ! ⌧

+
⌧
� 2.8

pp ! HZ 5.1 H ! 4l 4.8
pp ! HW 3.7 H ! 2l2⌫ 4.8
pp ! tt̄H 12 H ! µ

+
µ
� 2.8

TABLE IV: Theoretical uncertainties for each production and
decay channel in %.

son coe�cients are set to zero. We construct expected
signal strength measurements for all accessible produc-
tion and decay modes. Additionally, di↵erential cross
sections as function of the Higgs transverse momentum
are simulated with a bin size of 100 GeV. Comparing
our predictions for the signal strength measurements for
14 TeV using an integrated luminosity of L14 = 300 fb�1

and L14 = 3000 fb�1, with the expectations published by
ATLAS [89, 90] and CMS [91, 92], we find good agree-
ment with the publicly available channels.

Theory uncertainties included in the fit are listed in
Tab. IV and have been obtained by the Higgs cross sec-
tion working group [65–67]. We assume the same size of
theory uncertainties for the SM predictions as for calcu-
lations using the EFT framework.

A. Results for Run 1

In the following we will evaluate the status of the e↵ec-
tive Lagrangian Eq. (3) in light of available run 1 analy-
ses. Similar analyses have been performed by a number
of groups , see e.g. [19, 21, 23, 93]. Comparing the above
fit-procedure to these results not only allows us to vali-
date the highly non-trivial fitting procedure against other
approaches, but also to extend these results by includ-
ing additional measurements which have become avail-
able in the meantime. We include experimental analy-
ses using HiggsSignals v1.4 [94, 95], based on Higgs-

Bounds v4.2.1 [96–99].
Specifically we include the following analyses. Higgs

decays to bosons have been measured in the channels
H ! �� [72, 74], H ! ZZ(⇤)

! 4l [79, 86] and
H ! WW (⇤)

! 2l2⌫ [80, 81, 87, 100]. These analy-
ses have sensitivity to the gluon-fusion, H + 2j and V H

production modes. The coupling to leptons has been
probed in the H ! ⌧+⌧� channel [77, 78], with some
evidence for H ! bb̄ in V H production [73, 101] and
a search for H ! µ+µ� [85]. The coupling to top
quarks has been addressed through tt̄H production in
the H ! bb̄ decay [68, 69] and in leptonic decays, sensi-
tive to the H ! ZZ(⇤), H ! WW (⇤) and H ! ⌧+⌧�

channels [69, 102]. This results in a total of 77 mea-
surements included in the fit. Correlations between the
measurements are introduced due to the acceptance of
a given experimental measurement to a number of pro-
duction and decay modes. These correlations are taken
into account. Also, the theoretical uncertainties from the
normalisation of the signal strength measurements to the
SM prediction, as included in the experimental results,
are taken to be fully correlated among the experimental
measurements [94, 95]. Correlations due to theory un-
certainties in the calculations with dimension six e↵ects
are included as well.
The results are shown in Fig. 2. We note that we are

in good agreement with [21]; with slight di↵erences that
can be understood from working under di↵erent assump-
tions (specifically the strict linearisation of dimension six
e↵ects) as well as including more analyses. The fit con-
verges with a minimum value of �2 of 87.9 for 69 degrees
of freedom (ndof), corresponding to a p-value of about
0.06. Without theory uncertainties the value of �2 in-
creases to 96.8. The goodness-of-fit is slightly worse than
the result of a �2 test of the SM hypothesis, which gives a
minimum value of �2/ndof = 91.3/77 = 1.19, or a p-value
of 0.13. The smaller p-value for the dimension-six fit with
respect to the SM result can be understood because of
the addition of free parameters not needed to describe
the data, in other words, some dimension-six coe�cients
are not constrained by the current data.

Let us compare these limits to the SM to get an
estimate of how big these constraints are if we move
away from the bar convention. The limits on, e.g.,
c̄g . 0.03 ⇥ 10�3 can be compared for instance against
the e↵ective ggH operator that arises from integrating
out the top quark in the limit mt ! 1. The e↵ective
operator for this limit, using low energy e↵ective theo-
rems [103–105] reads

↵s

12⇡
Ga

µ⌫G
aµ⌫ log(1 +H/v)

'
↵s

12⇡v
Ga

µ⌫G
aµ⌫H + . . . (9)

Matching this operator onto SILH convention of Eq. (3),
we obtain |c̄g(e↵ective SM)| ' 0.23 ⇥ 10�3. So in this
sense, new physics is constrained to a O(10%) deviation
relative to the SM from inclusive observables. The rela-
tive deviations in the tails for this operator can easily be
as big as factors of two (see e.g. [47, 54, 55]), which high-
lights the necessity to resolve this deviation with energy
or momentum dependent observables during run 2 and
the high luminosity phase to best constrain the presence
of non-resonant physics using high momentum transfers.

(incl.theory 
uncertainties) 4

and the luminosity L of the particular analysis:

Nth = �(H +X)⇥ BR(H ! Y Y )

⇥ L⇥ BR(X,Y ! final state) (7)

This number is then multiplied by the e�ciency to mea-
sure the production channel ✏p and the e�ciency to mea-
sure the decay products ✏d, to obtain the measured num-
ber of events

Nev = ✏p✏dNth. (8)

For the e�ciency to reconstruct a specific final state, we
rely on experimental results from run 1, where avail-
able. The e�ciencies used are ✏p,tt̄h = 0.10 [68–71],
✏p,ZH = 0.12, ✏p,WH = 0.04, ✏p,VBF = 0.30 [4, 72–74].
We assume a value of ✏p,H+j = 0.5 [75] (see also [76])
where no experimental results targeting this production
mode are available so far. In order to simplify the as-
sumptions and the background estimates, we consider
only leptonic channels for the V H and tt̄H production
modes. Here only final states with electrons and muons
are used. These are however allowed to originate from
⌧ -decays. In case of the gluon fusion production mode,
analyses targeting di↵erent final states have di↵erent re-
construction e�ciencies. We use the following e�ciencies
for the process pp ! H: ✏p,GF = 0.4 for H ! �� [72, 74],
✏p,GF = 0.01 for H ! ⌧+⌧� [77, 78], ✏p,GF = 0.25 for
H ! 4l [4, 79], ✏p,GF = 0.10 for H ! 2l2⌫ [80, 81],
✏p,GF = 0.10 for H ! Z� [82, 83], and ✏p,GF = 0.50 for
H ! µµ [84, 85]. The H ! bb̄ decay is not considered for
the gluon fusion production mode. Taking a conservative
approach we assume the same reconstruction e�ciencies
for measurements at 14 TeV, independent of the Higgs
transverse momentum.

In the reconstruction of the Higgs boson we include
reconstruction and identification e�ciencies of the final
state objects:

H ! bb̄: We assume a flat b-tagging e�ciency of 60%,
i.e. ✏d,bb̄ = 0.36.

H ! ��: For the identification and reconstruction of iso-
lated photons we assume respectively an e�ciency
of 85%. Hence, we find ✏d,�� ' 0.72.

H ! ⌧+⌧�: We consider ⌧ -decays into hadrons
(BRhad = 0.648) or leptons, i.e. an electron
(BRe = 0.178) or muon (BRµ = 0.174). For the
reconstruction e�ciency of the hadronic ⌧ we
assume a value of 50% and for the electron and
muon we use 95%. Thus, the total reconstruction
e�ciency is ✏d,⌧⌧ ' 0.433.

H ! ZZ⇤
! 4l: We consider Z decays into electrons

and muons only, also taking into account ⌧ decays
into lighter leptons. For each lepton we assume a
reconstruction e�ciency of 95%, which gives a total
reconstruction e�ciency of ✏d,4l ' 0.815.

production process decay process

pp ! H 10 H ! bb̄ 25
pp ! H + j 30 H ! �� 20
pp ! H + 2j 100 H ! ⌧

+
⌧
� 15

pp ! HZ 10 H ! 4l 20
pp ! HW 50 H ! 2l2⌫ 15
pp ! tt̄H 30 H ! Z� 150

H ! µ
+
µ
� 150

TABLE II: Relative statistical uncertainties for each produc-
tion and decay channel in %.

H ! WW ⇤
! 2l2⌫: Only lepton decays into electrons

and muons are considered and for each visible lep-
ton we include a 95% reconstruction e�ciency, i.e.
✏d,2l2⌫ = 0.9025

H ! Z�: Again, we include separately an 85% identi-
fication and reconstruction e�ciency for isolated
photons and a 95% reconstruction e�ciency for
each electron and muon. As a result we find
✏d,Z� ' 0.767.

H ! µ+µ�: Each muon is assumed to have a reconstruc-
tion e�ciency of 95%, resulting in ✏d,µµ = 0.9025.

Owing to the di↵erent selections made in the various
experimental analyses, each channel has a unique back-
ground composition, resulting in di↵erent additional sta-
tistical uncertainties on the measurements. We approx-
imate those by adding uncertainties from the produc-
tion and decay channels in quadrature. The uncertainties
used are given in Tab. II.
Beyond identification and reconstruction e�ciencies

for production channels and Higgs decays, each channel
is plagued by individual experimental systematic uncer-
tainties. For the individual channels studied at a center-
of-mass energy of 8 TeV, we adopt flat systematic uncer-
tainties as published by the experiments [3, 4, 68, 72, 74,
77–88], see Tab. III. In channels where no measurement
has been performed or no information is publicly avail-
able, e.g. pp ! H+2j, H ! Z�, we choose a conservative
estimate of systematic uncertainties of 100%. In addition
to the uncertainties listed in Tab. III, we include a sys-
tematic uncertainty of 30% for the H ! 2l2⌫ channel for
di↵erential cross sections. This uncertainty is due to the
inability of reconstructing the Higgs transverse momen-
tum accurately.
During future runs, systematic uncertainties are likely

to improve with the integrated luminosity. Hence for
our results at 14 TeV we use the 8 TeV uncertainties
as a starting point, as displayed in Tab. III, and rescale
them by

p
L8/L14 for a given integrated luminosity at

14 TeV L14. This results in a reduction of statistical
and systematic uncertainties by a factor of about 0.3 for
L14 = 300 fb�1 and about 0.1 for L14 = 3000 fb�1.
We only consider measurements with more than 5 sig-

nal events after the application of all e�ciencies and a
total uncertainty smaller than 100%. The pseudo-data
are constructed using the SM hypothesis, i.e. all Wil-

Number of predicted events:

Each channel has own prod. and decay efficiencies:

4

and the luminosity L of the particular analysis:
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This number is then multiplied by the e�ciency to mea-
sure the production channel ✏p and the e�ciency to mea-
sure the decay products ✏d, to obtain the measured num-
ber of events

Nev = ✏p✏dNth. (8)

For the e�ciency to reconstruct a specific final state, we
rely on experimental results from run 1, where avail-
able. The e�ciencies used are ✏p,tt̄h = 0.10 [68–71],
✏p,ZH = 0.12, ✏p,WH = 0.04, ✏p,VBF = 0.30 [4, 72–74].
We assume a value of ✏p,H+j = 0.5 [75] (see also [76])
where no experimental results targeting this production
mode are available so far. In order to simplify the as-
sumptions and the background estimates, we consider
only leptonic channels for the V H and tt̄H production
modes. Here only final states with electrons and muons
are used. These are however allowed to originate from
⌧ -decays. In case of the gluon fusion production mode,
analyses targeting di↵erent final states have di↵erent re-
construction e�ciencies. We use the following e�ciencies
for the process pp ! H: ✏p,GF = 0.4 for H ! �� [72, 74],
✏p,GF = 0.01 for H ! ⌧+⌧� [77, 78], ✏p,GF = 0.25 for
H ! 4l [4, 79], ✏p,GF = 0.10 for H ! 2l2⌫ [80, 81],
✏p,GF = 0.10 for H ! Z� [82, 83], and ✏p,GF = 0.50 for
H ! µµ [84, 85]. The H ! bb̄ decay is not considered for
the gluon fusion production mode. Taking a conservative
approach we assume the same reconstruction e�ciencies
for measurements at 14 TeV, independent of the Higgs
transverse momentum.

In the reconstruction of the Higgs boson we include
reconstruction and identification e�ciencies of the final
state objects:

H ! bb̄: We assume a flat b-tagging e�ciency of 60%,
i.e. ✏d,bb̄ = 0.36.

H ! ��: For the identification and reconstruction of iso-
lated photons we assume respectively an e�ciency
of 85%. Hence, we find ✏d,�� ' 0.72.

H ! ⌧+⌧�: We consider ⌧ -decays into hadrons
(BRhad = 0.648) or leptons, i.e. an electron
(BRe = 0.178) or muon (BRµ = 0.174). For the
reconstruction e�ciency of the hadronic ⌧ we
assume a value of 50% and for the electron and
muon we use 95%. Thus, the total reconstruction
e�ciency is ✏d,⌧⌧ ' 0.433.

H ! ZZ⇤
! 4l: We consider Z decays into electrons

and muons only, also taking into account ⌧ decays
into lighter leptons. For each lepton we assume a
reconstruction e�ciency of 95%, which gives a total
reconstruction e�ciency of ✏d,4l ' 0.815.
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H ! WW ⇤
! 2l2⌫: Only lepton decays into electrons

and muons are considered and for each visible lep-
ton we include a 95% reconstruction e�ciency, i.e.
✏d,2l2⌫ = 0.9025

H ! Z�: Again, we include separately an 85% identi-
fication and reconstruction e�ciency for isolated
photons and a 95% reconstruction e�ciency for
each electron and muon. As a result we find
✏d,Z� ' 0.767.

H ! µ+µ�: Each muon is assumed to have a reconstruc-
tion e�ciency of 95%, resulting in ✏d,µµ = 0.9025.

Owing to the di↵erent selections made in the various
experimental analyses, each channel has a unique back-
ground composition, resulting in di↵erent additional sta-
tistical uncertainties on the measurements. We approx-
imate those by adding uncertainties from the produc-
tion and decay channels in quadrature. The uncertainties
used are given in Tab. II.
Beyond identification and reconstruction e�ciencies

for production channels and Higgs decays, each channel
is plagued by individual experimental systematic uncer-
tainties. For the individual channels studied at a center-
of-mass energy of 8 TeV, we adopt flat systematic uncer-
tainties as published by the experiments [3, 4, 68, 72, 74,
77–88], see Tab. III. In channels where no measurement
has been performed or no information is publicly avail-
able, e.g. pp ! H+2j, H ! Z�, we choose a conservative
estimate of systematic uncertainties of 100%. In addition
to the uncertainties listed in Tab. III, we include a sys-
tematic uncertainty of 30% for the H ! 2l2⌫ channel for
di↵erential cross sections. This uncertainty is due to the
inability of reconstructing the Higgs transverse momen-
tum accurately.
During future runs, systematic uncertainties are likely

to improve with the integrated luminosity. Hence for
our results at 14 TeV we use the 8 TeV uncertainties
as a starting point, as displayed in Tab. III, and rescale
them by

p
L8/L14 for a given integrated luminosity at

14 TeV L14. This results in a reduction of statistical
and systematic uncertainties by a factor of about 0.3 for
L14 = 300 fb�1 and about 0.1 for L14 = 3000 fb�1.
We only consider measurements with more than 5 sig-

nal events after the application of all e�ciencies and a
total uncertainty smaller than 100%. The pseudo-data
are constructed using the SM hypothesis, i.e. all Wil-
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How well can the LHC do?
‣ Study LHC’s reach for 300 and 3000 fb−1 (per experiment)

‣ Extrapolate run 1 measurements

• Consider measurements only for leptonic decays of W, Z

• Estimate expected number of events 

• Additional uncertainties from systematics and  
backgrounds for each process

• Scale systematic uncertainties with luminosity

‣ Cross check extrapolations with ATLAS/CMS results
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Figure 7: Feynman diagrams of Higgs boson production via (a) the ggF and (b) VBF production processes.
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Figure 8: Feynman diagrams of Higgs boson production via (a) the qq̄ ! VH and (b,c) gg ! ZH production
processes.

the Z boson is always radiated from the fermion loop and the Higgs boson is either radiated directly
from the fermion loop (Fig. 8b), or is radiated from the outgoing Z boson (Fig. 8c). The cross section of
gg! ZH production is sensitive to the relative sign between t and Z due to interference between these
contributions. This separate treatment of gg! ZH production is not present in the framework described
in Ref. [32].

The ttH production process (Fig. 9a) directly probes the Higgs boson coupling strength to top quarks,
parameterised in the framework with the scale factor t . Tree-level tH production, comprising the pro-
cesses qg ! tHbq0 (Fig. 9b, 9c) and gb ! WtH (Fig. 9d, 9e), is included as background to events in all
reconstructed ttH categories, and has for SM Higgs boson coupling strengths a large destructive interfer-
ence [69] between contributions where the Higgs boson is radiated from the W boson and from the top
quark. The SM cross section for tH production is consequently small, about 14% of the ttH cross section.
However, for negative t the interference becomes constructive and, following Table 9, the cross section
increases by a factor of 6 (13) for | t | = | W | = 1 for the gb ! WtH (qg ! tHbq0) process, making the
tH process sensitive to the relative sign of the W and top-quark coupling strength, despite its small SM
cross section. The modelling of tH production is not present in the framework described in Ref. [32].

The bbH (Fig. 9a) production process directly probes the Higgs boson coupling strength to b-quarks, with
scale factor b. Simulation studies using bbH samples produced in the four-flavour scheme [82, 96] have
shown that the ggF samples are a good approximation for bbH production for the most important analysis
categories, therefore bbH production is always modelled using simulated ggF events (see Section 2.10).

The combined input channels probe seven Higgs boson decay modes. Five of these decay modes, H !
WW⇤, H ! ZZ⇤, H ! bb̄, H ! ⌧⌧, and H ! µµ each probe a single coupling-strength scale factor to
either a gauge boson (Fig. 10a) or to a fermion (Fig. 10b). The remaining two decay modes, H ! �� and
H ! Z� are characterised by the interference between W boson or top-quark loop diagrams (Fig. 11).
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Fit Framework
‣ Fast parametrisation of calculations: Professor 

• production: VBFNLO               

• decay: eHDECAY

• predictions normalised to results from HXSWG 

‣ Run 1 Higgs data: HiggsSignals

‣ Statistical framework: Gfitter

29 Examining the SM and beyond

[Gfitter group, 0811.0009]

�2 = (x� t(ci, �k))
TV �1(x� t(ci, �k))

Wilson coefficients

nuisance parameters for  
theoretical uncertainties  
(correlate across channels)

Data

Predictions

V = Vstat + Vsystwith

taken to be normal  
distributed

�k

[Buckley et al., 0907.2973]

[Contino et al., 1403.3381]

[Bechtle et al., 1305.1933]

[Arnold et al., 1207.4975]
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Theoretical Uncertainties
‣ assume uncertainties from SM h.o. calculations

‣ two nuisance parameters (δSM, δO6) for each 

• production

• decay

process, in other words: rate uncertainties only (for now)

‣ 26 nuisances, 8 Wilson coefficients = 34 free parameters

30 Examining the SM and beyond

8

tt̄H HZ HW H incl. H + j H + 2j

H ! bb̄ 80 25 40 100 100 150
H ! �� 60 70 30 10 10 20

H ! ⌧
+
⌧
� 100 75 75 80 80 30

H ! 4l 70 30 30 20 20 30
H ! 2l2⌫ 70 100 100 20 20 30
H ! Z� 100 100 100 100 100 100

H ! µ
+
µ
� 100 100 100 100 100 100

TABLE III: Relative systematic uncertainties for each pro-
duction times decay channel in %.

production process decay process

pp ! H 14.7 H ! bb̄ 6.1
pp ! H + j 15 H ! �� 5.4
pp ! H + 2j 15 H ! ⌧

+
⌧
� 2.8

pp ! HZ 5.1 H ! 4l 4.8
pp ! HW 3.7 H ! 2l2⌫ 4.8
pp ! tt̄H 12 H ! Z� 9.4

H ! µ
+
µ
� 2.8

TABLE IV: Theoretical uncertainties for each production and
decay channel in %.

are constructed using the SM hypothesis, i.e. all Wilson
coe�cients are set to zero. We construct expected sig-
nal strength measurements for all accessible production
and decay modes. Additionally, di↵erential cross sections
as function of the Higgs transverse momentum are simu-
lated with a bin size of 100 GeV. In 2 ! 3 processes like
ttH other di↵erential distributions might provide higher
sensitivity than pT,H , but at this point we restrict the
analysis to include pT,H distributions only, as these are
likely to be provided as unfolded distributions by the ex-
perimental collaborations. We leave studies on the sensi-
tivity of additional kinematic variables in a global fit to
future work [74].

Comparing our predictions for the uncertainties on
the signal strength measurements for 14 TeV using an
integrated luminosity of L14 = 300 fb�1 and L14 =
3000 fb�1, with the expectations published by AT-
LAS [113, 114] and CMS [115, 116], we find good quan-
titative agreement with the publicly available channels.

Theory uncertainties included in the fit are listed in
Tab. IV and have been obtained by the Higgs cross sec-
tion working group [101–103] (see also [117] about their
role in Higgs fits). We assume the same size of theory
uncertainties for the SM predictions as for calculations
using the EFT framework. The theory uncertainties are
not scaled with luminosity and retain the values given in
Tab. IV throughout this work.

Systematic uncertainties are crucial limiting factors of
a coupling extraction and the scaling we choose in the
present paper are unlikely to be realistic, but provide
a clean extrapolation picture for potential progress over
the next decades. In summary, the assumptions chosen
to get our estimate are

• the above luminosity scaling of experimental uncer-

tainties,

• a clean separation of the measurements of all pro-
duction and decay channels (no cross talk between
channels),

• flat experimental systematic uncertainties as func-
tion of pT,H ,

• flat theory uncertainties as function of pT,H as
quoted in Tab. IV, which we assume to be inde-
pendent of the Wilson coe�cients.

A more detailed investigation of systematics beyond the
approximations chosen in this work can provide a guide-
line for future precision e↵orts, this work is currently
ongoing [74].

VI. PREDICTED CONSTRAINTS

The projected measurements of the Higgs signal
strengths and the Higgs transverse momentum (pT,H)
distributions are used to test the sensitivity to the dimen-
sion six operators that can be obtained with the LHC. In
all fits theory uncertainties are included as nuisance pa-
rameters with Gaussian constraints. The constraints on
individual Wilson coe�cients are obtained by a marginal-
isation over the remaining coe�cients and the nuisance
parameters related to the theory uncertainties.
In order to test this approach, we first generate pseudo-

data for 8 TeV following the procedure detailed above.
The integrated luminosity is chosen to be L8, i.e. 25 fb�1

per experiment which corresponds to the full Run 1 data.
With this setting no luminosity scaling of experimental
uncertainties is performed. Besides statistical uncertain-
ties, the generated 8 TeV data have systematic uncertain-
ties corresponding to the values given in Tabs. II and III.
We compare the constraints obtained with these pseudo-
data with the ones obtained from the Run 1 analysis in
Tab. V. Similar to the constraints derived in Sec. IV no
reliable constraints at 95% CL on coe�cients other than
c̄g and c̄� can be derived within the parameter ranges
considered in this work. We observe that the constraints
using pseudo-data are considerably weaker than the ones
from the existing Run 1 measurements. This is no sur-
prise, as the simplified approach outlined above can not
reflect the complexity of real analyses, where a number
of signal regions are used to disentangle di↵erent pro-
duction modes. This picture does not change when in-
cluding di↵erential distributions (last column of Tab. V)
which results in slightly better constraints at 8 TeV com-
pared to the fit with signal strengths only. We note that
although the constraints obtained with pseudo-data are
generally weaker, they are very similar to the ones using
current Run 1 experimental data. We therefore trust our
method and proceed to derive the expected sensitivity of
the LHC.

µi,f =
�O6

i,f + uO6

i,f (1� �O6

i,f )

�SM

i,f + uSM

i,f (1� �SMi,f )
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Impact of Theory Uncertainties
Uncertainties in tails of pT,H

‣ One additional nuisance parameter for each production mode (+6)

• vary inclusive rate and tails independently 

• logarithmic or linear dependence

31 Examining the SM and beyond
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Constraints from Run 1
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result
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[Englert, RK, Schulz, Spannowsky, 1509.00672]
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Og

“Hgg”
Oγ

“Hγγ”

Ou3

“Htt”
OW

“HWW”

No constraints on Ou3 and OW  
with L = 300 to 3000 fb−1 !

L = 300 fb−1

L = 3000 fb−1

[Englert, RK, Schulz, Spannowsky, 1509.00672]
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Flat Directions

34 Examining the SM and beyond

5

ΛNP [GeV]

g
N
P

EFT valid

Limit from 
measurement Unconstrained  

by measurement

NP models 
constrained

EFT not valid

FIG. 1: New Physics interpretation of constraint on new op-
erators C(ΛNP)⟨ÔNP⟩ ∼ (gNP/ΛNP)

2 (black line). The red
vertical line indicates the validity cut-off of the effective the-
ory. Only the parameter space captured the by green-shaded
area is constrained using the effective theory approach.

est new particle mass, but if this mass scale is resolved
by the LHC, the only theoretically correct way to con-
strain models is to include the full model dependence on
the propagating degrees of freedom. While the numer-
ical effects can be small depending on the model, their
full inclusion is well possible given the state-of-the-art of
current Monte Carlo event generators.

IV. DIJETS AND CONTACT INTERACTIONS
AT THE LHC

Let us come back to the contact interaction model in-
troduced in Sec. II. To make our discussion transparent,
we use these results for all contributing quark flavour-
changing partonic subprocesses (and neglect the factor
GF /

√
2 in the operator definitions). We define the new

physics scale and the resulting EFT at (i) ΛNP = 14 TeV,
outside the kinematic LHC coverage of the run 2 start-
up energy

√
s = 13 TeV and (ii) at the maximum energy

of a low statistics phase during run 2 following Sec. III
in a toy MC analysis. To take into account the opera-
tor mixing and to reflect the energy dependence of the
Wilson coefficients when probed at different centre-of-
mass energies

√
ŝ, we can solve the RGE resulting from

Eqs. (8) and (10) and evaluate the effective Lagrangian at
a specific energy scale on an event-by-event basis. Setting
the correct scale at which we evaluate {Ci(µ)} involves
some freedom, similar to choosing an appropriate scale,
at which we evaluate the running of αs in SM-like sim-
ulations of hadron collider processes. In this particular
case we choose µ =

√
ŝ, which is also chosen to be the

relevant scale for parton densities and the running of the
strong coupling.
In Fig. 2 we display the differential impact of taking

into account the RGE-improved separation of ΛNP =
14 TeV from the scale at which the effective Lagrangian
is probed as a function of the jets’ transverse momentum

pT,j [TeV]

ra
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o

21.751.51.251
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0.95
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BSM pp → jj, fixed

BSM pp → jj, RGE

SM pp → jj,
√

s = 13 TeV
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d
σ
/d

p T
,j

[f
b
/2

0
G
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]
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FIG. 2: Transverse momentum distribution of dijet events at
the LHC with

√
s = 13 TeV. We show the SM and two scenar-

ios including the effective operators of Sec. II. Scenario 1 (2)
refers to a choice of the Wilson coefficient of C1 = C2 = 10.
“fixed” refers to the non-RGE improved distributions and
“RGE” refers to distributions obtained by fixing the effective
Lagrangian at Λ = 14 TeV and using the RGEs to consis-
tently resum QCD effects to the measurement scale

√
ŝ. The

ratio panel gives the differential impact of including the RGE
running, displaying the ratio of “fixed” and “RGE”.

pT,j .¶

Generally the absolute effects dominated over the RGE
improved event simulation as becomes obvious from the
logarithmic plot in Fig. 2. The induced relative difference
turns out to be of order O(10%) in this particular exam-
ple. Depending on the size of the data sample and the
systematic uncertainty this could in principle be the level
at which the LHC will be able to probe jet distributions
at large luminosities during run 2.
Obviously, for our choice of ΛNP, the impact of RGE

effects are not very large and will not account for the
dominant uncertainties on non-standard interactions at
the beginning of run 2 (see Refs. [24, 25] for a discus-
sion of systematic uncertainties of jet measurements at
the LHC). Given the 10% relative impact of a theoreti-
cally clean separation of new physics and measurement
scale as demonstrated in Fig. 2, we can turn the argu-

¶These results have been obtained with a modified version of MadE-
vent/MadGraph v5 [21], inputting a Ufo [22] model file generated
with FeynRules [23]. We select jets in |ηj | ≤ 2.5 using the Monte
Carlo’s default settings. The toy model could be thought of in
terms of an already constrained very massive W ′ boson. We have
checked that an analogous Z′ model leads to similar results.

Validity and Relevance of EFT

⇢X,Y =
E[(X � E[X])(Y � E[Y ])]

�x�y
(193)

gggh(mh) > gggh,SM (194)

bb̄bb̄ (195)

pT,H . 2mt (196)

2mt . pT,H . 2mNP (197)

2mNP . pT,H (198)

H ! ⌧+⌧� (199)

H ! WW ⇤ (200)

H ! ZZ⇤ (201)

L = LSM +
X

i

g2i
⇤2
NP

Oi (202)

14

Lagrangian dim-6:
EFT used to set limits on UV models from non-observation of new physics

[Englert, MS 1408.5147]

Oxford                     Seminar      Michael Spannowsky             19.11.2015                   11

Multi-parameter fit
‣Combinations of coefficients ci can result 

in same signal strength
‣No sensitivity without fixing some to 0

Solution
‣ different behaviour at high energies
‣ include differential measurements of pT,H 

[Englert, Spannowsky, 1408.5147] 
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Lifting flat directions

35 Examining the SM and beyond

Wc
10− 5− 0 5 10

3−10×

H
W

c

10−

0

10

3−10× L = 3000 fb−1

only signal strengths 

including pT,H measurements

‣ Strong correlations between 
coefficients are lifted
‣ Simultaneous constraints on 

all parameters possible

[Englert, RK, Schulz, Spannowsky, 1509.00672]
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Invisible Width

36

‣ Consider additional light degree of freedom

‣ if Γtot (and Γinv) increases, signal  
strengths decrease

H

𝝌 (DM)

𝝌 (DM)(e.g. dark portal)
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T,h

 + pµ

1−HL-LHC, 3000 fb

note: ΓSM = 4 MeV

No BSM contributions 
beyond BRinv :

BRinv < 3%      (no theo unc)

BRinv < 9-11% (with theo unc)

Very similar to expected 
direct measurements

[Okawa et al., 1309.7925]

ATLAS study:  BRinv < 15% 
[ATL-PHYS-PUB-2013-015]

Examining the SM and beyond
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Consider additional light degree of freedom

No BSM contributions beyond BRinv:  BRinv < 10-15%

Invisible Width with HL-LHC

37

BRinv ≲ 20-25% 
(with pTH meas)

(not too far  
from constraints 
with SM+BRinv)
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large  
difference!

Include d6 Op  
effects

BRinv < 30-35% 
(μs only)
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(e.g. dark portal)

Examining the SM and beyond

[1708.06355]
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Off-shell Measurement
Can H→ZZ off-shell measurement help to constrain Γinv?
‣ Extrapolate run 1 measurement  

of m4ℓ, similar to pT,H

• off-shell: m4ℓ > 330 GeV

• dominated by statistics,  
~ 15% uncertainty with HL-LHC

38 Examining the SM and beyond
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FIG. 1: Constraining the total Higgs width by
fixing the signal strength (on-shell region) and
measuring the cross section at large invariant ZZ
masses, keeping couplings in the on-shell and Higgs
off-shell region fixed. Distributions are leading or-
der, while keeping all quarks dynamical and the
bottom and top quarks massive. We have chosen
a minimal cut set pT (ℓ) ≥ 10 GeV, |y(ℓ)| ≤ 2.5,
∆R(ℓℓ′) ≥ 0.4.

CMS have presented first results [18] using this strat-
egy, claiming Γh < 4.2 × ΓSM

h at 95% confidence level
by injecting a global Higgs signal strength µ ≃ 1. The
strategy is sketched in Fig. 1; and we give a quick outline
to make this work self-contained (for additional details
see [11, 14, 18]):

As long as the narrow width approximation is appli-
cable, the cross section for the process p(g)p(g) → h →
ZZ∗ → 4ℓ in the the Higgs on-shell region scales as3

σh,g × BR(h → ZZ → 4ℓ) ∼
g2ggh g

2
hZZ

Γh
, (2)

where we denote the relevant couplings by gX . The
dominant Feynman diagram in this phase space region
is the triangle of Fig. 2, the continuum contribution from
gg → ZZ∗ is highly suppressed and interference is negli-
gible [12].

Since the Higgs width is anticipated to be a small pa-
rameter compared to the Higgs mass Γh/mh ∼ 10−4, we
can expand the Higgs Breit-Wigner propagator D(s) =

g

g

e

e

µ

µ

Z

Z

h

t, b, q

g

g

e

e

µ

µ

Z

Z

q q′

FIG. 2: Representative Feynman diagram topologies con-
tributing to gg → ZZ with leptonic Z boson decays in the
SM and theories with extended fermionic sectors.

3We mainly focus on the final state e+e−µ+µ− in the following.
Generalizing our results to full leptonic ZZ decays is straightfor-
ward due to negligible identical fermion interference.

i/(s−m2
h + iΓhmh) away from the peak region s ≫ m2

h

|D|2 =
1

s2

(

1 +
m4

h

s4
Γ2
h

m2
h

)

+O
(

Γ4

s4

)

(3)

which shows that the Higgs width parameter rapidly de-
couples from the scattering process for Higgs off-shell pro-
duction. Therefore, the contribution from the triangle di-
agrams in Fig. 2 (neglecting interference for the moment)
scales as

dσh ∼
g2ggh(

√
s) g2hZZ(

√
s)

s
dLIPS×pdfs. (4)

Now, if there is a direct correspondence between gi(mh)
and gi(

√
s), measuring the signal strength µ in the off-

shell and on-shell regions simultaneously allows us to set
a limit on the width of the Higgs boson Γh. More ex-
plicitly, for Γh > ΓSM

h , we need to have g2gghg
2
hZZ >

(g2gghg
2
hZZ)

SM to keep µ = µSM fixed, which in turn im-

plies σh > σSM
h . Fig. 1 validates this line of thought and

qualitatively reflects the CMS analysis.

But how general is this approach, or put differently,
how solid is a limit on Γh obtained this way once we in-
clude unknown new physics effects? And letting aside
the interpretation in terms of a constraint on the Higgs
width, what are the more general ramifications of a mea-
surement of the gluon-fusion ZZ and WW cross section
away from the Higgs mass peak?
It is the purpose of this letter to address these ques-

tions from a new physics perspective with a particular
emphasis on probability conservation. First we interpret
the outlined Higgs width measurement from a unitarity
perspective, which paves the way to the formulation of a
simple and transparent BSM counterexample. We anal-
yse the interplay of new resolved physics contributions
to gg → V V ∗ to both Higgs and continuum ZZ,WW
production in light of electroweak precision constraints
and finally point out that, enforcing µ ≃ µSM the off-
shell measurement provides additional statistical pull to
constrain the Higgs’ CP nature in the presence of higher

3
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FIG. 3: Individual leading order contributions from
Fig. 2 to the full hadronic cross section. For com-
parison we also include the effective theory distri-
bution resulting from a ggh effective vertex in the
mt → ∞ limit. Cuts are identical to Fig. 1. The
coloured scalars are for representative values of λ
and Γh to illustrate their behaviour. For additional
details see text.

dimensional operators (unresolved new physics). We also
discuss off-shell measurements in WBF in Sec. V.
As we will see, in order to gain qualitative control of

new physics effects in the Higgs off-shell region we can-
not rely on effective theory calculations for the SM spec-
trum. We consequently keep all quarks dynamical and
include finite mass effects of the bottom and top quarks.
Our work therefore extends beyond the assumptions of
Ref. [19] which has discussed the impact of new operators
to high invariant mass measurements in detail recently.
We only focus on modified ggh and hZZ/hWW inter-
actions and neglect QED contributions throughout; they
are negligible for high invariant masses when both Zs
are fully reconstructed, but can be sensitive to the pres-
ence of new physics when studied on the Higgs peak via
h → Zγ∗, γ∗γ∗ [20]. We will mainly focus our discussion
on

√
s = 8 TeV; our results straightforwardly generalize

to run II.
Computations have been performed and

cross checked with a combination of Fey-
nArts/FormCalc/LoopTools [21], Helas [22],
MadGraph/MadEvent [23], and Vbfnlo [24]. We
have checked our results against [13] and find very good
agreement.

II. HIGGS WIDTH MEASUREMENTS FROM

gg → V V : A UNITARITY PERSPECTIVE

In Fig. 3 we show the individual contributions of
pp → ZZ∗ → e+e−µ+µ− that result from the Feyn-
man diagrams of Fig. 2. We also include a com-
parison of the full Higgs contribution with the low
energy effective theory [25] as implemented in Mad-
Graph/MadEvent [23], which shows large deviations
when the absorptive parts of the top quark loop are re-

solved (the corresponding Cutkosky cut [26] is included
in Fig. 2). Obviously, a reliable analysis of the high in-
variant mass region in correlation with the on-shell part
cannot be obtained by applying effective theory simpli-
fications. The CMS analysis [18] focuses on m(4ℓ) ≥
330 GeV.
It is known that the interference between the trian-

gle and box diagrams is destructive [12] above the 2mt

threshold. This large interference effect becomes trans-
parent when calculating the cross section for the process
qq̄ → ZZ with massive quarks in the initial state. It in-

87654321

10

1

0.1

0.01

CMS exclusion
tt̄ → ZZ Yukawa
tt̄ → ZZ Gauge

tt̄ → ZZ full

tt̄ → ZZ

√
s [TeV]

σ
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b
]

FIG. 4: Unpolarized tt̄ → ZZ cross section as function of
energy. We demonstrate unitarity cancellations between the
gauge and Yukawa-type interactions (blue solid and dashed;
the dashed line lies on top of the solid line), yielding a well-
defined SM cross section (orange). We also show the pa-
rameter choice that corresponds to the CMS-like exclusion
of Γh ≃ 5×ΓSM

h based on the strategy outlined in [2] and the
introduction.

[Englert, Spannowsky,1405.0285]

4

observe 223 events in the off-shell signal region, while we expect 217.6± 9.5 from SM processes,
including the SM Higgs boson signal.
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Figure 2: Distribution of the four-lepton invariant mass in the range 100 < m4` < 800 GeV.
Points represent the data, filled histograms the expected contributions from the reducible (Z+X)
and qq backgrounds, and from the sum of the gluon fusion (gg) and vector boson fusion (VV)
processes, including the Higgs boson mediated contributions. The inset shows the distribution
in the low mass region after a selection requirement on the MELA likelihood discriminant
Dkin

bkg > 0.5 [7]. In this region, the contribution of the ttH and VH production processes is
added to the dominant gluon fusion and VBF contributions.

In order to enhance the sensitivity to the gg production in the off-shell region, a likelihood
discriminant Dgg is used, which characterizes the event topology in the 4` centre-of-mass frame
using the observables (mZ1, mZ2, ~W) for a given value of m4`, where ~W denotes the five angles
defined in Ref. [28]. The discriminant is built from the probabilities Pgg

tot and P
qq
bkg for an event to

originate from either the gg ! 4` or the qq ! 4` process. We use the matrix element likelihood
approach (MELA) [2, 29] for the probability computation using the MCFM matrix elements for
both gg ! 4` and qq ! 4` processes. The probability P

gg
tot for the gg ! 4` process includes

the signal (Pgg
sig), the background (Pgg

bkg), and their interference (Pgg
int), as introduced for the

discriminant computation in Ref. [37]. The discriminant is defined as

Dgg =
P

gg
tot

P
gg
tot + P

qq
bkg

=

2

41 +
P

qq
bkg

a ⇥ P
gg
sig +

p
a ⇥ P

gg
int + P

gg
bkg

3

5
�1

, (4)

where the parameter a is the strength of the unknown anomalous gg contribution with respect
to the expected SM contribution (a = 1). We set a = 10 in the definition of Dgg according to the
expected sensitivity. Studies show that the expected sensitivity does not change substantially
when a is varied up or down by a factor of 2. It should be stressed that fixing the parameter a

[CMS, 1405.3455]

[Caola, Melnikov, 1307.4935]
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On-shell and off-shell
Consider only pp→ZZ→4ℓ measurements

‣ on-shell: precision of 3%

‣ off-shell: precision of 15% 
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Off-shell measurement and Γinv

Study impact of off-shell measurement in full fit
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marginalise over all ci

Correlating on-shell 
and off-shell region a 
la Caola-Melnikov 
does not improve 
width constraint 
within EFT framework

(less sensitivity of  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