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Current status in a nutshell
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Available nuclear PDFs

• EPPS’16 (supersedes EPS’09)
Eskola, Paakkinen, Paukkunen, Salgado, arXiv:1612.0574

• nCTEQ’15
nCTEQ collaboration, PRD93(2016)085037, arXiv:1509.00792

• DSSZ’11 
de Florian, Sassot, Stratmann, Zurita, PRD85(2012)074028, arXiv:1509.00792

• HKN’07
Hirai, Kumano, Nagai, PRC76(2007)065207, arXiv:0709.3038

• AT’12
Atashbar Tehrani, PRC86(2012)064301

• KA’15 
Khanpour,  Atashbar Tehrani, PRD93(2016)014026, arXiv:1601.00939

NEW
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Main differences
• Used data sets  

• charged lepton-nucleus DIS, pA DY: All groups (but different cuts!)
(EPPS’16 uses also 𝜋-A DY data)

• RHIC single pion production: EPPS’16, nCTEQ’15, DSSZ’11
(EPPS now with weigth = 1; DSSZ includes nuclear corrections to FFs)

• neutrino-Pb DIS (CHORUS): EPPS’16

• LHC data (dijet production, W/Z production): EPPS’16

• Parametrization

• Multiplicative nuclear correction factors: EPPS’16, DSSZ’11, HKN’07, AT’12, KA’15
(requires proton baseline, parametrization can be quite complicated)

• Native nuclear PDFs (same treatment as proton PDFs): nCTEQ’16 
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Main differences with free-proton PDFs

• Theoretical status of factorization

• Parametrization: more parameters to model A-dependence

• Less data constraints, much(!) smaller kinematic coverage

Di↵erences with the free-proton PDFs

I Theoretical status of Factorization

I Parametrization – more parameters to model A-dependence

I Di↵erent data sets – much less data:
nCTEQ15 dataset

Non-perturbative

I Less data ! less constraining power ! more assumptions
(fixing) about a

i

parameters
I Assumptions limit/replace uncertainities!

13 / 55

• Less data constraints → more assumptions about input PDFs

• Assumptions “hide” uncertainties!
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EPPS’16 framework: Data
5

Table 1 The data sets used in the EPPS16 analysis, listed in the order of growing nuclear mass number. The number of data
points and their contribution to �

2 counts only those data points that fall within the kinematic cuts explained in the text.
The new data with respect to the EPS09 analysis are marked with a star.

Experiment Observable Collisions Data points �

2 Ref.

SLAC E139 DIS e

�He(4), e�D 21 12.2 [72]
CERN NMC 95, re. DIS µ

�He(4), µ�D 16 18.0 [73]

CERN NMC 95 DIS µ

�Li(6), µ�D 15 18.4 [74]
CERN NMC 95, Q2 dep. DIS µ

�Li(6), µ�D 153 161.2 [74]

SLAC E139 DIS e

�Be(9), e�D 20 12.9 [72]
CERN NMC 96 DIS µ

�Be(9), µ�C 15 4.4 [75]

SLAC E139 DIS e

�C(12), e�D 7 6.4 [72]
CERN NMC 95 DIS µ

�C(12), µ�D 15 9.0 [74]
CERN NMC 95, Q2 dep. DIS µ

�C(12), µ�D 165 133.6 [74]
CERN NMC 95, re. DIS µ

�C(12), µ�D 16 16.7 [73]
CERN NMC 95, re. DIS µ

�C(12), µ�Li(6) 20 27.9 [73]
FNAL E772 DY pC(12), pD 9 11.3 [76]

SLAC E139 DIS e

�Al(27), e�D 20 13.7 [72]
CERN NMC 96 DIS µ

�Al(27), µ�C(12) 15 5.6 [75]

SLAC E139 DIS e

�Ca(40), e�D 7 4.8 [72]
FNAL E772 DY pCa(40), pD 9 3.33 [76]
CERN NMC 95, re. DIS µ

�Ca(40), µ�D 15 27.6 [73]
CERN NMC 95, re. DIS µ

�Ca(40), µ�Li(6) 20 19.5 [73]
CERN NMC 96 DIS µ

�Ca(40), µ�C(12) 15 6.4 [75]

SLAC E139 DIS e

�Fe(56), e�D 26 22.6 [72]
FNAL E772 DY e

�Fe(56), e�D 9 3.0 [76]
CERN NMC 96 DIS µ

�Fe(56), µ�C(12) 15 10.8 [75]
FNAL E866 DY pFe(56), pBe(9) 28 20.1 [77]

CERN EMC DIS µ

�Cu(64), µ�D 19 15.4 [78]

SLAC E139 DIS e

�Ag(108), e�D 7 8.0 [72]

CERN NMC 96 DIS µ

�Sn(117), µ�C(12) 15 12.5 [75]
CERN NMC 96, Q2 dep. DIS µ

�Sn(117), µ�C(12) 144 87.6 [79]

FNAL E772 DY pW(184), pD 9 7.2 [76]
FNAL E866 DY pW(184), pBe(9) 28 26.1 [77]
CERN NA10F DY ⇡

�W(184), ⇡�D 10 11.6 [52]
FNAL E615F DY ⇡

+W(184), ⇡�W(184) 11 10.2 [53]

CERN NA3F DY ⇡

�Pt(195), ⇡�H 7 4.6 [51]

SLAC E139 DIS e

�Au(197), e�D 21 8.4 [72]
RHIC PHENIX ⇡

0 dAu(197), pp 20 6.9 [28]

CERN NMC 96 DIS µ

�Pb(207), µ�C(12) 15 4.1 [75]
CERN CMSF W± pPb(208) 10 8.8 [43]
CERN CMSF Z pPb(208) 6 5.8 [45]
CERN ATLASF Z pPb(208) 7 9.6 [46]
CERN CMSF dijet pPb(208) 7 5.5 [34]
CERN CHORUSF DIS ⌫Pb(208), ⌫Pb(208) 824 998.6 [50]

Total 1811 1789

• DIS cut: Q > 1.3 GeV

• No cut on W

• Underlying assumption: 
structure function ratios less 
sensitive to higher twist and TMC4

From the older measurements, also pion-nucleus DY
data from the NA3 [51], NA10 [52], and E615 [53] col-
laborations are now included. These data have been
shown [66,67] to carry some sensitivity to the flavour-
dependent EMC e↵ect. However, more stringent flavour-
dependence constraints at large x are provided by the
CHORUS (anti)neutrino-Pb DIS data [50], whose treat-
ment in the fit is detailedly explained in Section 3.2.

The present analysis is the first one to directly in-
clude LHC data. To this end, we use the currently pub-
lished pPb data for heavy-gauge boson [43,45,46] and
dijet production [34]. These observables have already
been discussed in the literature [68,69,70,71,36,41] in
the context of nuclear PDFs. Importantly, we include
the LHC pPb data always as forward-to-backward ra-
tios in which the cross sections at positive (pseudo)ra-
pidities ⌘ > 0 are divided by the ones at negative rapidi-
ties ⌘ < 0. This is to reduce the sensitivity to the chosen
free-proton baseline PDFs as well as to cancel the ex-
perimental luminosity uncertainty. However, upon tak-
ing the ratio part of the information is also lost as, for
example, the points near ⌘ = 0 are, by construction, al-
ways close to unity and carry essentially no information.
In addition, since the correlations on the systematic er-
rors are not available, all the experimental uncertainties
are added in quadrature when forming these ratios (ex-
cept for the CMS W measurement [43] which is taken
directly from the publication) which partly undermines
the constraining power of these data. The baseline pp
measurements performed at the same

p
s as the pPb

runs may, in the future, also facilitate a direct usage of
the nuclear modification factors d�pPb/d�pp. The tech-
nicalities of how the LHC data are included in our anal-
ysis are discussed in Section 3.3.

In Fig. 2 we illustrate the predominant x and Q2 re-
gions probed by the data. Clearly, the LHC data probe
the nuclear PDFs at much higher in Q2 than the ear-
lier DIS and DY data. For the wide rapidity coverage
of the LHC detectors the new measurements also reach
lower values of x than the old data, but for the lim-
ited statistical precision the constraints for the small-x
end still remain rather weak. All the exploited data sets
including the number of data points, their �2 contribu-
tion and references are listed in Table 3. We note that,
approximately half of the data are now for the 208Pb
nucleus while in the EPS09 analysis only 15 Pb data
points (NMC 96) were included. Most of this change is
caused by the inclusion of the CHORUS neutrino data.

3.1 Isoscalar corrections

Part of the charged-lepton DIS data that have been
used in the earlier global nPDF fits had been “cor-
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Fig. 2 The approximate regions in the (x,Q2) plane at which
di↵erent data in the EPPS16 fit probe the nuclear PDFs.

rected”, in the original publications, for the isospin ef-
fects. That is, the experimental collaborations had tried
to eliminate the e↵ects emerging from the unequal num-
ber of protons and neutrons when making the com-
parison with the deuteron data. In this way the ratios
FA

2

/FD

2

could be directly interpreted in terms of nuclear
e↵ects in the PDFs. However, this is clearly an unnec-
essary operation from the viewpoint of global fits, that
has previously caused some confusion regarding the nu-
clear valence quark modifications: the particularly mild
e↵ects found in the nDS [20] and DSSZ [31] analyses
(see Fig. 27 ahead) most likely originate from neglect-
ing such a correction.

The structure function of a nucleus A with Z pro-
tons and N neutrons can be written as

FA

2

=
Z

A
F p,A

2

+
N

A
F n,A

2

, (10)

where F p,A

2

and F n,A

2

are the structure functions of
the bound protons and neutrons. The corresponding
isoscalar structure function is defined as the one con-
taining an equal number of protons and neutrons,

F̂A

2

=
1

2
F p,A

2

+
1

2
F n,A

2

. (11)

Using Eq. (10), the isoscalar structure function reads

F̂A

2

= �FA

2

, (12)

where

� =
A

2

 
1 +

F n,A

2

F p,A

2

!
/

 
Z +N

F n,A

2

F p,A

2

!
. (13)

Usually, it has been assumed that the ratio F n,A

2

/F p,A

2

is free from nuclear e↵ects,

F n,A

2

F p,A

2

=
F n

2

F p

2

, (14)
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EPPS’16 vs nCTEQ’15 @Q2=10 GeV2

• Generally good agreement for x>0.01 (nCTEQ has no data constraints for x<0.01) 
Δ𝝌2 = 35 (nCTEQ’15), Δ𝝌2 = 52 (EPPS’16)

• Valence bands at large-x partly differ (valence at small-x <10-2 irrelevant);
influence from CHORUS data?

• EPPS’16 bands for light sea more realistic; nCTEQ’15 has fewer fit parameters for sea

• Still quite some parametrization bias even for EPPS’16

24
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Fig. 24 The values of �2

/N

data

from the Baseline fit (red bars) and EPPS16 (green bars) for data in Table 3.
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Fig. 25 Comparison of the EPPS16 nuclear modifications (black central curve with shaded uncertainty bands) with those
from the nCTEC15 analysis [32] (red curves with hatching) at Q

2 = 10GeV2.

line fit gives a very large value but this disagreement
disappears when these data are included in the fit. How-
ever, upon including the new data no obvious conflicts
with the other data sets show up and thus the new
data appear consistent with the old. While it is true
that on average �2/N

data

for the old data grows when
including the new data (and this is mathematically in-
evitable) no disagreements (�2/N

data

� 1) occur. For
the NMC Ca/D data �2/N

data

is somewhat large but,
as can be clearly seen from Fig. 13, there appears to be
large fluctuations in the data (see the two data points
below the EPPS16 error band). While the improvement
in �2/N

data

for the CHORUS data looks smallish in

Fig. 24, for the large amount of data points (824) the
absolute decrease in �2 amounts to 106 units and is
therefore significant.

5.4 Comparison with other nuclear PDFs

In Fig. 25 we compare our EPPS16 results at the scale
Q2 = 10GeV2 with those of the nCTEQ15 analysis [32].
The nCTEQ15 uncertainties are defined by a fixed tol-
erance ��2 = 35, which is similar to our average value
��2 = 52 and in this sense one would expect uncer-
tainty bands of comparable size. The quark PDFs were
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Comparison with dijet data
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Fig. 26 The CMS dijet data [34] compared with the results
obtained with the EPPS16 (blue bands), nCTEQ15 [32] (red
bands) and DSSZ [31] (hatched bands) nuclear PDFs.

allowed to be partly flavour dependent in the nCTEQ15
analysis (although to a much lesser extent than in EPPS16),
hence we show the comparison for all parametrized par-
ton species. The two fits (as well as nCTEQ15 and our
Baseline fit in Fig. 22) can be considered compatible
since the uncertainty bands always overlap. For all the
sea quarks the nCTEQ15 uncertainties appear clearly
smaller than those of EPPS16 though less data was used
in nCTEQ15. This follows from the more restrictive as-
sumptions made in the nCTEQ15 analysis regarding
the sea-quark fit functions: nCTEQ15 has only 2 free
parameters for all sea quarks together, while EPSS16
has 9. Specifically, the nCTEQ15 analysis constrains
only the sum of nuclear ū+ d̄ with an assumption that
the nuclear s quarks are obtained from ū+ d̄ in a fixed
way. In contrast, EPPS16 has freedom for all sea quark
flavours separately, and hence also larger, but less bi-
ased, error bars. For the valence quarks, the nCTEQ15
uncertainties are somewhat larger than the EPPS16 er-
rors around the x-region of the EMC e↵ect which is
most likely related to the extra constraints the EPPS16
analysis has obtained from the neutrino DIS data. Es-
pecially the central value for d

V

is rather di↵erent than
that of of EPPS16. The very small nCTEQ15 uncer-
tainty at x ⇠ 0.1 is presumably a similar fit-function
artefact as what we have for EPPS16 at slightly smaller
x. Such a small uncertainty is supposedly also the rea-
son why nCTEQ15 arrives at smaller uncertainties in
the shadowing region than EPPS16. For the gluons the
nCTEQ15 uncertainties are clearly larger than those of
EPPS16, except in the small-x region. While, in part,
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Fig. 27 Comparison of the EPPS16 nuclear modifications
(black central curve with light-blue uncertainty bands) to
those from the EPS09 analysis (purple curves with hatch-
ing) and DSSZ [31] (gray bands) at Q

2 = 10GeV2. The up-
per panels correspond to the average valence and sea-quark
modifications of Eqs. (54) and (55), the bottom panel is for
gluons.

the larger uncertainties are related to the LHC dijet
data that are included in EPPS16 but not in nCTEQ15,
this is not the complete explanation as around x ⇠ 0.1
the nCTEQ15 uncertainties also largely exceed the un-
certainties from our Baseline fit (see Fig. 22). Since the
data constraints for gluons in both analyses are essen-
tially the same, the reason must lie in the more stringent
Q2 cut (Q2 > 4GeV2) used in the nCTEQ15 analysis,
which cuts out low-Q2 data points where the indirect
e↵ects of gluon distributions via parton evolution are

• nCTEQ’15 in agreement 
with CMS data; including 
CMS dijet data in global 
analysis will help

• DSSZ gluon needs to be 
revised since not enough 
shadowed OR energy 
loss effects need to be 

included?
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Conclusions I

• Paradox: The inclusion of LHC data allowed EPPS’16 to have 
a more flexible parametrization leading to much(!) larger 
uncertainty bands

• Even still regions where EPPS16 and nCTEQ15 bands don’t 
overlap pointing to a systematic bias (mostly parametrization 
bias)

• Need more and more precise LHC pA data from as many 
hard processes as possible! Lead-only analysis possible!
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Vector boson production and the strange PDF

see nCTEQ analysis, arXiv:1610.02925
 
see also arXiv:1203.1290 for a discussion of 
experimental constraints on the strange PDF
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Strange PDF: experimental constraints

Opposite sign dimuon production in neutrino DIS: νN→μ+μ-X
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• High-statistics data from CCFR and NuTeV: Main source of information!

• x~[0.01,0.4]

• νFe DIS: need nuclear corrections! Problem: Final State Interactions (FSI) 

• CHORUS (νPb): compatible with NuTeV, could be included

• NOMAD (νFe): data not yet published, in principle very interesting
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Drell-Yan production of W/Z at the LHC
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Table I: LHC data sets considered in this analysis.

Beam Energy [TeV] 3.5 4 6.5 7
Ô

s
pp

7.00 8.00 13.00 14.00
Ô

s
P bP b

2.76 3.15 5.12 5.52
Ô

s
pP b

4.40 5.02 8.16 8.79

Table II: The CM energy per nucleon for pp, pPb and
PbPb collisions vs. the proton beam energy in TeV

units.

”y, between the CM and the laboratory (LAB) frame:

”y = 1
2 log

5
EN1

EN2

6
, (2.2)

and in particular for the case of pPb collisions, EP b =
(ZP b/AP b)Ep giving ”ypP b = 1

2 log
! 82

208
" ƒ ≠0.465, i.e.

yCM = yLAB ≠ 0.465.
For the asymmetric case of pPb, we use the convention

where x1 is the proton momentum fraction, and x2 is the
lead momentum fraction. Thus, for pPb at large yCM we
have a large proton x1 and a small lead x2; conversely,
at small yCM we have a small proton x1 and a large lead
x2.

In Fig. 1, the pair of lines with
Ô

s=2.76 TeV corre-
sponds to PbPb collisions with a beam energy of 3.5 TeV
per proton, and

Ô
s=5.02 TeV corresponds to pPb colli-

sions with a beam energy of 4 TeV per proton.

Figure 2: Range of the pPb data used for reweighting.
y is rapidity in the CM frame and x2 is momentum of

the parton from the lead beam.

B. Comparison to Proton-Lead (pPb) data

We first consider the LHC pPb collisions at
Ô

s =
5.02 TeV. The distributions are shown in the CM frame,
and include the appropriate rapidity shift according to
Eq. (2.2). In Fig. 2, we display the kinematic range of the
pPb data bins (central values) in the plane (y, x2) where
y is the rapidity in the CM frame of the relevant vector
boson or lepton, and x2 the lead parton momentum frac-
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tures. First, this data is in a kinematic regime where the
heavier quark flavors (such as strange and charm) con-
tribute substantially. Second, by comparing the proton
W

±
/Z data with the heavy ion results we have an ideal

environment to precisely characterize the nuclear correc-
tions. The combination of the above can not only im-
prove the nuclear PDFs, but also the proton PDFs which
are essential for any LHC study.

In this work we present predictions for vector boson
production in pPb and PbPb collisions at the LHC ob-
tained using nCTEQ15 nuclear parton distributions, and
perform a comprehensive comparison to the available
LHC data. We also identify the measurements which
have the biggest potential to constrain the nPDFs, and
perform a reweighting study which allows us to estimate
the e�ects of including these data in an nPDF fit.

The rest of the paper is organized as follows. Sec. II is
devoted to predictions of vector boson production at the
LHC in nuclear collisions. In particular, we provide an
overview of the kinematic range probed by the W

±
/Z

data and discuss the tools we will use for the calcula-
tion. Then we present our predictions for pPb and PbPb
collisions at the LHC and compare them with the experi-
mental data and other theoretical predictions. In Sec. III
we perform a reweighting using nCTEQ15 distributions to
assess the impact of the nuclear data on the nPDFs. Fi-
nally, Sec. IV summarizes our results and observations.

II. W ±/Z PRODUCTION AT THE LHC

We begin by presenting our predictions for W

± and Z

boson production in nuclear collisions at the LHC using
the recently published nCTEQ15 PDFs [18].

A. Experimental data and theoretical setup

For the theoretical calculations in our study we use
the FEWZ (Fully Exclusive W, Z production) [19, 20]
program version 2.1. Even though FEWZ can compute
W and Z production with decays up to next-to-next-to-
leading order, we work at next-to-leading order (NLO) to
be consistent with the order of evolution of the nPDFs.1

As FEWZ is designed to handle pp or pp̄ collisions, we
have extended it so that two di�erent PDF sets can be
used for the two incoming beams as required for the pPb
collisions.

For the lead PDFs we use the nCTEQ15 nPDFs [18],
while we use the CT10 distributions [21] for the free
protons; the only exception is the use of MSTW2008
PDFs [22] for the LHCb Z boson measurement [4] in
order to match the original LHCb publication. Addition-
ally, we compare these results with predictions calculated

1 The CT10 proton PDFs used in the theoretical calculations are
also at NLO.

Figure 1: The kinematic (x1, x2) space explored by the
measurements in this study. We display lines of

constant · = MV /

Ô
s where MV is the invariant mass of

the produced W

±
/Z vector boson, as well as the center

of mass (CM) rapidity y. In case of pPb collisions, we
use the standard convention where x1 corresponds to

the proton and x2 to the Pb momentum fraction.

using nuclei made out of free proton PDFs, and in some
cases free proton PDFs supplemented with EPS09 nu-
clear corrections [13].

We will consider LHC data on W

± and Z boson pro-
duction from the ALICE, ATLAS, CMS, and LHCb ex-
periments. The exhaustive list of data sets that we use is
provided in Table I along with the experimental kinemat-
ical cuts implemented in the analysis. While there are
measurements for both the rapidity and transverse mo-
mentum distributions, for this study we will focus only
on the rapidity measurements. Using the transverse mo-
mentum (pT ) distributions to study the PDFs is more
intricate as it requires resummations in the low pT re-
gion where the cross section is maximal; we reserve this
for a future study.

In Fig. 1 we display the kinematic space probed by the
W

±
/Z production process [23]. We translate between the

{x1, x2} and the {y, ·} variables for three values of the
collider center of mass (CM) energy,

Ô
s. Table II lists

the CM energy per nucleon as a function of the nomi-
nal proton beam energy which is determined from the
relation:

Ô
sN1N2 = Ô

spp

Û
ZN1

AN1

Û
ZN2

AN2

, (2.1)

where in case of lead we have A = 208 and Z = 82. Addi-
tionally for asymmetric collisions there is a rapidity shift,
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where x1 is the proton momentum fraction, and x2 is the
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the parton from the lead beam.

B. Comparison to Proton-Lead (pPb) data

We first consider the LHC pPb collisions at
Ô

s =
5.02 TeV. The distributions are shown in the CM frame,
and include the appropriate rapidity shift according to
Eq. (2.2). In Fig. 2, we display the kinematic range of the
pPb data bins (central values) in the plane (y, x2) where
y is the rapidity in the CM frame of the relevant vector
boson or lepton, and x2 the lead parton momentum frac-

• y < -1: x > 5 x10-2 ... 0.3 (region where nPDFs are constrained by data in 
global analysis)

• |y| < 1: x ~ 10-2 (transition region from anti-shadowing to shadowing)

• y > 1: x < 5 x 10-3  (pure extrapolation!)
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W-boson rapidity distributions 5

(a) W + (b) W ≠

Figure 6: CMS W

± production in pPb collisions at the LHC.

(a) W + (b) W ≠

Figure 7: ATLAS W

± production in pPb collisions at the LHC.

e�ect is magnified for the case of W

+ where we see sub-
stantive deviations at large rapidity (y¸+

> 1). Referring
to Fig. 1, these deviations are in the smaller x2 region
(≥ 3 ◊ 10≠3) where we might expect nuclear shadow-
ing of the ud̄ and dū luminosities. However, this low
x2 range is unconstrained by data, so these results come
from an extrapolation of the larger x region. It is inter-
esting to observe that a delayed shadowing (which shifts
the shadowing down to smaller x2 values) would improve
the comparison of the data and theory in the larger y¸±

region; this type of behavior was observed in the nuclear
corrections extracted from the neutrion-DIS charged cur-
rent data.[24, 25] Taking into account the errors from
both the experimental data and the theoretical predic-

tions, no definitive conclusion can be drawn at present.
Notwithstanding, this data has the potential to strongly
influence the nPDF fits, especially in the small x2 region.
if the uncertaintes could be reduced.

Finally, the ALICE data (Fig. 8) currently have large
uncertainties, and we expect they will have a minimal
impact on the reweighting.

C. Comparison to Lead-Lead data

We now consider the LHC PbPb collisions at
Ô

s =
2.76 TeV. As these beams are symmetric we now have
yCM = ylab. Again, we will use nCTEQ15 [18] and
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W-boson rapidity distributions from ALICE
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Figure 8: ALICE W

± production in pPb collisions at the LHC.

CT10 [21] PDFs for the theoretical predictions. Results
from both ATLAS and CMS collaborations are available
in the form of either event yields (Z boson production)
or charge asymmetries (A¸).

In Fig. 9a and 9b we present the comparison of the
ATLAS [8] and CMS [9] data to theoretical predictions
with nCTEQ15 and CT10 PDFs. Note that the di�eren-
tial cross sections have been normalized to the total cross
section. The PbPb data generally exhibits no tension
as the distributions are well described across the kine-
matical range; however, this is in part due to the large
uncertainties due to two nuclei in the initial state.

The measurement of charge asymmetries can provide
strong constraints on the PDF fits as many of the sys-
tematic uncertainties cancel in such ratios. In Fig. 10 we
compute the lepton (¸ = [µ, e]) charge asymmetry A¸(÷¸):

A¸(÷¸) = dN(W + æ ¸

+
‹¸) ≠ dN(W ≠ æ ¸

≠
‹̄¸)

dN(W + æ ¸

+
‹¸) + dN(W ≠ æ ¸

≠
‹̄¸)

(2.3)

for W

+ and W

≠ bosons as measured by the ATLAS [10]
and CMS [11] experiments. Unfortunately, it appears
that the dependence on the nuclear corrections largely
cancels out in the ratio as the nuclear nCTEQ15 result is
indistinguishable from the CT10 proton result. Hence,
these charge asymmetry ratios cannot constrain the nu-
clear corrections at present.

D. W ±/Z Cross Section Correlations

In order to analyze our results more quantitatively, it
is very useful to look at PDF correlations. In particu-
lar, we are interested in assessing the importance of the
strange quark in our results. We first review some stan-
dard definitions before presenting our analysis.

The definition of the correlation cosine of two PDF-
dependent observables X and Y is [26]

cos „ =
˛ÒX · ˛ÒY

�X�Y

= 1
4�X�Y

ÿ

i

1
X

(+)
i ≠ X

(≠)
i

2 1
Y

(+)
i ≠ Y

(≠)
i

2
,

(2.4)

where �X is the PDF error of the corresponding ob-
servable. For the nCTEQ15 PDFs this corresponds to the
symmetric error given by

�X = 1
2

ı̂ıÙ
Nÿ

i

1
X

(+)
i ≠ X

(≠)
i

22
. (2.5)

X

(±)
i is the observable evaluated along the ± error PDF

eigenvector i, and the summation runs over all eigenvec-
tor directions.

In our case we are interested in observables X, Y œ
{‡Z , ‡W +

, ‡W ≠}. Here, we focus on the planes formed
by the (W +, W

≠) and the (Z, W

±) boson production
cross sections to visualize the correlations.

Fig. 11 shows the correlations of the W

+ and W

≠ pro-
duction cross sections for pPb collisions at the LHC in
comparison with the CMS and ATLAS measurements.
Similarly, in Fig. 12 we display the results for Z and W

±

bosons. The results are shown for three di�erent rapid-
ity regions, y < ≠1, |y| < 1, y > 1, and for several
PDFs sets. For the proton side we always use the CT10
PDFs and for the lead side we examine three results: i)
nCTEQ15, ii) CT10, and iii) CT10 PDFs supplemented
by the nuclear corrections from EPS09 (CT10+EPS09).
Finally, the central predictions are supplemented with
uncertainty ellipses illustrating correlations between the
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± production in pPb collisions at the LHC.

CT10 [21] PDFs for the theoretical predictions. Results
from both ATLAS and CMS collaborations are available
in the form of either event yields (Z boson production)
or charge asymmetries (A¸).

In Fig. 9a and 9b we present the comparison of the
ATLAS [8] and CMS [9] data to theoretical predictions
with nCTEQ15 and CT10 PDFs. Note that the di�eren-
tial cross sections have been normalized to the total cross
section. The PbPb data generally exhibits no tension
as the distributions are well described across the kine-
matical range; however, this is in part due to the large
uncertainties due to two nuclei in the initial state.

The measurement of charge asymmetries can provide
strong constraints on the PDF fits as many of the sys-
tematic uncertainties cancel in such ratios. In Fig. 10 we
compute the lepton (¸ = [µ, e]) charge asymmetry A¸(÷¸):

A¸(÷¸) = dN(W + æ ¸

+
‹¸) ≠ dN(W ≠ æ ¸

≠
‹̄¸)

dN(W + æ ¸

+
‹¸) + dN(W ≠ æ ¸

≠
‹̄¸)

(2.3)

for W

+ and W

≠ bosons as measured by the ATLAS [10]
and CMS [11] experiments. Unfortunately, it appears
that the dependence on the nuclear corrections largely
cancels out in the ratio as the nuclear nCTEQ15 result is
indistinguishable from the CT10 proton result. Hence,
these charge asymmetry ratios cannot constrain the nu-
clear corrections at present.

D. W ±/Z Cross Section Correlations

In order to analyze our results more quantitatively, it
is very useful to look at PDF correlations. In particu-
lar, we are interested in assessing the importance of the
strange quark in our results. We first review some stan-
dard definitions before presenting our analysis.

The definition of the correlation cosine of two PDF-
dependent observables X and Y is [26]

cos „ =
˛ÒX · ˛ÒY

�X�Y

= 1
4�X�Y

ÿ

i

1
X

(+)
i ≠ X

(≠)
i

2 1
Y

(+)
i ≠ Y

(≠)
i

2
,

(2.4)

where �X is the PDF error of the corresponding ob-
servable. For the nCTEQ15 PDFs this corresponds to the
symmetric error given by

�X = 1
2

ı̂ıÙ
Nÿ

i

1
X

(+)
i ≠ X

(≠)
i

22
. (2.5)

X

(±)
i is the observable evaluated along the ± error PDF

eigenvector i, and the summation runs over all eigenvec-
tor directions.

In our case we are interested in observables X, Y œ
{‡Z , ‡W +

, ‡W ≠}. Here, we focus on the planes formed
by the (W +, W

≠) and the (Z, W

±) boson production
cross sections to visualize the correlations.

Fig. 11 shows the correlations of the W

+ and W

≠ pro-
duction cross sections for pPb collisions at the LHC in
comparison with the CMS and ATLAS measurements.
Similarly, in Fig. 12 we display the results for Z and W

±

bosons. The results are shown for three di�erent rapid-
ity regions, y < ≠1, |y| < 1, y > 1, and for several
PDFs sets. For the proton side we always use the CT10
PDFs and for the lead side we examine three results: i)
nCTEQ15, ii) CT10, and iii) CT10 PDFs supplemented
by the nuclear corrections from EPS09 (CT10+EPS09).
Finally, the central predictions are supplemented with
uncertainty ellipses illustrating correlations between the
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Z-boson rapidity distributions
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tion. As expected, there is little data below x ≥ 10≠3
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the low- to mid-x region.

Figure 3: ATLAS Z production in pPb collisions.

Figs. 3, 4 and 5 show our predictions for the ATLAS [2],
CMS [3] and LHCb [4] Z boson production measure-
ments, respectively. In all three cases, results ob-
tained with the nCTEQ15 nPDFs are shown along with
those obtained with a lead nucleus made of free protons
parametrized with CT10 PDFs; the ratio of predictions
over the data is shown in the lower panel. Note that the
errors shown for the nCTEQ15 predictions are for nuclear
uncertainties only (and only for the beam with momen-
tum fraction x2) which means that the PDF error of the
proton beam is not accounted for.2 Furthermore, the er-
rors shown for the pPb predictions using lead nuclei con-
structed from CT10 and MSTW2008 proton PDFs are
only for the beam with momentum fraction x2. By com-
paring the proton uncertainties (CT10 and MSTW2008)
to the nuclear uncertainties, we see that the nuclear un-
certainties are much larger.

Examining Figs. 3, 4 and 5, it is interesting to note the
following.

i) The data and theory are generally compatible
(without significant tension) both with and with-
out nuclear corrections; this situation may change
as the experimental errors and nuclear uncertain-
ties are reduced.

ii) Focusing on the ATLAS and CMS comparison of
Figs. 3 and 4, we observe that the distributions
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to Fig. 1, this corresponds to an enhancement of
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beams are taken into account.

Figure 4: CMS Z production in pPb collisions.

Figure 5: LHCb Z production in pPb collisions.
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sequent reweighting procedure.
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(W+,W-) Correlation 8

Figure 11: Correlations between W

+ and W

≠ cross sections calculated with di�erent PDFs overlaid with the
corresponding LHC data from CMS and ATLAS.

larger cross sections than the uncorrected (proton)
CT10 PDFs. This can be understood because the
lead x2 values probed in this rapidity bin lie in the
region x2 ≥ 10≠1 where the nPDFs are enhanced
due to anti-shadowing (cf., Fig. 9 in Ref. [18]).
Due to the larger uncertainties associated with the
nCTEQ15 predictions, the ATLAS and CMS cross
sections lie within the 1‡ ellipse. Conversely, the
measured data lie outside the uncorrected (proton)
CT10 error ellipsis.

ii) For the central rapidity bin (|y| < 1), the predic-
tions from all three PDF sets lie generally very close
together. In this case, the probed x2 values lie in
the range 0.007 Æ x2 Æ 0.05 which is in the transi-
tion zone from the anti-shadowing to the shadow-
ing region. We find the LHC W

+ and W

≠ cross
sections in Fig. 11 tend to lie above the theory pre-
dictions. Examining the Z cross section of Fig. 12,
we find the CMS data agrees closely with the the-
ory predictions, while the ATLAS data is larger by
approximately 1‡.

iii) For the positive rapidity bin (y > 1), we find the
central predictions from CT10 match the W

± data
very closely, but slightly overshoot the Z data. The
nuclear PDFs (nCTEQ15, EPS09) undershoot the
W

± data by a bit more than 1‡, but agree with

the Z cross section within 1‡. Here, the probed x2
values are . 0.007; in this region the lead PDFs are
poorly constrained and the corresponding cross sec-
tions are dependent on extrapolations of the PDF
parameterization in this region.

Interpreting the above set of results appears quite com-
plicated, but this belies a simple explanation. To try and
break the problem down in to smaller components we
now compute the same results as above, but using only
2 flavors (one family) of quarks: {u, d}; in this way we
eliminate the contribution from the strange PDF (the c

and b PDF contributions are small). We then compare
this with the previous (5 flavor) result. These results
are displayed in Figs. 13 and 14 with the addition of the
EPS+CTEQ6.1; CTEQ6.1 was the baseline used for the
EPS09 fit.

First we observe that the nCTEQ15 and
EPS09+CTEQ6.1 results are very close due to the
fact that the CTEQ6.1 and nCTEQ15 baseline PDFs are
very similar.

Next, we can see that when we use only 2 quark fla-
vors, all the nuclear predictions (nCTEQ15, EPS09+CT10,
EPS09+CTEQ6.1) tend to cluster very closely; this
demonstrates that the underlying e�ect causing the dif-
ferences observed in the previous 5 flavor predictions
(Figs. 11 and 12) are not due to the di�erences in the
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(Z,W) Correlation 9

Figure 12: Correlations between Z and W

+
/W

≠ cross sections calculated with di�erent PDFs overlaid with the
corresponding LHC data from CMS and ATLAS.

nuclear corrections, but instead the choice of the base-
line proton PDFs—especially its strange content. The
shift of the 2 flavor results compared to the 5 flavor re-
sults can be as large as 30% and reflect the large size of
the strange contributions.

The strange contributions to W/Z boson production at
the LHC are substantial [23] and are primarily responsi-
ble for the observed di�erences among the nuclear results
(nCTEQ15, EPS09+CT10) of Figs. 11 and 12.

Conversely, the observed di�erences between the
2 flavor proton CT10 and the nuclear (nCTEQ15,
EPS09+CT10, EPS09+CTEQ6.1) results of Figs. 13 and
14 accurately represent the nuclear corrections associated
with these quantities.

HERE IS MY REF TO FIG 15:
These points are further exemplified in Fig. 15 which

displays W

± production for both 2 and 5 flavors as a
function of lepton rapidity y¸± . For large y¸± (small lead
x2) the CT10 proton result separates from the collective
nuclear results; presumably, this is due to the nuclear
shadowing at small x2. Again, we note that in this small
x2 region there are minimal experimental constraints and
the nPDFs come largely from extrapolation at higher x2
values. Additionally, by comparing the 2 and 5 flavor
results, we clearly see the impact of the heavier flavors,
predominantly the strange quark PDF.

Furthermore, di�erent strange quark PDFs in the base-

line PDFs compared in Figs. 11 and 12, make it virtu-
ally impossible to distinguish nuclear e�ects from di�er-
ent strange quark distributions. Thus, we find that the
extraction of the nuclear corrections is intimately inter-
twined with the extraction of the strange PDF, and we
must be careful to separately distinguish each of these
e�ects. Fortunately, the above observations can help us
disentangle these two e�ects.

Olek: Do we want to keep Fig.15? (It belongs to the
correlation section but is currently not referenced and
the information is similar to what is in the ellipses plots
but a little diluted as it is spread between bins.)

III. REWEIGHTING

In this section we perform a reweighting study to esti-
mate the possible impact of the W

±
/Z data on nCTEQ15

lead PDFs. For this purpose we will use only the pPb
data sets.

We refrain from using PbPb data as typically the
agreement of these data with current nPDFs is much bet-
ter (in part due to the large uncertainties), so the impact
in the reweighting analysis will be minimal. Secondly
the factorization in lead-lead collisions is not firmly es-
tablished theoretically [27] such that the interpretation
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Importance of strange PDF
11

Figure 14: Same as Fig. 13 but divided into rapidity bins.

distribution representing PDFs if we would perform a fit
including the new data set we are using in the reweight-
ing) is a product of the prior probability (PDFs without
the new data set) and an appropriate likelihood function.
This allows us to assign a weight to each of the replicas
generated earlier according to eq. (3.1).

There are two definitions of the weights that are used
in the literature:

i) the original definition introduced by Giele and
Keller [28] and used e.g. in [12, 31, 32],

w

GK
k = e

≠ 1
2 ‰2

k

1
Nrep

qNrep
i e

≠ 1
2 ‰2

k

, (3.3)

ii) an alternative definition advocated by the NNPDF
group [30] and also used e.g. in the xFitter
project [35] as well as in the first nPDF reweighting
study [36]

w

NNPDF
k = (‰2

k)(Ndata≠1)/2
e

≠ 1
2 ‰2

k

1
Nrep

qNrep
i (‰2

k)(Ndata≠1)/2
e

≠ 1
2 ‰2

k

. (3.4)

We have investigated both types of weight definitions but
in the final study we present only the results for the Giele-
Keller weights with an additional factor accounting for
the tolerance criterion used in the Hessian fit. It has
been shown that this definition leads to a faithful repro-
duction of results from simple Hessian fits with tolerance
criterion, see [31, 32]. The expression for the employed
weight is given by

wk = e

≠ 1
2 ‰2

k/T

1
Nrep

qNrep
i e

≠ 1
2 ‰2

k
/T

, (3.5)

where T is the tolerance criterion used when defining
Hessian error PDFs6 and ‰

2
k represents ‰

2 of the data

6 In the case of the nCTEQ15 PDFs, the tolerance criterion is T = 35
which corresponds to a 90% c.l. The tolerance factor used in this
analysis corresponds to the 68% c.l. which we obtain by rescaling
the above: T ¥ 35/1.645 = 21.3.

sets considered in the reweighting procedure for a given
replica k. The pPb W and Z data do not provide cor-
related errors so it is su�cient for our analysis to use a
basic definition of the ‰

2 function given by:

‰

2
k =

Ndataÿ

j

(Dj ≠ T

k
j )2

‡

2
j

, (3.6)

where index j runs over all data points in the data set(s),
Ndata is the total number of data points, Dj is the ex-
perimental measurement at point j, ‡j is the correspond-
ing experimental uncertainty and T

k
j is the correspond-

ing theoretical prediction calculated with PDFs given by
replica k.

With the above prescription we can now calculate the
weights needed for the reweighting procedure. The ex-
pectation value and variance of any PDF-dependent ob-
servable can now be computed in terms of weighted sums:

ÈOÍnew = 1
Nrep

Nrepÿ

k=1
wkO(fk),

” ÈOÍnew =
ı̂ıÙ 1

Nrep

Nrepÿ

k=1
wk (O(fk) ≠ ÈOÍ)2

.

(3.7)

For our reweighting analysis we will only use the pPb
data sets. Because the uncertainty of the nuclear PDFs
dominates the proton PDFs, it is su�cient to only vary
the lead PDFs. Consequently, the pPb cross sections
are linear in the lead uncertainties, and we can compute
the reweighting by evaluating cross sections only on the
Hessian error PDFs (32+1 in case of nCTEQ15) instead of
individual replicas (Nrep = 104)

‡k = f

p ¢ ‡̂ ¢
C

f

Pb
0 +

Nÿ

i

f

Pb(+)
i ≠ f

Pb(≠)
i

2 Rki

D
. (3.8)

A similar decomposition can be used for pp or PbPb data
to reduce the number of necessary evaluations. However,

• y<-1 (large x): s > sbar could help!

• |y|<1: delayed transition from anti-shadowing to shadowing 
could help as seen in NuTeV neutrino data

• y>1: Extrapolation, rather no shadowing at small x~10-3?

nPDFs better pure extrapol.!
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Reweighting 19

(a) W + (b) W ≠

Figure 25: Comparison of data and theory before and after the reweighting procedure using all LHC pPb data. The
results of the CMS W

+ (left) and W

≠ (right) distributions are shown.

(a) W + (b) W ≠

Figure 26: Comparison of data and theory before and after the reweighting procedure using all LHC pPb data. The
results of the ATLAS W

+ (left) and W

≠ (right) distributions are shown.

• Improvements after reweighting

• However, strange PDF not fitted independently in nCTEQ15

• Need to include data in global analysis and open up strange PDF
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Conclusions II

• LHC W/Z production data provide important constraints on 
the light quarks AND the strange quark

• Data favor an unsuppressed quark sea at small x~10-3!

• nCTEQ has performed a reweighting analysis and plans to  
include these data in the next global analysis

Thursday 28 September 17



Impact of LHC heavy quark data on NPDFs

Shao, Cacciari, Kusina, Lansberg, IS, work in progress
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Introduction

• Use data for D0, J/Ψ, B →J/Ψ, Υ(1S) production 
in p-Pb collsions at LHC at 5.02 and 8.16 TeV  

• Comparison with predictions from nCTEQ15 and EPPS16

• Perform reweighting analysis of nuclear effects

• Goal: constrain small-x gluon in lead (down to x~10-6)
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Data-driven approach

• Parameterize the squared amplitude for the partonic 
scattering process g+g→H+X

• Convolute with modern proton PDFs

• Use data for D0, J/Ψ, B →J/Ψ, Υ(1S) production in pp 
collisions at the LHC to determine the squared 
amplitude

• Depends on the framework of proton PDF (scheme, 
order, scale choice, ...)

• Convolute squared amplitude with nuclear PDFs 
(same scheme, order, scale choice) to obtain predictions 
for p-Pb collisions

Lansberg & Shao arXiv:1610.05382

Thursday 28 September 17



Results for RpA vs rapidity
5

nCTEQ15

µF=µ0

Original Reweighted    LHCb data ALICE data

 0.6

 0.8

 1

 1.2

µF=2.0µ0

 0.6

 0.8

 1

 1.2

ycms(D
0)

µF=0.5µ0

RpPb

 0.6

 0.8

 1

 1.2

-3 -2 -1  0  1  2  3

EPPS16

µF=µ0

µF=2.0µ0

ycms(D
0)

µF=0.5µ0

-3 -2 -1  0  1  2  3

H
E
L
A
C
-
O
n
i
a
 
2
.
0

(a) Prompt D0

nCTEQ15

µF=µ0

Original Reweighted    LHCb data

 0.6

 0.8

 1

 1.2

µF=2.0µ0

 0.6

 0.8

 1

 1.2

ycms(J/ψ)

µF=0.5µ0

RpPb

 0.6

 0.8

 1

 1.2

-3 -2 -1  0  1  2  3

EPPS16

µF=µ0

µF=2.0µ0

ycms(J/ψ)

µF=0.5µ0

-3 -2 -1  0  1  2  3

H
E
L
A
C
-
O
n
i
a
 
2
.
0

(b) Prompt J/ 

nCTEQ15

µF=µ0

Original Reweighted    LHCb data

 0.6

 0.8

 1

 1.2

µF=2.0µ0

 0.6

 0.8

 1

 1.2

ycms(J/ψ)

µF=0.5µ0

RpPb

 0.6

 0.8

 1

 1.2

-3 -2 -1  0  1  2  3

EPPS16

µF=µ0

µF=2.0µ0

ycms(J/ψ)

µF=0.5µ0

-3 -2 -1  0  1  2  3

H
E
L
A
C
-
O
n
i
a
 
2
.
0

(c) B ! J/ 

nCTEQ15

µF=µ0

Original Reweighted ALICE data ATLAS data

 0.6

 0.8

 1

 1.2

µF=2.0µ0

 0.6

 0.8

 1

 1.2

ycms(ϒ(1S))

µF=0.5µ0

RpPb

 0.6

 0.8

 1

 1.2

-4 -3 -2 -1  0  1  2  3

EPPS16

µF=µ0

µF=2.0µ0

ycms(ϒ(1S))

µF=0.5µ0

-4 -3 -2 -1  0  1  2  3

H
E
L
A
C
-
O
n
i
a
 
2
.
0

(d) ⌥(1S)
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(f) EPPS16 nPDF

FIG. 1: Selected RpPb results with and without our reweigthed analysis for (a) prompt D0, (b) prompt J/ , (c)
B ! J/ , (d) ⌥(1S) as well as their impacts on the nPDFs (e) nCTEQ15 and (f) EPPS16. The compared

experimental data are taken from Refs. [62–65, 81].
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FIG. 1: Selected RpPb results with and without our reweigthed analysis for (a) prompt D0, (b) prompt J/ , (c)
B ! J/ , (d) ⌥(1S) as well as their impacts on the nPDFs (e) nCTEQ15 and (f) EPPS16. The compared
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FIG. 1: Selected RpPb results with and without our reweigthed analysis for (a) prompt D0, (b) prompt J/ , (c)
B ! J/ , (d) ⌥(1S) as well as their impacts on the nPDFs (e) nCTEQ15 and (f) EPPS16. The compared

experimental data are taken from Refs. [62–65, 81].
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FIG. 1: Selected RpPb results with and without our reweigthed analysis for (a) prompt D0, (b) prompt J/ , (c)
B ! J/ , (d) ⌥(1S) as well as their impacts on the nPDFs (e) nCTEQ15 and (f) EPPS16. The compared
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FIG. 1: Selected RpPb results with and without our reweigthed analysis for (a) prompt D0, (b) prompt J/ , (c)
B ! J/ , (d) ⌥(1S) as well as their impacts on the nPDFs (e) nCTEQ15 and (f) EPPS16. The compared
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Conclusions III

• A consistent description of LHC heavy quark data p-Pb 
data is possible in the standard pQCD framework

• Reweighting of nCTEQ15 and EPPS’16 nPDF shows 
unambiguosly a suppressed (‘shadowed’) gluon for x<10-2

• Much reduced uncertainty band for both EPPS’16 and 
nCTEQ’15+gluons in arXiv:1012.1178

• Interesting situation since W/Z data seem to prefer 
unsuppressed quark distributions at small x~10^-3. 
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Outlook/Discussion

• Perform global anlysis of heavy quark data

• Other cold nuclear matter effects have been proposed which should be tested 
in a global analysis and which might drastically change the nuclear effects, for example:

• Energy loss in p-A collisions proposed by Arleo & Peigne

• Gluon saturation

• To test the standard pQCD framework one should include gluon-dominated processes 
with uncolored final states (where little or no energy loss effects are expected)

• inclusive prompt photon production (with little energy loss expected)

• di-photon production (no energy loss)

• photon + heavy quark production (heavy quark energy loss in p-Pb?)
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Available pPb LHC dataAvailable pPb LHC data

W/Z production

ATLAS [arXiv:1507.06232, ATLAS-CONF-2015-056]

CMS [arXiv:1512.06461, arXiv:1503.05825]

LHCb [arXiv:1406.2885]

ALICE [arXiv:1511.06398]

Jets

ATLAS [arXiv:1412.4092]

CMS [arXiv:1401.4433, CMS-PAS-HIN-14-001]

Charged particle production (FFs dependence)

CMS [CMS-PAS-HIN-12-017]

ALICE [arXiv:1405.2737, arXiv:1505.04717]

Isolated photons (PbPb)

ATLAS [arXiv:1506.08552]

CMS [arXiv:1201.3093]

ALICE [arXiv:1509.07324]
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Constraining the small-x gluon in the proton
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PROSA study 

• NLO QCD analysis of impact of data for heavy quark 
production in ep and pp collisions on PDFs 

• Theory for heavy quark production in ep, pp: FFNS at NLO

• Data:

• HERA: Inclusive DIS cross sections in ep

• HERA: Heavy flavour production cross sections in ep

• LHCb: Differential cross sections for c (D0, D+, D*+, Ds+, Λc) 
and b (B+, B0, Bs0) production in pp at LHC7 

• Result: 
LHCb data impose constraints on low-x gluon and quark sea 

O. Zenaiev et al, EPJC75(2015)396
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Kinematic range

• HERA inclusive DIS data: x-range is indicated where the 
gluon PDF uncertainties are less than 10% (at μF2=10 GeV2)

• Mayor impact of LHCb data expected at 5x10-6 < x < 10-4

O. Zenaiev et al, EPJC75(2015)396

1 Introduction
Understanding the nucleon structure is one of the fundamental tasks of modern particle physics. In
quantum chromodynamics (QCD), the structure of the nucleon is described by parton distribution
functions (PDFs), which, in collinear factorisation, represent probability densities to find a parton
of longitudinal fraction x of the nucleon momentum at a factorisation scale µf . The scale evolution
of the PDFs is uniquely predicted by the renormalisation group equations for factorisation [1, 2].
The x-dependence cannot be derived from first principles and must be constrained by experimental
measurements. The precision of the PDFs is of key importance for interpreting the measurements
in hadronic collisions. In particular, the uncertainty of the proton PDFs must be significantly
reduced in order to improve the accuracy of theory predictions for Standard Model (SM) processes
at the LHC.

Deep inelastic lepton-proton scattering (DIS) experiments cover a broad range in x and µf . In
the perturbative regime, a wide x-range of 10−4 < x ! 10−1 is probed by the data of the H1 and
ZEUS experiments at the HERA collider [3]. These measurements impose the tightest constraints
on the existing PDFs. However, additional measurements are necessary for a better flavour separa-
tion and to constrain the kinematic ranges of very small and very high x, where the gluon distribu-
tion is poorly known. A better constraint on the high-x gluon is needed for an accurate description
of the SM backgrounds in searches for new particle production at high masses or momenta. Signif-
icant reduction of the uncertainty of the low-x gluon distribution is important for studies of parton
dynamics, non-linear and saturation effects. Furthermore, precision of the gluon distribution at
low x has implications in physics of atmospheric showers, being crucial for cross-section predic-
tions of high-energy neutrino DIS interaction [4] and for calculations of prompt lepton fluxes in
the atmosphere [5].

gluon momentum fraction x
-610 -510 -410 -310 -210 -110 1

<8 GeV
T

LHCb charm y=2.0, 0<p

<8 GeV
T

LHCb charm y=4.5, 0<p

<40 GeV
T

LHCb beauty y=2.0, 0<p

<40 GeV
T

LHCb beauty y=4.5, 0<p

-210×<5Bj<x-510×, 32<2000 GeV2HERA charm 2.5<Q

-210×<3.5Bj<x-410×, 1.52<600 GeV2ZEUS beauty 6.5<Q

<0.65Bj<x-410×, 4.322<30000 GeV2HERA inclusive DIS 3.5<Q

Figure 1: Kinematic range in x for the gluon density covered by measurements at HERA and
LHCb. For the HERA inclusive DIS data, the x range is indicated, where the gluon PDF uncer-
tainties are less than 10% at µ2f = 10 GeV

2. For the LHCb data, the upper (lower) edge of the box
refers to the indicated upper (lower) end of the rapidity, y, range of the heavy-hadron production.

1

gluon well known in this range

x~xBJ(1+4 m2/Q2)

x~mT/Ep e±y
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Figure 6: NLO QCD predictions for charm LHCb data with different scale choices for absolute
(top) and normalised (bottom) cross sections. Lower inlets indicate the ratio of predictions to the
central scale choice. The predictions are obtained by using the FFNS variant of MSTW 2008
PDFs [44] with Nf = 3; the charm mass is set to mc = 1.5 GeV.
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NLO QCD predictions for charm LHCb data

• Central scale μ0 = mT 

• Large scale uncertainties! 

• Mostly change the normalization, shape less affected
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NLO QCD predictions for charm LHCb data
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Figure 6: NLO QCD predictions for charm LHCb data with different scale choices for absolute
(top) and normalised (bottom) cross sections. Lower inlets indicate the ratio of predictions to the
central scale choice. The predictions are obtained by using the FFNS variant of MSTW 2008
PDFs [44] with Nf = 3; the charm mass is set to mc = 1.5 GeV.
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• Normalized cross sections w.r.t. dσ/dy in the bin 3<y<3.5

• Very small scale uncertainties now!

• Shape remains sensitive to gluon
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NLO QCD predictions for beauty LHCb data

• Central scale μ0 = mT 

• Large scale uncertainties! 

• Mostly change the normalization, shape less affected
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Figure 7: NLO QCD predictions for beauty LHCb data with different scale choices for absolute
(top) and normalised (bottom) cross sections. Lower inlets indicate the ratio of predictions to
the central scale choice. The predictions are obtained using the FFNS variant of MSTW 2008
PDFs [44] with Nf = 3; the beauty mass is set to mb = 4.5 GeV.
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NLO QCD predictions for beauty LHCb data

• Normalized cross sections w.r.t. dσ/dy in the bin 3<y<3.5

• Very small scale uncertainties now!

• Shape remains sensitive to gluon
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Figure 7: NLO QCD predictions for beauty LHCb data with different scale choices for absolute
(top) and normalised (bottom) cross sections. Lower inlets indicate the ratio of predictions to
the central scale choice. The predictions are obtained using the FFNS variant of MSTW 2008
PDFs [44] with Nf = 3; the beauty mass is set to mb = 4.5 GeV.
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Results for the gluon and the sea

• The uncertainties on the gluon and the sea are significantly 
reduced using LHCb data

• In the normalised case by a factor 3 at x~5x10-6
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Figure 4: The gluon (top left), the sea-quark (top right), the u-valence quark (bottom left) and the
d-valence quark (bottom right) distributions represented at µ2f = 10 GeV2, as obtained in the QCD
analysis of the HERA only data (light shaded band) and HERA and LHCb measurements and their
relevant uncertainties. The sea-quark distribution is defined as Σ= 2 ·(ū+ d̄+ s̄). The results of the
fit using absolute or normalised LHCb measurements are shown by different hatches. The widths
of the bands represent the total uncertainties.
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Figure 4: The gluon (top left), the sea-quark (top right), the u-valence quark (bottom left) and the
d-valence quark (bottom right) distributions represented at µ2f = 10 GeV2, as obtained in the QCD
analysis of the HERA only data (light shaded band) and HERA and LHCb measurements and their
relevant uncertainties. The sea-quark distribution is defined as Σ= 2 ·(ū+ d̄+ s̄). The results of the
fit using absolute or normalised LHCb measurements are shown by different hatches. The widths
of the bands represent the total uncertainties.
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