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Weak cosmological lensing

Lensing by LSS:  
~ 3% distortion  
κ, γ ≈ 0.03

“Weak lensing”

zs ~ 1

Example of very strong distortion: arcs

The cluster of galaxies Abell 2218

• Sensitive to total (baryonic +  
dark) matter 
No need to assume relation 
(bias) between galaxies & DM

• Low (z~0.1 … 1) redshifts  
Epoch of acceleration

• Probes geometry & structure  
Modified gravity
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2-point shear correlation function

3

Prediction 
(WMAP7 cosmology):  

Flat Universe
Ωm = 0.27
σ8 = 0.8
w = -1

Smith et al. (2003)  
non-linear power spectrum

8 Kilbinger et al.

multi-bin tomographic shear survey, p can easily be of the order of
several hundreds or more if other probes are jointly measured such
as galaxy clustering or magnification. This necessitates on the order
of a thousand and more independent lines of sight. This number has
to be multiplied by many if a proper treatment of the cosmology-
dependence is to be taken into account. Moreover, a simple up-
scaling of smaller simulated fields to full survey size might not be
easy because of the different area-scaling of the HSV term.

3.4 Ellipticity calibration corrections

We apply the shear calibration as described in Heymans et al.
(2012a), which accounts for a potential additive shear bias c and
multiplicative bias m,

εobs = (1 +m) εtrue + c. (12)

The additive bias is found to be consistent with zero for ε1. The sec-
ond ellipticity component ε2 shows a signal-to-noise ratio (S/N )
and size-dependent bias which we subtract for each galaxy. This
represents a correction which is on average at the level of 2×10−3.
The multiplicative bias m is modelled as a function of the galaxy
S/N and size r. It is fit simultaneously in 20 bins of S/N and r,
see Miller et al. (2012). We use the best-fitting function m(S/N, r)
and perform the global correction to the shear 2PCFs, see eqs. (19)
and (20) of Miller et al. (2012). Accordingly, we calculate the cali-
bration factor 1+K as the weighted correlation function of 1+m,

1 +K(ϑ) =

∑
ij wiwj(1 +mi)(1 +mj)∑

ij wiwj
. (13)

The final calibrated 2PCFs are obtained by dividing ξ+ and ξ− by
1 + K. The amplitude of 1 + K is around 0.91 on all scales. The
errors on the correlation function from the fit uncertainty are negli-
gible compared to our statistical errors. Furthermore, we calculate
the covariance matrix Cm for the correlation function from this un-
certainty, and show in Sect. 6.2 that the cosmological results remain
unchanged by adding this term to the analysis.

Figure 6 shows the combined and corrected 2PCFs, which are
the weighted averages over the four Wide patches with the number
of pairs as weights. Note that the data points are strongly corre-
lated, in particular ξ+ on scales larger than about 10 arcmin. Cos-
mological results using this data will be presented in Sect. 5. The
correlation signal split up into the contributions from the four Wide
patches is plotted in Fig. 7. There is no apparent outlier field. The
scatter is larger than suggested by the Poisson noise on large scales,
in agreement with the expected cosmic variance.

3.5 E- and B-modes

The aperture-mass dispersion is shown in the upper panel of Fig. 8.
The B-mode is consistent with zero on all scales. We quantify this
by performing a null χ2 test, taking into account the B-mode Pois-
son covariance C× as measured on the Clone,

χ2
B =

∑

ij

⟨M×⟩ (θi)
[
C−1

×
]
ij
⟨M×⟩ (θj). (14)

Since here the covariance is entirely estimated from the Clone line-
of-sight, the inverse has to be de-biased using the Anderson-Hartlap
factor. We consider the B-mode over the angular range [5.5; 140]
arcmin. As discussed before, the lower scale is where the B-mode
due to leakage is down to a few per cent. The upper limit is given
by the largest scale accessible to the Clone, which is much smaller
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Figure 6. The measured shear correlation functions ξ+ (black squares) and
ξ− (blue circles), combined from all four Wide patches. The error bars cor-
respond to the total covariance diagonal. Negative values are shown as thin
points with dotted error bars. The lines are the theoretical prediction using
the WMAP7 best-fitting cosmology and the non-linear model described in
Sect. 4.3. The data points and error bars are listed in Table B1.
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Figure 7. The measured shear correlation functions ξ+ (top panel) and ξ−
(bottom), for the four Wide patches. The error bars correspond to Poisson
noise.

than the largest CFHTLenS scale: It is 280 arcmin, resulting in an
upper limit of ⟨M2

ap⟩ of half that scale. The resulting χ2/dof of
14.9/15 = 0.99 , corresponding to a non-null B-mode probability
of 46 per cent. Even if we only take the highest six (positive) data
points, we find the χ2 per degree of freedom (dof) to be χ2/dof =
4.12/6 = 0.69, which is less than 1σ significance. The non-zero
B-mode signal at around 50 - 120 arcmin from F08 is not detected
here.

The top-hat shear rms B-mode is consistent with zero on all
measured scales, as shown in the middle panel of Fig. 8. Note,
however, that of all second-order functions discussed in this work,

c⃝ 2009 RAS, MNRAS 000, 1–18
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Cosmological Constraints from Cosmic Shear 
in CFHTLenS

Abstract
We present constraints on cosmological parameters from weak gravitational 
lensing by the large-scale structure. Using multi-band optical data over 155 
square degrees of the CFHTLenS survey, we measure the shear correlation out 
to very large, linear scales. We sample the parameter space using Population 
Monte Carlo (PMC), and obtain robust constraints on LCDM  parameters.

E- and B-mode
To first order, the cosmological shear field is curl-free, and shows a pure 
gradient or ‘E-mode’ (the green patterns in Fig. 1).  The curl or B-mode’ (red 
patterns) is expected to vanish, and can be used as a test for residual 
systematics in the data. The aperture-mass dispersion separates the two 
modes. Indeed, the B-mode is consistent with zero between 1 and 230 arcmin 
(Fig. 1, left panel).

Shear correlation functions
The full second-order information of the cosmological weak lensing signal in 
real space is contained in the shear two-point correlation functions (2PCF):

They are measured by averaging over the shape correlations of pairs of galaxies 
at a given angular distance ϑ. Both the tangential and cross-component of 
shear are considered. We measure the 2PCF from 0.9 to 331 arcmin (Fig.2).

References
• Harnois-Deraps, Vafaei, Van Waerbeke, 2012 (in prep.)
• Kilbinger & Schneider, 2004, A&A, 413, 465
• Kilbinger et al. 2011,  arXiv:1101.0950, www.cosmopmc.info
• Sato et al. 2011, ApJ, 734, 76
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Second-order statistics

• Correlation of the shear at two points yields four quantities

γtγt < 0

> 0 < 0
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• Shear two-point correlation function (2PCF)
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Alignment of galaxies:

Decompose shear ! 
into tangential t and 
cross-component x

Shear two-point correlation functions:Weak
lens-
ing
and
cosmologyWeak lensing and cosmology Second-order cosmic shear statistics

Separating the E- and B-mode

E mode

B mode

mass
trough

mass
peak

E mode

B mode

mass
trough

mass
peak

• Local measure for E- and B-mode: �M2
ap⇥

• Remember: Map(⇥) =
�

d2⇤ Q�(⇤)�t(�).
• Define: M�(⇥) =

�
d2⇤ Q�(⇤)��(�).

• Dispersion �M2
�⇥ is only sensitive to B-mode, i.e., vanishes if there

is no B-mode.
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Grav. lensing produces only E-mode pattern (to first order)

= projections of P"(k)
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Covariance
We calculate the covariance of the data as follows:

• Gaussian part on large scales: Kilbinger & Schneider (2004), taking into 
account the CFHTLenS survey geometry and masks

• Non-Gaussian correction on small scales: Fitting formula of Sato et al. 
(2011), calibrated with simulations

We check the accuracy of this approach by comparing to N-body and ray-
tracing simulations, created for CFHTLenS (Harnoid-Deraps et al. 2012). From 
these simulations, we create a ‘Clone’ of the CFHTLenS data with the same 

galaxy redshift distribution, masks and noise properties. The agreement is good 
on scales > 1 arcmin (Fig. 3).

Parameter constraints
By comparing the measured shear correlations (Fig. 4) to theoretical 
predictions of the large-scale structure, we obtain constraints on cosmological 
parameters. The multi-dimensional parameter space is sampled using 
Population Monte Carlo (PMC), implemented in the free software 
cosmo_pmc (Kilbinger et al. 2011).

Assuming a flat ΛCDM Universe, CFHTLenS together with WMAP7 constrain 
Ωm to 4% and, σ8 to 2% (at 68.3% confidence). Dropping flatness, the error 
bars double (Table 1).

M. Kilbinger1, CFHTLenS Collaboration2

1-CEA Saclay, AIM/SAp, F-91191 Gif-sur-Yvette, France
2-www.cfhtlens.org
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Fig. 2. Shear correlations 
measured in CFHTLenS, and 
best-fit ΛCDM model.

Fig. 3. Diagonal of the 
covariance. of ξ+. The 
non-Gaussian correction 
matches the ‘cloned’ 
CFHTLenS simulation. 

ΩK=0 (flat) Free curvature 

Parameter Mean±68.3%cl.

Ωm 0.257± 0.011
σ8 0.797± 0.014
Ωb 0.0440± 0.0011
h 0.716+0.014

−0.013

ns 0.966± 0.013

Parameter Mean±68.3%cl.

Ωm 0.254+0.019
−0.018

σ8 0.804+0.031
−0.025

Ωb 0.0430+0.0043
−0.0038

h 0.725+0.034
−0.037

ns 0.965+0.014
−0.013

Ωde 0.744± 0.010

Table 1. Mean and 68.3% confidence intervals for ΛCDM, 
with zero (left) and free curvature (right).

Fig.1. Left: E- and B-modes 
measured in CFHTLenS. 
Right: typical E- and B-mode 
shear patterns. 
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Fig. 4. Constraints (68.3%, 95.5%) on the matter density Ωm 
and the amplitude of density fluctuations σ8. Left: flat 
model. Right: model with a free curvature parameter.
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Cosmological Constraints from Cosmic Shear 
in CFHTLenS

Abstract
We present constraints on cosmological parameters from weak gravitational 
lensing by the large-scale structure. Using multi-band optical data over 155 
square degrees of the CFHTLenS survey, we measure the shear correlation out 
to very large, linear scales. We sample the parameter space using Population 
Monte Carlo (PMC), and obtain robust constraints on LCDM  parameters.

E- and B-mode
To first order, the cosmological shear field is curl-free, and shows a pure 
gradient or ‘E-mode’ (the green patterns in Fig. 1).  The curl or B-mode’ (red 
patterns) is expected to vanish, and can be used as a test for residual 
systematics in the data. The aperture-mass dispersion separates the two 
modes. Indeed, the B-mode is consistent with zero between 1 and 230 arcmin 
(Fig. 1, left panel).

Shear correlation functions
The full second-order information of the cosmological weak lensing signal in 
real space is contained in the shear two-point correlation functions (2PCF):

They are measured by averaging over the shape correlations of pairs of galaxies 
at a given angular distance ϑ. Both the tangential and cross-component of 
shear are considered. We measure the 2PCF from 0.9 to 331 arcmin (Fig.2).

References
• Harnois-Deraps, Vafaei, Van Waerbeke, 2012 (in prep.)
• Kilbinger & Schneider, 2004, A&A, 413, 465
• Kilbinger et al. 2011,  arXiv:1101.0950, www.cosmopmc.info
• Sato et al. 2011, ApJ, 734, 76
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Alignment of galaxies:

Decompose shear ! 

into tangential t and 
cross-component x
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lens-
ing
and
cosmologyWeak lensing and cosmology Second-order cosmic shear statistics

Separating the E- and B-mode
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is no B-mode.
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Grav. lensing produces only E-mode pattern (to first order)
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Covariance
We calculate the covariance of the data as follows:

• Gaussian part on large scales: Kilbinger & Schneider (2004), taking into 
account the CFHTLenS survey geometry and masks

• Non-Gaussian correction on small scales: Fitting formula of Sato et al. 
(2011), calibrated with simulations

We check the accuracy of this approach by comparing to N-body and ray-
tracing simulations, created for CFHTLenS (Harnoid-Deraps et al. 2012). From 
these simulations, we create a ‘Clone’ of the CFHTLenS data with the same 

galaxy redshift distribution, masks and noise properties. The agreement is good 
on scales > 1 arcmin (Fig. 3).

Parameter constraints
By comparing the measured shear correlations (Fig. 4) to theoretical 
predictions of the large-scale structure, we obtain constraints on cosmological 
parameters. The multi-dimensional parameter space is sampled using 
Population Monte Carlo (PMC), implemented in the free software 
cosmo_pmc (Kilbinger et al. 2011).

Assuming a flat ΛCDM Universe, CFHTLenS together with WMAP7 constrain 
Ωm to 4% and, σ8 to 2% (at 68.3% confidence). Dropping flatness, the error 
bars double (Table 1).

M. Kilbinger1, CFHTLenS Collaboration2

1-CEA Saclay, AIM/SAp, F-91191 Gif-sur-Yvette, France
2-www.cfhtlens.org
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Second-order statistics

• Correlation of the shear at two points yields four quantities
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> 0 < 0
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〉

,
〈

γ×γt

〉
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γ×γ×
〉

⟨γtγt⟩

• Parity conservation �⇥ ⇤�t�⇥⌅ = ⇤�⇥�t⌅ = 0
• Shear two-point correlation function (2PCF)

⇥+(⇤) = ⇤�t�t⌅ (⇤) + ⇤�⇥�⇥⌅ (⇤)
⇥�(⇤) = ⇤�t�t⌅ (⇤)� ⇤�⇥�⇥⌅ (⇤)
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Fig. 2. Shear correlations 
measured in CFHTLenS, and 
best-fit ΛCDM model.

Fig. 3. Diagonal of the 
covariance. of ξ+. The 
non-Gaussian correction 
matches the ‘cloned’ 
CFHTLenS simulation. 

ΩK=0 (flat) Free curvature 

Parameter Mean±68.3%cl.

Ωm 0.257± 0.011
σ8 0.797± 0.014
Ωb 0.0440± 0.0011
h 0.716+0.014

−0.013

ns 0.966± 0.013

Parameter Mean±68.3%cl.

Ωm 0.254+0.019
−0.018

σ8 0.804+0.031
−0.025

Ωb 0.0430+0.0043
−0.0038

h 0.725+0.034
−0.037

ns 0.965+0.014
−0.013

Ωde 0.744± 0.010

Table 1. Mean and 68.3% confidence intervals for ΛCDM, 
with zero (left) and free curvature (right).

Fig.1. Left: E- and B-modes 
measured in CFHTLenS. 
Right: typical E- and B-mode 
shear patterns. 
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Fig. 4. Constraints (68.3%, 95.5%) on the matter density Ωm 
and the amplitude of density fluctuations σ8. Left: flat 
model. Right: model with a free curvature parameter.
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16 Hildebrandt, Viola, Heymans, Joudaki, Kuijken & the KiDS collaboration

Figure 5. Tomographic measurements of ⇠+ (upper-left panels) and ⇠� (lower-right panels) from the full KiDS-450 dataset. The
errors shown here correspond to the diagonal of the analytical covariance matrix (Section 5.3). The theoretical model using the best-fit
cosmological parameters from Table F1 is shown (solid) which is composed of a cosmic shear term (GG, dotted), and two intrinsic
alignment terms (GI, dot-dashed, and II, dashed).

add in any prior information through h. This is necessary as
non-CMB analyses usually report constraints in terms of h
instead of ✓MC.

For our top-hat prior on ⌦bh2 we use big bang nucle-
osynthesis constraints from Olive et al. (2014), again adopt-
ing a conservative width ±5� such that 0.019 < ⌦bh2 <
0.026. Our other prior choices are broad.

The best-fit e↵ective �2 is defined as �2
e↵(✓̂) =

�2 lnLmax, where ✓̂ is the vector of the model parameters

that yields the maximum likelihood Lmax. For purposes of
model selection, we use the Deviance Information Criterion
(DIC; Spiegelhalter et al. 2002, also see Joudaki et al. 2016
for further details):

DIC ⌘ �2
e↵(✓̂) + 2pD , (13)

where pD = �2
e↵(✓) � �2

e↵(✓̂) is the Bayesian complexity,

which acts to penalise more complex models. �2
e↵(✓) repre-

sents �2 averaged over the posterior distribution. The di↵er-

MNRAS 000, 1–49 (2016)
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Figure 2. Comparison of the normalised redshift distributions for the four tomographic bins as estimated from the weighted direct
calibration (DIR, blue with errors), the calibration with cross-correlations (CC, red with errors), the re-calibrated stacked Precal(z)
(BOR, purple with errors that are barely visible), and the original stacked P (z) from bpz (green). The gray-shaded regions indicate the
target redshift range selected by cuts on the Bayesian photo-z zB. Errors shown here do not include the e↵ects of sample variance in the
spec-z calibration sample.

and � and fit it to the results of all the redshift bins with
0 < zspec < 1.2. For zspec > 1.2 we fit a constant r0 and �.

The cross-correlation functions are estimated with a
finer binning in spec-z in order to obtain redshift distribu-
tions for the tomographic bins with high resolution. The
raw cross-correlations are corrected for evolving galaxy bias
with the recipe by Newman (2008) and Matthews & New-
man (2010). We estimate statistical uncertainties from a
bootstrap re-sampling of the spectroscopic training set (1000
bootstrap samples). The whole re-calibration procedure, in-
cluding correlation function estimates and bias correction,
is run for each bootstrap sample.

Note that the cross-correlation function can attain neg-
ative values that would lead to unphysical negative ampli-
tudes in the n(z). Nevertheless, it is important to allow
for these negative values in the estimation of the cross-
correlation functions so as not to introduce any bias. Such
negative amplitudes can for example be caused by local over-
or underdensities in the spec-z catalogue as explained by
Rahman et al. (2015). Only after the full redshift recovery
process do we re-bin the distributions with a coarser redshift
resolution to attain positive values for n(z) throughout.

The redshift distributions from this method, based on

the combination of the DEEP2 and zCOSMOS results, are
displayed in Fig. 2 (red line with confidence regions). Note
that the uncertainties on the redshift distributions from the
cross-correlation technique are larger than the uncertainties
on the weighted direct calibration, owing to the relatively
small area of sky covered by the spec-z catalogues. As will
be shown in Section 6, propagating the n(z) and associated
errors from the CC method into the cosmological analysis
yields cosmological parameters that are consistent with the
ones that are obtained when using the DIR redshift distribu-
tions, despite some di↵erences in the details of the redshift
distributions.

3.4 Re-calibration of the photometric P(z ) (BOR)

Many photo-z codes estimate a full redshift likelihood, L(z),
for each galaxy or a posterior probability distribution, P (z),
in case of a Bayesian code like bpz. Bordoloi et al. (2010)
suggested to use a representative spectroscopic training sam-
ple and analyse the properties of the photometric redshift
likelihoods of those galaxies.

For each spectroscopic training object the photometric

MNRAS 000, 1–49 (2016)

DR1/2, 450 deg2

Results from KiDS

Hildebrandt et al. (2016)

Four tomographic redshift bins

2-point correlation function,  
all combinations between z-bins



Martin KilbingerWL, DE & sys / 20

Weak-lensing measurements of dark energy

5
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Figure 8. Joint parameter constraints on the dark energy equation of state parameter w
0

and the matter density parameter ⌦
m

, and curvature parameter ⌦
K

for a curved wCDM cosmology from WMAP7-only (blue), BOSS combined with WMAP7 and R11 (green), CFHTLenS combined with WMAP7 and R11
(pink) and CFHTLenS combined with BOSS, WMAP7 and R11 (white).

Figure 9. Compressed CFHTLenS tomographic data for two galaxy sam-
ples; early-type (circles) and late-type (cross) galaxies. As in Figure 3, each
point represents a different tomographic bin combination ij as indicated
by z

peak

, the peak redshift of the lensing efficiency for that bin. The best-
fitting amplitude ↵ij of the data relative to a fixed fiducial GG-only cos-
mology model is shown, multiplied by the fiducial model at ✓ = 1 arcmin
for ⇠

+

. The error bars show the 1� constraints on the fit. The data can be
compared to the fiducial GG-only model, shown dotted.

the data. The resulting best-fitting amplitude ↵ij is shown, multi-
plied by the fiducial model at ✓ = 1 arcmin for ⇠

+

. With only 20 per
cent of the data contained in the early-type sample, it is unsurpris-
ing that the measured signal to noise is significantly weaker than
for the late-type sample which are well fit by the fiducial GG-only
model, shown dotted. We can, however, optimise the measurement
of the intrinsic alignment signal from early-type galaxies, to get a
clearer picture, if we assume the II contribution to cross-correlated
bins is small in comparison to the GI signal. If this is the case, we
can decrease the noise on the GI measurement by using the full

galaxy sample as background galaxies to correlate with the early-
type galaxies in the foreground bin. The result of this optimised
analysis is shown, in compressed tomographic data form, in Fig-
ure 10. The open circles show the tomographic signal measured in
the auto-correlated redshift bins between early-type galaxies (these
auto-correlation bins are also shown in Figure 9). The closed sym-
bols show the tomographic signal in the cross-correlated redshift
bins where early-type galaxies populate the foreground bin and the
full galaxy sample populates the background higher redshift bin.
The data can be compared to the fiducial GG-only model, shown
dotted. What is interesting to note from this Figure is that at low
redshifts, where the intrinsic alignment signal is expected to be
the most prominent, the auto-correlated bins tend to lie above the
GG-only model. We expect this from the II term. For the cross-
correlated bins, however, the measured signal tends to lie below
the GG-only model. We expect this from the GI term.

Figure 11 combines the CFHTLenS data split by galaxy type,
and our optimised early-type galaxy tomography analysis, with
auxiliary data from WMAP7, BOSS and R11 to constrain the am-
plitude of the intrinsic alignment model A. Assuming a flat ⇤CDM
model, the resulting 68 per cent and 95 per cent confidence limits
on A and the matter density parameter ⌦

m

can be compared4. In
the left panel we show constraints from the two galaxy samples
split by SED type. The early-type galaxy constraints are shown
in red and the late-type galaxy constraints are shown in blue. In
the right panel, constraints are shown for the full galaxy sample
in purple and the optimised early-type intrinsic alignment analysis
in pink. The marginalised 68 per cent confidence errors on A, from
the combination of CFHTLenS data with WMAP7, BOSS and R11,
for the four different measurements are

A
late

= 0.18+0.83
�0.82 , (17)

A
early

= 5.15+1.74
�2.32 , (18)

4 Note that the constraints on cosmological parameters other than A are
consistent between the early-type and late-type analysis, and that both sets
of parameter constraints, with the exception of A, are consistent with the
full galaxy sample analysis reported in table 3.

c� 0000 RAS, MNRAS 000, 000–000

CFHTLenS (Heymans et al. 2013)

KiDS-450 (Joudaki et al. 2016)
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WL dependence on dark energy, redshifts, 
and shear bias
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Day 2: Measurement of weak lensing Photometric redshifts

Redshift estimation III

Redshift accuracy and cosmology
To interpret weak lensing correlations in cosmological context, the redshift
distribution needs to be known accurately!
To first order:

P(` ⇠ 1000) / ⌦�3.5
de �2.9

8 z̄1.6|w|0.31 (Huterer et al. 2006)

Methods

• Template fitting.
Redshifted synthetic or observed templates of various types are fitted to
flux in observed bands.
Examples LePhare (Ilbert et al. 2006)), BPZ (Beńıtez 2000), HyperZ
(Bolzonella et al. 2000).
Spectroscopic sample for calibration, priors.

• Machine-learning.
Learn data using training set (of spectroscopic sample).
Examples: ANNz (Collister & Lahav 2004).

Martin Kilbinger (CEA) WL 72 / 144

Dependence on w weaker than for other 
parameters.

For desired precision on w, need 5 times 
more precise mean redshift(s)!

Day 2: Measurement of weak lensing Galaxy shape measurement

Shear measurement biases: Characterisation

Bias can be multiplicative (m) and additive (c):

�obs
i = (1 + mi)�

true
i + ci; i = 1, 2.

Biases m, c are typically complicated functions of galaxy properties (e.g. size,
magnitude, ellipticity), redshift, PSF, . . .. They can be scale-dependent.

Current methods: |m| = 1% � 10%, |c| = 10�3 � 10�2.

Challenges such as STEP1, STEP2, great08, great10, great3 quantified these
biases with blind simulationes.

Requirements
Normalisation �8 / m!
Necessary knowledge of residual biases |�m|, |�c| (after calibration):
Current surveys 1%.
Future large missions (Euclid, LSST, . . .) 10�4 = 0.1%!

Martin Kilbinger (CEA) WL 65 / 144

Shear bias:

P / (1 +m)2; �8 / (1 +m)
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methods. For future cosmic shear surveys, with considerably
larger datasets, it will be essential to reduce the statistical
uncertainty in the redshift calibration in order to not com-
promise the statistical power of the shear measurement. For
KiDS-450 the uncertainty for our favoured DIR calibration
scheme is still subdominant.

In summary, we find that the four possible choices for
the photometric redshift calibration technique yield consis-
tent cosmological parameters.

6.4 Impact of analytical and numerical covariance
matrices

For our primary analysis we choose to adopt the analytical
estimate of the covariance matrix described in Section 5.3,
as it yields the most reliable estimate of large-scale sample
variance (including super-sample contributions), is free from
noise, and is broadly consistent with the N -body covariance
(see Section 5.4). In this section we compare the cosmo-
logical parameter constraints obtained with the analytical
covariance matrix to the alternative numerical estimate as
described in Section 5.2. For this test, we set all astrophysi-
cal and data-related systematics to zero: this applies to the
intrinsic alignment amplitude, the baryon feedback ampli-
tude, the errors on the shear calibration, and the errors on
the redshift distributions. Fixing these parameters allows us
to focus on the e↵ect of the di↵erent covariance matrices on
the cosmological parameters.

We correct for noise bias in the inverse of the numerical
covariance matrix estimate using the method proposed by
Sellentin & Heavens (2016). As we have a significant num-
ber of N-body simulations, however, we note that the con-
straints derived using our numerical covariance matrix are
unchanged if we use the less precise but alternative Hartlap
et al. (2007) bias correction scheme.

We find consistency between the results for the di↵erent
covariance matrices given the statistical errors of KiDS-450.
There is however a shift in the central values of the best-fit
parameters; the S8 constraint for the numerical covariance
is 0.04 lower than the constraint for the analytical covari-
ance. This shift is equivalent to the size of the 1� error on
S8 when all systematic e↵ects are included in the analysis.
We attribute these shifts to super-sample-covariance terms
that are correctly included only in the analytical estimate
(which is also the reason why we adopt it as our preferred
covariance). The SSC reduces the significance of the large
angular ⇠± measurements (see Fig. 4) where our measured
signal is rather low in comparison to the best-fit model (see
Fig. 5). The numerical covariance incorrectly gives too much
weight to the large-scale results, resulting in a shift to lower
S8 values when the numerical covariance is used.

In this case, where we have neglected all systematic un-
certainties, the reduced �2 when using the numerical covari-
ance (�2

red = 1.2) is lower than the analytic covariance anal-
ysis (�2

red = 1.5). This di↵erence can be understood from
Fig. 4 where the numerical covariance predicts slightly larger
errors for the angular scales which carry the most informa-
tion. This is particularly true for the ⇠� statistic.

0.1 0.2 0.3 0.4 0.5

�m

0.6

0.8

1.0

1.2

�
8

CC

DIR

BPZ

BOR

Figure 7. Marginalized posterior contours (inner 68% CL, outer
95% CL) in the ⌦m-�8 plane, examining the impact of photomet-
ric redshift uncertainty and calibration methods. Shown are the
constraints in the ⌦m-�8 plane for the weighted direct calibration
with errors (DIR, blue), the calibration with cross-correlations
with errors (CC, grey), the original stacked P (z) from bpz (green),
and their re-calibrated version (BOR, yellow).

6.5 Impact of B modes

As detailed in Appendix D6, we find small but signifi-
cant B modes in the KiDS-450 data on angular scales
✓ < 4.2 arcmin. In order to assess their importance we tested
two mitigation strategies; excluding the small-scale measure-
ments, and subtracting 2 ⇥ ⇠B from our ⇠+ measurements.
The latter correction is valid if the origin of the systematic
creates E modes with the same amplitude as the B mode.
Note that ⇠� is not modified under this assumption, as ex-
plained in Appendix D6. Fig. 8 shows the e↵ect of these two
B-mode correction schemes on the constraints in the ⌦m-�8

plane. The contours shift somewhat when the correction is
applied, and grow when only large scales are used, but the
changes are well within the 1-� confidence region. It there-
fore appears that our analysis is not significantly a↵ected
by B modes: in particular the B modes are not su�cient
to explain the tension with respect to the Planck results.
If anything, the B-mode correction increases the tension.
Applying the B mode correction does however result in an
improvement in the goodness-of fit, with the �2

red reducing
from 1.3 to 1.1.

6.6 Impact of intrinsic galaxy alignment and
baryon feedback modelling

In our primary analysis, we constrain the amplitude of the
intrinsic alignments to AIA = 1.10 ± 0.64. This is in con-
trast to the di↵erent CFHTLenS analyses: from a combined
analysis with WMAP7 Heymans et al. (2013) find an over-
all negative amplitude with AIA = �1.18+0.96

�1.17, and Joudaki
et al. (2016) find AIA = �3.6±1.6 from lensing alone. Inter-
estingly, if we switch from our preferred n(z) (DIR, deter-
mined from the weighted direct calibration) to the stacked
P (z) estimated by the photo-z code bpz (see Section 6.3), i.e.
the redshift distribution methodology used for CFHTLenS,
we also find a negative AIA for KiDS and a considerably

MNRAS 000, 1–49 (2016)

Different n(z) estimates.

Hildebrandt et al. (2016)

Necessary to remove tension with Planck: Δz~0.14, Δm~0.16.

14 Fenech Conti, Herbonnet, Hoekstra, Merten, Miller, Viola

Figure 7. The multiplicative shear bias m (top) and additive shear bias c (bottom) as a function of measured galaxy properties. The
left panels shows the bias with and without lensfit self-calibration as a function of measured model SNR. The right panels show the same
measurements as a function of R. The grey band in the top panels indicates the requirement on the knowledge of the multiplicative bias
set by Hildebrandt et al. (2016b) in the context of a cosmic shear analysis.

nificant size-dependent shear bias in their null test of Dark
Energy Survey galaxy-galaxy lensing: this bias may have
been the result of the selection-induced size bias we have
discussed here, and in general, tests of the dependence of
shear on measured galaxy size should be avoided as a null
test.

In the following sections, we investigate the full bias
introduced by the noisy measurement process: this bias in-
cludes the object selection bias discussed in §4.2 and we
should be mindful of the artificial biases of this section when
investigating the size dependence and when deriving a cali-
bration relation: biases as a function of galaxy size measured
in noisy simulations may have a significant contribution from
the calibration selection bias. Provided the simulated galaxy
distributions match well the data distributions, any derived
calibration relation should correctly include such e↵ects and
should result in correctly calibrated data, but it makes sense
to minimise the e↵ect of the choice of size definition by cali-
brating using rab rather than r, as this should minimise the
sensitivity to any mismatch between data and simulations.

4.4 lensfit results

We start the analysis of the noisy measurement biases by
quantifying the impact of the lensfit self-calibration (see
§2.2) on the recovered shear biases. This is done by simply
removing the self-calibration corrections (which are reported
in the catalogue) from the measured galaxy ellipticities be-
fore computing the shear. Without the self-calibration we
find that the average multiplicative bias for the full galaxy
sample is ⇠-4% in both components. This number reduces
to ⇠-2% in each component once we use the lensfit self-
calibration. We report the exact values, together with their
errors, in Table 2. Even more dramatic is the reduction of
the additive bias when we use the self-calibrated version of
lensfit: it reduces by a factor five in c

1

and by a factor of
three in c

2

. This is extremely encouraging, in particular for
cosmic shear analysis, where a large additive bias hampers
the ability to measure the cosmological signal at large angu-
lar separations (e.g. Heymans et al. 2013; Hildebrandt et al.
2016b).

We also explore the impact of misclassified stars on the
average bias in the simulations. In fact, lensfit occasionally

MNRAS 000, 1–28 (2016)

Fenech Conti et al. (2017)

Shear calibration
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Day 3: Surveys and cosmology Cosmological modelling

Intrinsic galaxy alignment (IA)Galaxy Alignments: An Overview 9

Fig. 3 Sketch of the gravitational lensing signal and its intrinsic alignment contamination. Light travels
from the top of the sketch downwards, from the source plane via the lens plane to the plane at the bottom
containing the images as seen by an observer. The matter structure (green ellipsoid) deflects the light from
the background source galaxies (blue discs) and distorts their images tangentially with respect to the apparent
centre of the lens (as seen in the bottom plane). As a consequence, the galaxy images become aligned (GG
signal). Galaxies which are physically close to the lens structure (red ellipsoids) may be subjected to forces
that cause them to point towards the structure, which results in the alignment of their images (II signal).
Images of galaxies close to the lens are then preferentially anti-aligned with the gravitationally sheared images
of background galaxies (GI signal)

They come in principle with their own intrinsic correlations of galaxy observables, which
we will not discuss further here.

Galaxies as light sources are intrinsically non-circular in general, and the deviation from
a circular image can to first order be described by an intrinsic ellipticity ϵs. This ellipticity
is intrinsic in the sense that it is a property of the galaxy itself rather than induced by gravi-
tational deflection as the light travels to the observer, after leaving the galaxy. The observed
ellipticity under the gravitational lens mapping is then given by (Seitz and Schneider 1997)

ϵ = ϵs + g

1 + ϵsg∗ ≈ ϵs + γ with g ≡ γ

1 − κ
, (2)

where g is called the reduced shear. Both ellipticities and shear are understood as complex
numbers in this equation (with the complex conjugate denoted by a star), encoding the shape
in the absolute value and the orientation with respect to some reference axis in the phase,
e.g. ϵ = |ϵ| e2iϕ . The simple summation of shear and ellipticity in the second equality of
Eq. (2) only holds in the limit of very weak lensing effects,2 i.e. |γ |,κ ≪ 1. It is important
to note that the term ‘ellipticity’ is not uniquely defined in general and, even if galaxy images
were simple solid ellipses with semi-minor to semi-major axis ratio b/a, could correspond

2There is a subtlety involved in this approximation: for an individual galaxy, as Eq. (2) has been written, the
expansion produces another term that is first order in the shear and proportional to g∗(ϵs)2. However, since
the relation is only considered in practice when averaging over large numbers of galaxies, this term (as well
as all higher-order terms) becomes negligible if the intrinsic galaxy shapes are uncorrelated, or only weakly
correlated, with the shear acting on them.

(Joachimi et al. 2015)

Galaxy shapes are correlated with
surrounding tidal density field, due to
coupling of spins for spiral galaxies,
tidal stretching for elliptical galaxies.
Shape of galaxies is sum of shear (G)
and intrinsic (I) shape (remember
" ⇡ "s + �).
So, with intrinsic alignment, the
correlation of galaxy shapes is not only
shear-shear (GG), but also
intrinsic-intrinsic (II) and
shear-intrinsic (GI; (Hirata &
Seljak 2004)).

Contamination to cosmic shear at ⇠ 1 - 10%.
Need to model galaxy formation.

Martin Kilbinger (CEA) WL 80 / 144
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redshift

observer

galaxy shapes correlatedgalaxy and halo shapes correlated

• II (intrinsic - intrinsic): concerns galaxies at same z; remove from 
analysis; 

• GI (shear - intrinsic): galaxies at different z; 
• Remove LRGs (Schrabback et al. 2010) 
• Nulling (independent of IA model, only depends on distances) 

(Joachimi, Schneider 2008, 2009, 2010) 
• Joint modelling+fitting of IA & cosmo parameters  

(Bridle, King, Kirk and others)
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• Quadratic model 
• spin alignments from tidal torquing for spiral galaxies.  

• Linear model 
• Halo shapes stretched by tidal field, linear in Pδ(k), 
• PII = A2 Pδ, PGI = -A Pδ. 
• A(z, galaxy type, luminosity)? 

• Parametric model, e.g. A = (1+z)α Lβ 
• Non-parametric model, e.g. A 

on a grid in (z, L) 
• “non-linear” model: Pδ = non-linear  

power spectrum 

• Halo model

Galaxy Alignments: Observations and Impact on Cosmology 165

Fig. 6 The density-shape correlation function, wg+ for the SDSS-III BOSS LOWZ sample used in Singh
et al. (2014). The data used covers the redshift range 0.16 < z < 0.36. The red points are the measurements
from the data, the dashed green lines are the non-linear alignment model, and the dashed blue lines are the lin-
ear alignment model. The non-linear alignment model is fitted only in the range 6 Mpc/h < rp < 65 Mpc/h
(shown by dashed vertical lines), while the linear alignment model is shown with the same parameters as the
non-linear alignment model. The dotted purple and blue lines show halo model fits to wg+ at small scales,
see text for more details. The black solid line shows the SDSS fibre collision scale at z = 0.36. Reproduced
with permission from Singh et al. (2014)

The measurements of wg+ for the full sample agree well with the linear alignment model
at scales larger than ∼ 10 Mpc/h, as shown in Fig. 6. Below this scale, the non-linear
alignment model provides a good fit to the data above 1 Mpc/h (though there is a notable dip
in the measured signal at ∼ 2 Mpc/h). Note that the non-linear alignment model includes
an optional smoothing scale, and the selection of this scale can, in principle, affect the match
at small scales. Below ∼ 1 Mpc/h they apply two versions of the intrinsic alignment halo
model. An implementation of the fitting formula and parameter values from Schneider and
Bridle (2010) (dotted blue line) does not fit the data well. However, when some of the fitting
function parameters are modified to better suit the SDSS LOWZ sample used in this work
(dotted purple line), the halo model is shown to fit the data well on the smallest scales, from
0.3 − 1 Mpc/h. The vertical black line at 0.3 Mpc/h shows the SDSS fibre collision scale,
below which the difficulty of placing optical fibres in close proximity makes measuring
clustering statistics difficult. Fitting the non-linear alignment model to scales larger than
6 Mpc/h yields an intrinsic alignment amplitude AI = 4.6 ± 0.5 (with the galaxy clustering
suggesting an average linear galaxy bias of bg = 1.77±0.04). It is interesting to note that the
best fit to the data appears to be the non-linear alignment model at large and intermediate
scales combined with the halo model at small scales. There is no physical motivation for
this combination (compared to the linear alignment+halo model) but it suggests that more
modelling and simulations work needs to be done to understand behaviour at intermediate
scales, 2 < rp < 10 Mpc/h. Recent work in this direction has been done by Blazek et al.
(2015) which presents all relevant non-linear corrections at one-loop order, under the tidal
alignment paradigm.

Singh et al. (2014) also presented results which explore intrinsic alignments as a func-
tion of galaxy properties and galaxy environment. As mentioned earlier, the luminosity-
dependence of large-scale intrinsic alignments for this sample is consistent with the results

Singh et al. (2014)
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Figure 2. The observed two-point correlation function ⇠̂ij
+

(✓). The panels show the different ij redshift bin combinations, ordered with increasing redshift bin
i from left to right, and increasing redshift bin j from lower to upper. Refer to table 1 for the redshift ranges of each tomographic bin. The errors are estimated
from an analysis of N-body lensing simulations as discussed in Section 3.3. The theoretical curves show our fiducial total GG+GI+II signal as a solid line.
When distinguishable from the total, the GG only signal is shown dashed. The magnitude of the GI signal is shown dot-dashed (our fiducial GI model has
a negative anti-correlated signal) and the II signal is shown dotted, where the amplitude is more than 10�7. The results of the broad two-bin tomographic
analysis of Benjamin et al. (2012) are shown in the lower right corner.

correspondingly large covariance matrix, that we use in the likeli-
hood analysis. Purely for improving the visualization of this large
data set, however, we propose the following method to compress
the data, motivated by the different methods of Massey et al. (2007)
and Schrabback et al. (2010).

To compress angular scales, we first calculate a WMAP7 cos-
mology GG-only theory model ⇠ij

fid

for each redshift bin combina-
tion ij and each statistic (+/�). We then define a free parameter
↵ij
± which allows the overall amplitude of the model to vary, but

keeps the angular dependence fixed. The best-fitting amplitude ↵ij
±

is then found from a �2 minimization of ↵ij
±⇠ij

fid

(✓) to the shear
correlation functions measured at 5 angular scales in each ij bin
and each statistic. A best-fitting value of ↵ij

± = 1 implies the data
in bin ij are well-fit by a WMAP7 GG-only cosmology. Each bin is
then assigned a single value of ↵ij

ˆ⇠ij
fid

(✓ = 1

0
) which can be inter-

preted as the amplitude of the two-point shear correlation function
measured in bin ij at an angular scale of ✓ = 1 arcmin.

To compress the information in the redshift bin combination,
we calculate the lensing efficiency function qi(w) (equation 7) for
each redshift bin i, and then determine the peak redshift z

peak

of
the combined lensing sensitivity qi(w)qj(w) for each redshift bin
ij combination. This peak redshift locates the epoch that is the
most efficient at lensing the two galaxy samples in the redshift
bin combination ij, but we note that these distributions are very
broad, particularly for the redshift bins with a significant fraction
of catastrophic outliers in the photometric redshift distribution (see
Figure 1).

Figure 3 shows the resulting compressed 21 data points for
each statistic, ⇠

+

(circles) and ⇠� (crosses), plotting ↵ij
ˆ⇠ij
fid

(✓ =

1

0
) against z

peak

. This can be compared to the fiducial cosmol-
ogy prediction (shown dotted, by setting ↵ = 1). To recover ↵ij

from this figure, one simply divides the value of each data point
by the value of the fiducial model, shown dotted, at that z

peak

. We
find a signal that rises as the peak redshift of the lensing efficiency
function increases; the more large scale structure the light from our
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Table 1. Tomographic redshift bin selection. Galaxies are selected based on
their maximum posterior photometric redshift estimate z

BPZ

. The median
redshift z

m

and mean redshift z̄ for each bin is calculated from the effective
redshift distribution as measured by the weighted sum of the photometric
error distributions P (z).

Bin z
BPZ

z
m

z̄

1 0.20 � 0.39 0.28 0.36

2 0.39 � 0.58 0.48 0.50

3 0.58 � 0.72 0.62 0.68

4 0.72 � 0.86 0.82 0.87

5 0.86 � 1.02 0.93 1.00

6 1.02 � 1.30 1.12 1.16

inverse covariance matrix C�1 that sets the maximum number of
data points p in our analysis. The number of tomographic bins N

t

and angular scales N✓ is therefore set by the number of N-body
simulations that we have at our disposal. For p/nµ <

⇠ 0.12, and
nµ = 1656, (see Section 3.3), we should therefore limit our analy-
sis to p <

⇠ 200.

3.4 Tomographic analysis and redshift distributions

In a tomographic weak lensing analysis there is always a choice
to be made for the number of tomographic redshift bins, N

t

, and
the number of scales probed, in our case angular scales, N✓ . As
the number of redshift and angular bins is increased, the amount of
information increases. A saturation limit is eventually reached be-
yond which the data points become so correlated that the extra in-
formation gained with each incremental increase in the number of
bins becomes marginal. With an unlimited number of N-body lens-
ing simulations from which to make an unbiased covariance matrix
estimate, the optimal number of tomographic bins will depend on
the photometric redshift accuracy of the survey, and the method by
which the contamination from intrinsic galaxy alignments is miti-
gated in the analysis. Bridle & King (2007) show that for a survey
with a photometric redshift scatter of �z = 0.05(1 + z), using
N

t

⇠ 8 brings the cosmological parameter constraints to within 20
per cent of the best attainable with a fully 3D approach. This is in
contrast to the conclusions of earlier cosmic-shear only optimiza-
tions, which found N

t

⇠ 3 to be optimal (Simon et al. 2004; Ma
et al. 2006). This difference indicates the importance of using finely
binned tomographic redshift slices when mitigating intrinsic align-
ment effects. Grocutt (2012) investigate the dependence of cosmo-
logical parameter constraints when varying the number of tomo-
graphic redshift bins, N

t

, and the number of angular scales probed,
N✓ , simultaneously. A non-linear intrinsic alignment model was
assumed for the II and GI contamination (see Section 3.2). In this
analysis the cosmological parameter constraints were found to be
less sensitive to increases in N✓ , in comparison to increases in
N

t

. This is expected for the single-parameter non-linear intrinsic
alignment model, as the cosmic shear, GG, and non-linear intrinsic
alignment II and GI power spectrum, vary smoothly with scale and
the relative amplitude between the II, GI and GG power for each
redshift bin is fixed as a function of scale. As the number of data
points p scales as N

t

(N

t

+1), however, even small increases in N

t

can quickly lead to an unstable covariance matrix.
Motivated by the findings of Bridle & King (2007) and Gro-

Figure 1. Tomographic redshift distribution. The upper panel shows the
effective weighted number of galaxies as a function of their maximum pos-
terior photometric redshift estimate, separated into six tomographic bins
between 0.2 < z

BPZ

< 1.3. The effective weighted number of galaxies in
each redshift bin is constant. The lower panel shows the redshift distribution
for each selected bin as estimated from the weighted sum of the photometric
redshift probability distributions P (z).

cutt (2012), and with the limitation that the total number of data
points p <

⇠ 200 (see Section 3.3.1), we choose to use N
t

= 6 red-
shift bins and N✓ = 5 angular bins such that our total number of
data points p = 210. The angular range is chosen to be spaced
equally in log(✓) between 1.5 < ✓ < 35 arcmin, where the maxi-
mum angular scale is determined by the limitations of the N-body
lensing simulations used to determine the covariance matrix. We
select the N

t

= 6 redshift bins to span our high confidence red-
shift range 0.2 < z

BPZ

< 1.3 such that the effective surface num-
ber density of galaxies in each redshift bin is equal. The effective
number density includes the shear measurement weights w such
that the intrinsic ellipticity noise in each bin is equal. This choice
is in contrast to a cosmic shear signal-to-noise optimised redshift
bin selection which would lead to much broader bins at low red-
shift. Such optimization is undesirable for our purposes, as it is
the lowest redshift bins where the presence of intrinsic alignments
is most prominent. Table 1 lists the resulting redshift selection for
each tomographic bin. The median redshift z

m

and mean redshift
z̄ is calculated from the effective redshift distribution as measured
by the weighted sum of the photometric error distributions P (z).
These error distributions extend out to z

BPZ

= 3.5 which skews
the mean redshift measurement, relative to the median, particularly
in the lowest redshift bin.

Figure 1 compares the effective redshift distribution for each
tomographic bin as determined from the maximum posterior red-
shift z

BPZ

(upper panel) and by the weighted sum of the photomet-
ric error distributions P (z) (lower panel). The binning in the upper
panel is significantly finer than the typical CFHTLenS photometric
redshift error �z ⇠ 0.04(1 + z) (Hildebrandt et al. 2012). The fine
structure revealed by this binning therefore illustrates redshift fo-
cusing effects arising from the photometric redshift measurement,
not true physical structures. Accurate measurements of P (z) for
each galaxy allows us to fully account for these focussing effects,
in addition to overlapping redshift distributions and catastrophic
redshift outliers in our analysis (see Benjamin et al. 2012, for de-
tailed analysis of the P (z) used in this analysis). It is therefore the
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Figure 11. Joint parameter constraints on the amplitude of the intrinsic alignment model A and the matter density parameter ⌦
m

from CFHTLenS combined
with WMAP7, BOSS and R11. In the left panel the constraints can be compared between two galaxy samples split by SED type, (early-type in red and late-type
in blue). In the right panel we present constraints from a optimised analysis to enhance the measurement of the intrinsic alignment amplitude of early-type
galaxies (pink). The full sample, combining early and late-type galaxies, produces an intrinsic alignment signal that is consistent with zero (shown purple). A
flat ⇤CDM cosmology is assumed.

Figure 10. Compressed CFHTLenS tomographic data for an optimised
early-type galaxy intrinsic alignment measurement with auto-correlated
redshift bins containing only early-type galaxies (circles) and cross-
correlation redshift bins containing early-type galaxies in the low redshift
bin and all galaxy types in the high redshift bin (filled). Different tomo-
graphic bin combinations ij are indicated by z

peak

, the peak redshift of the
lensing efficiency for that bin. The best-fitting amplitude ↵ij of the data
relative to a fixed fiducial GG-only cosmology model is shown, multiplied
by the fiducial model at ✓ = 1 arcmin for ⇠

+

. The error bars show the 1�
constraints on the fit. The data can be compared to the fiducial GG-only
model, shown dotted.

Aopt

early

= 4.26+1.23
�1.39 , (19)

A
all

= �0.48+0.75
�0.87 . (20)

We find the intrinsic alignment amplitude of the late-type sample
is consistent with zero. In contrast, the amplitude of the intrinsic
alignment model for the early-type sample is detected to be non-
zero with close to 2� confidence. When we consider the optimised
analysis, we find an even stronger detection, with an intrinsic align-
ment amplitude of A = 0 for early-type galaxies ruled out with
3� confidence. The optimised early-type analysis should be con-
sidered with some caution, however, as the tomographic redshift
bins do overlap and as such a small fraction of late-type with early-
type II correlation will be included in the measurement. The mea-
surement of A

early

should therefore be considered as our cleanest
measurement of the early-type galaxy intrinsic amplitude with the
optimised Aopt

early

analysis providing us with the strongest evidence
for intrinsic galaxy alignments between early-type galaxies.

Our constraints show the same broad findings as other stud-
ies; intrinsic alignments are dependent on galaxy type. As previous
studies have focused on specific galaxy samples at fixed redshifts,
however, it is difficult to compare our constraints directly. With that
caveat we can, however, comment on literature results from galaxy
samples that are the most comparable. Our late-type sample is most
similar in its properties to the blue galaxies from the WiggleZ sur-
vey analysed in Mandelbaum et al. (2011). Their null detection is in
agreement with our late-type galaxy results. Our early-type sample
is most similar in terms of luminosity and redshift to the MegaZ-
LRG sample analysed in Joachimi et al. (2011). The best-fit values
4

<
⇠ A <

⇠ 6 for a range of different types of LRG galaxy selection
with an error of ⇠ 1, are in very good agreement with our early-
type galaxy results.

For the full galaxy sample, there is an indication that negative
values of A are preferred. For flat cosmologies, A is negative at
the 1.4� level when the CFHTLenS data are combined only with
WMAP7 and R11 (see table 3 for constraints on A for the full
galaxy sample for different cosmologies and data combinations).
Whilst we emphasize that this result is not statistically significant
it is however worth commenting on what this finding could mean.
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Figure 8. Joint parameter constraints on the dark energy equation of state parameter w
0

and the matter density parameter ⌦
m

, and curvature parameter ⌦
K

for a curved wCDM cosmology from WMAP7-only (blue), BOSS combined with WMAP7 and R11 (green), CFHTLenS combined with WMAP7 and R11
(pink) and CFHTLenS combined with BOSS, WMAP7 and R11 (white).

Figure 9. Compressed CFHTLenS tomographic data for two galaxy sam-
ples; early-type (circles) and late-type (cross) galaxies. As in Figure 3, each
point represents a different tomographic bin combination ij as indicated
by z

peak

, the peak redshift of the lensing efficiency for that bin. The best-
fitting amplitude ↵ij of the data relative to a fixed fiducial GG-only cos-
mology model is shown, multiplied by the fiducial model at ✓ = 1 arcmin
for ⇠

+

. The error bars show the 1� constraints on the fit. The data can be
compared to the fiducial GG-only model, shown dotted.

the data. The resulting best-fitting amplitude ↵ij is shown, multi-
plied by the fiducial model at ✓ = 1 arcmin for ⇠

+

. With only 20 per
cent of the data contained in the early-type sample, it is unsurpris-
ing that the measured signal to noise is significantly weaker than
for the late-type sample which are well fit by the fiducial GG-only
model, shown dotted. We can, however, optimise the measurement
of the intrinsic alignment signal from early-type galaxies, to get a
clearer picture, if we assume the II contribution to cross-correlated
bins is small in comparison to the GI signal. If this is the case, we
can decrease the noise on the GI measurement by using the full

galaxy sample as background galaxies to correlate with the early-
type galaxies in the foreground bin. The result of this optimised
analysis is shown, in compressed tomographic data form, in Fig-
ure 10. The open circles show the tomographic signal measured in
the auto-correlated redshift bins between early-type galaxies (these
auto-correlation bins are also shown in Figure 9). The closed sym-
bols show the tomographic signal in the cross-correlated redshift
bins where early-type galaxies populate the foreground bin and the
full galaxy sample populates the background higher redshift bin.
The data can be compared to the fiducial GG-only model, shown
dotted. What is interesting to note from this Figure is that at low
redshifts, where the intrinsic alignment signal is expected to be
the most prominent, the auto-correlated bins tend to lie above the
GG-only model. We expect this from the II term. For the cross-
correlated bins, however, the measured signal tends to lie below
the GG-only model. We expect this from the GI term.

Figure 11 combines the CFHTLenS data split by galaxy type,
and our optimised early-type galaxy tomography analysis, with
auxiliary data from WMAP7, BOSS and R11 to constrain the am-
plitude of the intrinsic alignment model A. Assuming a flat ⇤CDM
model, the resulting 68 per cent and 95 per cent confidence limits
on A and the matter density parameter ⌦

m

can be compared4. In
the left panel we show constraints from the two galaxy samples
split by SED type. The early-type galaxy constraints are shown
in red and the late-type galaxy constraints are shown in blue. In
the right panel, constraints are shown for the full galaxy sample
in purple and the optimised early-type intrinsic alignment analysis
in pink. The marginalised 68 per cent confidence errors on A, from
the combination of CFHTLenS data with WMAP7, BOSS and R11,
for the four different measurements are

A
late

= 0.18+0.83
�0.82 , (17)

A
early

= 5.15+1.74
�2.32 , (18)

4 Note that the constraints on cosmological parameters other than A are
consistent between the early-type and late-type analysis, and that both sets
of parameter constraints, with the exception of A, are consistent with the
full galaxy sample analysis reported in table 3.
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Table 2. Constraints orthogonal to the σ8−"m degeneracy direction for
a number of different types of lensing analyses: 2D weak lensing to θ <

350 arcmin (Kilbinger et al. 2013) and to θ < 35 arcmin, two-bin tomo-
graphic lensing (Benjamin et al. 2013), and six-bin tomographic lensing
where intrinsic alignments are assumed to be zero or are marginalized over
(our primary result indicated in bold). We also present constraints for two
conservative analyses to test the covariance matrix and our sensitivity to
potential error in the assumed non-linear correction to the matter power
spectrum (see the text for more detail).

Data α σ 8("m/0.27)α

2D Lensing:

θ < 350 arcmin (Kilbinger et al. 2013) 0.59 ± 0.02 0.787 ± 0.032

θ < 35 arcmin 0.61 ± 0.02 0.791+0.052
−0.066

Two-bin tomography:

θ < 40 arcmin (Benjamin et al. 2013) 0.55 ± 0.02 0.771 ± 0.040

Six-bin tomography (all θ < 35 arcmin):

A = 0 0.52 ± 0.02 0.783+0.024
−0.032

A marginalized 0.46 ± 0.02 0.774+0.032
−0.041

nµ = 736 covariance matrix 0.48 ± 0.03 0.768+0.032
−0.041

Low θ scales removed 0.45 ± 0.03 0.774+0.038
−0.057

six-bin ξ± tomographic lensing measurement when intrinsic align-
ments are assumed to be zero (pale blue) and when the amplitude of
the intrinsic alignment model is allowed to be a free parameter and
is marginalized over (pink). All three measurements are consistent
and can be compared to the best-fitting WMAP7 results shown as a
black cross for reference.

Table 2 lists the parameter constraints, for the three cases shown
in Fig. 4, on the combination σ 8("m/0.27)α . The parameter α is
derived from a fit to the likelihood surface to determine the direc-
tion that is orthogonal to the σ8−"m degeneracy direction. These
results can be compared to the 2D CFHTLenS constraints from
Kilbinger et al. (2013), where large angular scales were included
in the analysis, and a two-bin tomography analysis from Benjamin
et al. (2013), limited to the same angular scales considered in this
analysis. We find excellent agreement between the cosmological
results from the different analyses, indicating that ignoring intrinsic
alignment contamination in Kilbinger et al. (2013) and Benjamin
et al. (2013) did not introduce any significant bias in their results.
Differences in the values of the α parameter arise from a number
of factors. The strength of the lensing signal is modulated by "m

in a manner which is sensitive to both the source redshift distribu-
tion and the angular scales under consideration (Bernardeau, Van
Waerbeke & Mellier 1997). Furthermore, the degeneracy contours
are not perfectly represented by a power law, so the value of α is
not our key interest here.

Focusing first on the constraints from tomography and 2D lensing
limited to the same angular scales but ignoring intrinsic alignments
(shown blue and pale blue in Fig. 4), we find close to a factor
of 2 improvement in the constraint on σ 8("m/0.27)α , in addition
to an improvement in degeneracy breaking between σ 8 and "m,
when tomographic bins are considered. Unfortunately, however,
our tomographic analysis is limited by the extent of the N-body
simulations used to determine our covariance matrix, which forces
us to lose the large angular scales considered in the 2D analysis from
Kilbinger et al. (2013). Comparing the constraints from tomography
limited to θ < 35 arcmin, with 2D lensing out to θ = 350 arcmin, we
find similar constraints on σ 8("m/0.27)α . This demonstrates how,
in this parameter space, the large angular scales are adding as much

information in a 2D Lensing analysis as the additional redshift bins
add in a tomographic analysis of the same data. This motivates
future work to remove the current angular limitations imposed by
the tomographic covariance matrix estimation method that we use
in this analysis.

Adding in the intrinsic alignment model, and hence an additional
free parameter A, broadens the parameter constraints, as expected,
reducing the constraining power on σ 8("m/0.27)α by roughly 30 per
cent compared to a GG-only analysis. For "m = 0.27, however,
we find very little difference in the best-fitting value of σ 8 which
changes by 0.01. Larger deviations between the two analyses are
however seen for higher values of "m. Fig. 4 shows that the 68 per
cent confidence region shifts to slightly lower "m and higher σ 8. For
a fixed "m, the resulting best-fitting σ 8 is therefore slightly lower
when intrinsic alignments are marginalized over. This behaviour
is unexpected for a conventional intrinsic alignment model where
the negative GI signal dominates the positive II signal such that
the total GG+GI+II signal observed is less than the GG signal
alone. For the fiducial A = 1 intrinsic alignment model, a GG-only
analysis would therefore underestimate σ 8 for a fixed "m. For this
CFHTLenS-only analysis, however, we instead find a preference
for a negative value of A = −1.60+1.33

−1.94, and hence the GG-only
analysis prefers higher values of σ 8. We explore and discuss this
result in more detail in Section 5 but re-iterate that the differences
we have commented upon here are well within our 2σ errors and
are therefore not significant.

Finally, we perform two conservative analyses to ensure the ro-
bustness of our results, the constraints from which are reported in
the lower two rows of Table 2. The first is to compare constraints
when we use a covariance matrix constructed from nµ = 736 semi-
independent lines of sight (where each fully independent N-body
lensing simulation is split into four sub-simulations) instead of the
standard nµ = 1656 analysis that we use throughout this paper. The
excellent agreement between the results from the two estimates of
the covariance matrix verifies that the low level of correlation ex-
pected between each group of nine or four simulations, introduced
by splitting each fully independent simulation into sub-fields, does
not impact significantly on our results. It also demonstrates that the
Anderson (2003) inverse covariance de-biasing correction (equa-
tion 16), is sufficiently accurate for our analysis. The second con-
servative analysis is to remove the angular scales where uncertainty
in the accuracy of the non-linear correction to the power spectrum
could bias our results. We select these angular scales by calculat-
ing a WMAP7 cosmology theoretical prediction for ξ

ij
± (θ ) assuming

two different non-linear corrections, where we boost and decrease
the Smith et al. (2003) non-linear correction to the power spec-
trum by ±7 per cent. Note that we chose the value of 7 per cent
from the average error over the range of k scales tested in Eifler
(2011). For angular scales where more than a 10 per cent difference
is found in the expected signal, between these two different non-
linear correction regimes, we remove these scales from our analysis.
As the ξ− statistic probes significantly smaller k scales compared
to the ξ+ statistic, at a fixed θ , we cut more ξ− data than ξ+ (see
Benjamin et al. 2013 for further discussion). For ξ+, our require-
ment for less than a 10 per cent deviation corresponds to the removal
of data with θ ! 3 arcmin for tomographic bin combinations in-
cluding bins 1 and 2. For ξ−, this corresponds to removing data
with θ ! 30 arcmin for tomographic bin combinations including
bins 1, 2, 3 and 4, and data with θ ! 16 arcmin for tomographic
bin combinations including bins 5 and 6. Applying these cuts in
angular scale results in a final data vector of length p = 120. As
the ξ± statistic is an integral over many k scales weighted by J0
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Table 2. Constraints orthogonal to the σ8−"m degeneracy direction for
a number of different types of lensing analyses: 2D weak lensing to θ <

350 arcmin (Kilbinger et al. 2013) and to θ < 35 arcmin, two-bin tomo-
graphic lensing (Benjamin et al. 2013), and six-bin tomographic lensing
where intrinsic alignments are assumed to be zero or are marginalized over
(our primary result indicated in bold). We also present constraints for two
conservative analyses to test the covariance matrix and our sensitivity to
potential error in the assumed non-linear correction to the matter power
spectrum (see the text for more detail).

Data α σ 8("m/0.27)α

2D Lensing:

θ < 350 arcmin (Kilbinger et al. 2013) 0.59 ± 0.02 0.787 ± 0.032

θ < 35 arcmin 0.61 ± 0.02 0.791+0.052
−0.066

Two-bin tomography:

θ < 40 arcmin (Benjamin et al. 2013) 0.55 ± 0.02 0.771 ± 0.040

Six-bin tomography (all θ < 35 arcmin):

A = 0 0.52 ± 0.02 0.783+0.024
−0.032

A marginalized 0.46 ± 0.02 0.774+0.032
−0.041

nµ = 736 covariance matrix 0.48 ± 0.03 0.768+0.032
−0.041

Low θ scales removed 0.45 ± 0.03 0.774+0.038
−0.057

six-bin ξ± tomographic lensing measurement when intrinsic align-
ments are assumed to be zero (pale blue) and when the amplitude of
the intrinsic alignment model is allowed to be a free parameter and
is marginalized over (pink). All three measurements are consistent
and can be compared to the best-fitting WMAP7 results shown as a
black cross for reference.

Table 2 lists the parameter constraints, for the three cases shown
in Fig. 4, on the combination σ 8("m/0.27)α . The parameter α is
derived from a fit to the likelihood surface to determine the direc-
tion that is orthogonal to the σ8−"m degeneracy direction. These
results can be compared to the 2D CFHTLenS constraints from
Kilbinger et al. (2013), where large angular scales were included
in the analysis, and a two-bin tomography analysis from Benjamin
et al. (2013), limited to the same angular scales considered in this
analysis. We find excellent agreement between the cosmological
results from the different analyses, indicating that ignoring intrinsic
alignment contamination in Kilbinger et al. (2013) and Benjamin
et al. (2013) did not introduce any significant bias in their results.
Differences in the values of the α parameter arise from a number
of factors. The strength of the lensing signal is modulated by "m

in a manner which is sensitive to both the source redshift distribu-
tion and the angular scales under consideration (Bernardeau, Van
Waerbeke & Mellier 1997). Furthermore, the degeneracy contours
are not perfectly represented by a power law, so the value of α is
not our key interest here.

Focusing first on the constraints from tomography and 2D lensing
limited to the same angular scales but ignoring intrinsic alignments
(shown blue and pale blue in Fig. 4), we find close to a factor
of 2 improvement in the constraint on σ 8("m/0.27)α , in addition
to an improvement in degeneracy breaking between σ 8 and "m,
when tomographic bins are considered. Unfortunately, however,
our tomographic analysis is limited by the extent of the N-body
simulations used to determine our covariance matrix, which forces
us to lose the large angular scales considered in the 2D analysis from
Kilbinger et al. (2013). Comparing the constraints from tomography
limited to θ < 35 arcmin, with 2D lensing out to θ = 350 arcmin, we
find similar constraints on σ 8("m/0.27)α . This demonstrates how,
in this parameter space, the large angular scales are adding as much

information in a 2D Lensing analysis as the additional redshift bins
add in a tomographic analysis of the same data. This motivates
future work to remove the current angular limitations imposed by
the tomographic covariance matrix estimation method that we use
in this analysis.

Adding in the intrinsic alignment model, and hence an additional
free parameter A, broadens the parameter constraints, as expected,
reducing the constraining power on σ 8("m/0.27)α by roughly 30 per
cent compared to a GG-only analysis. For "m = 0.27, however,
we find very little difference in the best-fitting value of σ 8 which
changes by 0.01. Larger deviations between the two analyses are
however seen for higher values of "m. Fig. 4 shows that the 68 per
cent confidence region shifts to slightly lower "m and higher σ 8. For
a fixed "m, the resulting best-fitting σ 8 is therefore slightly lower
when intrinsic alignments are marginalized over. This behaviour
is unexpected for a conventional intrinsic alignment model where
the negative GI signal dominates the positive II signal such that
the total GG+GI+II signal observed is less than the GG signal
alone. For the fiducial A = 1 intrinsic alignment model, a GG-only
analysis would therefore underestimate σ 8 for a fixed "m. For this
CFHTLenS-only analysis, however, we instead find a preference
for a negative value of A = −1.60+1.33

−1.94, and hence the GG-only
analysis prefers higher values of σ 8. We explore and discuss this
result in more detail in Section 5 but re-iterate that the differences
we have commented upon here are well within our 2σ errors and
are therefore not significant.

Finally, we perform two conservative analyses to ensure the ro-
bustness of our results, the constraints from which are reported in
the lower two rows of Table 2. The first is to compare constraints
when we use a covariance matrix constructed from nµ = 736 semi-
independent lines of sight (where each fully independent N-body
lensing simulation is split into four sub-simulations) instead of the
standard nµ = 1656 analysis that we use throughout this paper. The
excellent agreement between the results from the two estimates of
the covariance matrix verifies that the low level of correlation ex-
pected between each group of nine or four simulations, introduced
by splitting each fully independent simulation into sub-fields, does
not impact significantly on our results. It also demonstrates that the
Anderson (2003) inverse covariance de-biasing correction (equa-
tion 16), is sufficiently accurate for our analysis. The second con-
servative analysis is to remove the angular scales where uncertainty
in the accuracy of the non-linear correction to the power spectrum
could bias our results. We select these angular scales by calculat-
ing a WMAP7 cosmology theoretical prediction for ξ

ij
± (θ ) assuming

two different non-linear corrections, where we boost and decrease
the Smith et al. (2003) non-linear correction to the power spec-
trum by ±7 per cent. Note that we chose the value of 7 per cent
from the average error over the range of k scales tested in Eifler
(2011). For angular scales where more than a 10 per cent difference
is found in the expected signal, between these two different non-
linear correction regimes, we remove these scales from our analysis.
As the ξ− statistic probes significantly smaller k scales compared
to the ξ+ statistic, at a fixed θ , we cut more ξ− data than ξ+ (see
Benjamin et al. 2013 for further discussion). For ξ+, our require-
ment for less than a 10 per cent deviation corresponds to the removal
of data with θ ! 3 arcmin for tomographic bin combinations in-
cluding bins 1 and 2. For ξ−, this corresponds to removing data
with θ ! 30 arcmin for tomographic bin combinations including
bins 1, 2, 3 and 4, and data with θ ! 16 arcmin for tomographic
bin combinations including bins 5 and 6. Applying these cuts in
angular scale results in a final data vector of length p = 120. As
the ξ± statistic is an integral over many k scales weighted by J0
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Table 2. Constraints orthogonal to the σ8−"m degeneracy direction for
a number of different types of lensing analyses: 2D weak lensing to θ <

350 arcmin (Kilbinger et al. 2013) and to θ < 35 arcmin, two-bin tomo-
graphic lensing (Benjamin et al. 2013), and six-bin tomographic lensing
where intrinsic alignments are assumed to be zero or are marginalized over
(our primary result indicated in bold). We also present constraints for two
conservative analyses to test the covariance matrix and our sensitivity to
potential error in the assumed non-linear correction to the matter power
spectrum (see the text for more detail).

Data α σ 8("m/0.27)α

2D Lensing:

θ < 350 arcmin (Kilbinger et al. 2013) 0.59 ± 0.02 0.787 ± 0.032

θ < 35 arcmin 0.61 ± 0.02 0.791+0.052
−0.066

Two-bin tomography:

θ < 40 arcmin (Benjamin et al. 2013) 0.55 ± 0.02 0.771 ± 0.040

Six-bin tomography (all θ < 35 arcmin):

A = 0 0.52 ± 0.02 0.783+0.024
−0.032

A marginalized 0.46 ± 0.02 0.774+0.032
−0.041

nµ = 736 covariance matrix 0.48 ± 0.03 0.768+0.032
−0.041

Low θ scales removed 0.45 ± 0.03 0.774+0.038
−0.057

six-bin ξ± tomographic lensing measurement when intrinsic align-
ments are assumed to be zero (pale blue) and when the amplitude of
the intrinsic alignment model is allowed to be a free parameter and
is marginalized over (pink). All three measurements are consistent
and can be compared to the best-fitting WMAP7 results shown as a
black cross for reference.

Table 2 lists the parameter constraints, for the three cases shown
in Fig. 4, on the combination σ 8("m/0.27)α . The parameter α is
derived from a fit to the likelihood surface to determine the direc-
tion that is orthogonal to the σ8−"m degeneracy direction. These
results can be compared to the 2D CFHTLenS constraints from
Kilbinger et al. (2013), where large angular scales were included
in the analysis, and a two-bin tomography analysis from Benjamin
et al. (2013), limited to the same angular scales considered in this
analysis. We find excellent agreement between the cosmological
results from the different analyses, indicating that ignoring intrinsic
alignment contamination in Kilbinger et al. (2013) and Benjamin
et al. (2013) did not introduce any significant bias in their results.
Differences in the values of the α parameter arise from a number
of factors. The strength of the lensing signal is modulated by "m

in a manner which is sensitive to both the source redshift distribu-
tion and the angular scales under consideration (Bernardeau, Van
Waerbeke & Mellier 1997). Furthermore, the degeneracy contours
are not perfectly represented by a power law, so the value of α is
not our key interest here.

Focusing first on the constraints from tomography and 2D lensing
limited to the same angular scales but ignoring intrinsic alignments
(shown blue and pale blue in Fig. 4), we find close to a factor
of 2 improvement in the constraint on σ 8("m/0.27)α , in addition
to an improvement in degeneracy breaking between σ 8 and "m,
when tomographic bins are considered. Unfortunately, however,
our tomographic analysis is limited by the extent of the N-body
simulations used to determine our covariance matrix, which forces
us to lose the large angular scales considered in the 2D analysis from
Kilbinger et al. (2013). Comparing the constraints from tomography
limited to θ < 35 arcmin, with 2D lensing out to θ = 350 arcmin, we
find similar constraints on σ 8("m/0.27)α . This demonstrates how,
in this parameter space, the large angular scales are adding as much

information in a 2D Lensing analysis as the additional redshift bins
add in a tomographic analysis of the same data. This motivates
future work to remove the current angular limitations imposed by
the tomographic covariance matrix estimation method that we use
in this analysis.

Adding in the intrinsic alignment model, and hence an additional
free parameter A, broadens the parameter constraints, as expected,
reducing the constraining power on σ 8("m/0.27)α by roughly 30 per
cent compared to a GG-only analysis. For "m = 0.27, however,
we find very little difference in the best-fitting value of σ 8 which
changes by 0.01. Larger deviations between the two analyses are
however seen for higher values of "m. Fig. 4 shows that the 68 per
cent confidence region shifts to slightly lower "m and higher σ 8. For
a fixed "m, the resulting best-fitting σ 8 is therefore slightly lower
when intrinsic alignments are marginalized over. This behaviour
is unexpected for a conventional intrinsic alignment model where
the negative GI signal dominates the positive II signal such that
the total GG+GI+II signal observed is less than the GG signal
alone. For the fiducial A = 1 intrinsic alignment model, a GG-only
analysis would therefore underestimate σ 8 for a fixed "m. For this
CFHTLenS-only analysis, however, we instead find a preference
for a negative value of A = −1.60+1.33

−1.94, and hence the GG-only
analysis prefers higher values of σ 8. We explore and discuss this
result in more detail in Section 5 but re-iterate that the differences
we have commented upon here are well within our 2σ errors and
are therefore not significant.

Finally, we perform two conservative analyses to ensure the ro-
bustness of our results, the constraints from which are reported in
the lower two rows of Table 2. The first is to compare constraints
when we use a covariance matrix constructed from nµ = 736 semi-
independent lines of sight (where each fully independent N-body
lensing simulation is split into four sub-simulations) instead of the
standard nµ = 1656 analysis that we use throughout this paper. The
excellent agreement between the results from the two estimates of
the covariance matrix verifies that the low level of correlation ex-
pected between each group of nine or four simulations, introduced
by splitting each fully independent simulation into sub-fields, does
not impact significantly on our results. It also demonstrates that the
Anderson (2003) inverse covariance de-biasing correction (equa-
tion 16), is sufficiently accurate for our analysis. The second con-
servative analysis is to remove the angular scales where uncertainty
in the accuracy of the non-linear correction to the power spectrum
could bias our results. We select these angular scales by calculat-
ing a WMAP7 cosmology theoretical prediction for ξ

ij
± (θ ) assuming

two different non-linear corrections, where we boost and decrease
the Smith et al. (2003) non-linear correction to the power spec-
trum by ±7 per cent. Note that we chose the value of 7 per cent
from the average error over the range of k scales tested in Eifler
(2011). For angular scales where more than a 10 per cent difference
is found in the expected signal, between these two different non-
linear correction regimes, we remove these scales from our analysis.
As the ξ− statistic probes significantly smaller k scales compared
to the ξ+ statistic, at a fixed θ , we cut more ξ− data than ξ+ (see
Benjamin et al. 2013 for further discussion). For ξ+, our require-
ment for less than a 10 per cent deviation corresponds to the removal
of data with θ ! 3 arcmin for tomographic bin combinations in-
cluding bins 1 and 2. For ξ−, this corresponds to removing data
with θ ! 30 arcmin for tomographic bin combinations including
bins 1, 2, 3 and 4, and data with θ ! 16 arcmin for tomographic
bin combinations including bins 5 and 6. Applying these cuts in
angular scale results in a final data vector of length p = 120. As
the ξ± statistic is an integral over many k scales weighted by J0
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Figure 1. Top: snapshot of the MBII simulation in a slice of thickness 2 h−1 Mpc at redshift z = 0.06. The bluish-white coloured region represents the density
of the dark matter distribution and the red lines show the direction of the major axis of ellipse for the projected shape defined by the stellar component. Bottom
left: dark matter (shown in grey) and stellar matter (shown in red) distribution in the most massive group at z = 0.06 of mass 7.2 × 1014 h−1 M⊙. The blue and
red ellipses show the projected shapes of dark matter and stellar matter of subhaloes, respectively. Bottom middle: dark matter and stellar matter distribution
in a group of mass 3.8 × 1012 h−1 M⊙. Bottom right: dark matter and stellar matter distribution in a group of mass 1.1 × 1012 h−1 M⊙.

In 2D, the eigenvectors are ê′
a, ê

′
b with the corresponding eigen-

values λ′
a, λ

′
b, where λ′

a > λ′
b. The lengths of major and minor axes

are a′ =
√

λ′
a , b′ =

√
λ′

b with axis ratio, q′ = b′/a′ as defined
before.

Our predictions from SPH simulations can be compared with
those from N-body simulations using the full 3D shapes, while
the projected shapes are useful for comparison with results from
observational data. In all our results, we used groups and sub-
groups with a minimum of 1000 dark matter and star particles each.
We describe the convergence tests performed to arrive at this cut-off
in Section 2.3.

2.3 Convergence tests on axis ratios

The reliability of statements about the shapes of matter distributions
depends on the number of particles used to trace those distributions.
Thus, we made a convergence test to fix the minimum number of
particles needed to measure shapes of haloes and subhaloes reliably.
In Fig. 3, we show the histograms of shapes measured using all the
dark matter particles in a given subhalo, and compared it with the
histograms obtained by using a random subsample of 50, 300, 500
and 1000 particles in the subhalo. This is done in a mass range
where we have enough subhaloes with >1000 particles. The plots
show that using a random subsample of 1000 particles, we have a

MNRAS 441, 470–485 (2014)
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Figure 10. Histogram of 3D (left-hand panel) and 2D (right-hand panel) misalignments at redshifts z = 1.0, 0.3 and 0.06 in the mass bins M1, M2 and M3.

is obtained using shapes from a galaxy sample in Mandelbaum et al.
(2013) with a median redshift of ∼0.67. These galaxies correspond
to a mass of ∼1012 h−1 M⊙ at the median redshift. We made fur-
ther comparison with measurements on rms ellipticity presented in
Joachimi et al. (2013a). For a close comparison, we used the results
presented for late-type disc-dominated galaxies at z = 1 with the
assumption that the sample of galaxies in the simulation is domi-
nated by discs at this redshift. The observational measurements give
an rms ellipticity per component of ∼0.39 at z = 1 which is higher
than our values which are in the range of 0.3–0.35. The lower rms
ellipticity may be due to a lower fraction of disc-dominated galaxies
in the simulations, or due to the discs not being perfectly realistic.
Another comparison is made with a sample of elliptical red galaxies
(S10LRG) given in Joachimi et al. (2013a) where the rms ellipticity
per single component is measured to be ∼0.31 at z = 1.0, in agree-
ment with our result, but no significant redshift evolution of erms is
detected for this sample. However, the fraction of galaxies in our
simulated sample that are red is likely to be a function of redshift.
Also, in some of the observations (Reyes et al. 2012; Joachimi et al.
2013a), the shape estimator is weighted towards the inner part of the
luminosity distribution in a galaxy, while our shape measurements
are obtained by considering all the particles of a given type in the
subhalo, emphasizing the shape of stellar matter at large radii (sim-
ilar to the shape estimates in Mandelbaum et al. 2013 from fitting
light profiles to galaxy models). Given the known differences be-
tween how the measurements in data and simulations were carried
out, it is difficult to make a quantitative comparison, however, there
are no red flags for a major discrepancy.

4 MISALIGNMENTS BETWEEN STELLAR
M AT T E R A N D DA R K M AT T E R S H A P E S
O F S U B H A L O E S

In this section, we compare the major axis orientations of the stellar
components and dark matter components of subhaloes, in 3D and
2D, in order to quantify the degree of misalignment between them.
We investigate the dependence of the probability distribution of the
misalignments on the mass range of subhaloes and redshift. We also

discuss the change in misalignments in going from 3D, as defined
by the physics, to 2D, which is what we observe for real galaxies.
Finally, the misalignments are compared for centrals and satellite
subgroups.

4.1 Definition of misalignment angle

For each subgroup, we determined the relative orientation of the
major axis of its dark matter subhalo with its stellar component.
If êga and êda are the major axes of the stellar and dark matter
components, respectively, then the misalignment angle is given by

θm = arccos
(∣∣êda · êga

∣∣) . (4)

The same definition can be used to determine the misalignment
angle in 2D. It is to be noted here that the major axis is not well de-
fined for ellipsoids which are nearly spherical. However, we verified
that our results for misalignment angles do not change significantly
when we exclude subhaloes with q and s > 0.95 for shapes defined
by the dark matter or stellar matter.

4.2 Mass and redshift dependence of misalignments

In Fig. 10, we show the misalignment probability distributions for
subgroups at redshifts z = 1.0, 0.3 and 0.06 in mass bins M1, M2
and M3. From the plots, we see that in the massive bins, the stellar
component is more strongly aligned with its dark matter subhaloes.
The mean 3D misalignments for each mass bin are listed in Table 1.

Table 1. Mean 3D misalignments in subgroups at
redshifts z= 1.0, 0.3 and 0.06 in the mass bins M1, M2
and M3.

Mass ( h−1 M⊙) Mean 3D misalignment angle
z = 1.0 z = 0.3 z = 0.06

M1: 1010.0–1011.5 31.◦61 33.◦47 34.◦10
M2: 1011.5–1013.0 20.◦98 25.◦20 27.◦73
M3: >1013.0 10.◦00 13.◦04 13.◦87
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Fig. 13. E↵ect of intrinsic alignment on the power spectra. The bottom panels show the fractional uncertainties relative to the lensing power spectra.
Blue and red lines show the GI and II power spectra, respectively, from the linear alignment model with no small-scale intrinsic alignments (solid
lines), �̄ = 0.21 as in Schneider & Bridle (2010) (dashed lines), and the mass-dependent 2� upper limit on the alignment signal derived in this
work (dotted lines, see Sec. 6.3). The left panel shows matter power spectrum at z = 0.40, and the right panel shows the angular power spectrum.
Grey boxes with black circles show the expected uncertainty levels on a KiDS-like survey covering 1,500 sq. deg. and with ngal = 10 arcmin�2.
The shaded region in the bottom panel shows the coverage and region above the 1� uncertainties in the anglar power spectrum for a KiDS-like
survey, where GI and II contributions would dominate over statistical uncertainties.

We include the constraint on the radial alignment of galax-
ies within high-mass halos, together with a measurement at the
group scale (Schneider et al. 2013), in a halo model framework,
and derive the current uncertainty on the 3-dimensional and an-
gular power spectra given by intrinsic alignments within halos (a
1-halo term). We find that the total (GG+GI+II) angular power
spectrum predicted from our alignment model (see Sec. 6.3)
is, at most, 4% higher than the total power spectrum predicted
by the linear alignment model at the smallest scales probed by
KiDS, ` ⇠ 3000. This level of contamination is not likely to
be detectable with KiDS (see Fig. 13). We suggest that the lin-
ear alignment model is a su�cient description of intrinsic align-
ments for KiDS.
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Fig. 9. Average alignment h✏+i from KSB for spectroscopically con-
firmed members, divided by cluster properties: by dynamical state (see
Sec. 3.1.1) (top), redshift (middle), and dynamical mass (bottom). The
latter two thresholds are the median values of the cluster sample.

of radius, for the full sample of spectroscopic plus red sequence
members. As in the case of radial alignments, the data are also
consistent with no satellite-BCG alignments at all distances. The
average KSB signal within r200 is h✏01i = �0.0016 ± 0.0020; the
average GALFIT signal is h✏01i = �0.0018 ± 0.0027. We also
split the sample as in the preceeding section, and find no signal
for all galaxy and cluster subsamples. As a consistency check,
we also find that the distribution of position angles, |� � �BCG|,
is consistent with a random distribution.

Finally, we averaged not in annular bins but in cartesian co-
ordinates {x, y}, to check if the satellite-BCG alignment could be
happening only along a preferential direction, such that the az-
imuthal average would dilute the signal. We also found a null
signal in this case (not shown here).

5.3. Satellite-satellite alignment

We have shown in Sec. 5.1 that satellite galaxies are not aligned
towards the centers of clusters. If galaxies reside within sub-
structures themselves, then these substructure might have tidally
aligned galaxies towards them. If the tidal torque of the cluster
is not enough to overcome these substructure-scale alignments,
then maybe we can observe an alignment signal at small sepa-
rations, between satellite galaxies. After excluding data near the
edges of the images (see Sec. 4.1.3), we use a total of 3.93⇥ 106

satellite pairs. Figure 12 shows the alignment signal between
satellites averaged over all clusters, as a function of distance

Fig. 10. Average alignment h✏+i from KSB for spectroscopically con-
firmed members divided by galaxy properties: by rest-frame r-band ab-
solute magnitude (top), and color with respect to each cluster’s red se-
quence (bottom).

Fig. 11. Mean ellipticity components of spectroscopic plus red sequence
satellite galaxies in a frame rotated by the position angle of the BCG,
probing the alignment of satellites with the cluster BCG. BCG position
angles are measured with GALFIT, while the shapes of satellite galaxies
are measured with KSB. Red circles show alignments with respect to the
major (✏01 > 0) and minor (✏01 < 0) axes of the BCG, while blue crosses
show alignments at 45� rotations.

between satellites, for the full spectroscopic plus red sequence
member sample. In this case we split the sample into two radial
bins, namely (test) galaxies within and outside 0.25r200, which
corresponds to the scale radius of a cluster with a concentration
c200 = 4 (roughly what is expected for massive clustersl; e.g.,
Du↵y et al. 2008), but the results are similar when splitting the
sample at other radii.

The leftmost bins in Figure 12 show the signal from substruc-
ture: outer bins probe the radial alignment between galaxies at
large distances. It might be expected that substructure in the out-
skirts of clusters would contain an alignment signal since, pre-
sumably, they have been accreted more recently. As in the pre-
ceeding sections, we do not observe any alignment signal for the
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4.3. Systematic effects

Because weak lensing measurements rely on averages of a large
number of small signals, it is more prone to systematic e↵ects
than photometry and requires more agressive masks. Therefore
some spectroscopic members (all of which are in our photomet-
ric catalog) are not included in the shape catalogs. Moreover, the
KSB and GALFIT catalogs are not the same since both have dif-
ferent requirements on, e.g., the size of an object and blending
with nearby objects to estimate a reliable shape. Of the 15,524
spectroscopic members, 13,966 have a KSB shape measurement
and 13,360 have a GALFIT measurement, with an overlap of
12,160 galaxies. Similarly, of 22,953 spectroscopic+RS mem-
bers, 20,493 have KSB measurements and 18,511 have GAL-
FIT measurements. The smaller number of objects with GALFIT
measurements comes mainly from high-redshift galaxies (com-
pare Tables 3 and 4). This is because small, faint galaxies are
harder for GALFIT to fit, while KSB is well-suited to measure
the shapes from faint background galaxies.

We only consider galaxies with shape measurements from
either method in this work, except for the assessment of the red
sequence in Sec. 3.2. Figure 6 compares the shape parameters
for all spectroscopic members that have valid KSB and GALFIT
estimates. While the measurements generally agree, there is a
small but noticeable di↵erence for large-ellipticity objects, such
that KSB estimates lower ellipticities than GALFIT. We have
checked that this e↵ect is present with more or less the same
magnitude for all clusters so this looks like a genuine di↵erence
between the two methods (for our particular dataset), and there is
an indication that this e↵ect may be more pronounced for smaller
objects.. It is likely that this di↵erence is due to higher-order cor-
rections that are not implemented in KSB, which could become
important at large ellipticities. As we show in Sec. 5 this has no
impact on our results, so we do not explore this issue further.

As a further test, Figure 7 shows the alignment signals of the
control samples. As expected, foreground galaxies have a signal
consistent with zero in both ellipticity components at all radii,
with large errorbars due to small statistics. The average elliptici-
ties of stars are di↵erent from zero at significant levels in most of
the radial range. However, the average ellipticity is constrained
to h✏ii . 2⇥ 10�4 at all radii, an order of magnitude smaller than
the statistical errors in the alignments of cluster members. Thus
any systematic e↵ects arising from PSF uncertainty or other in-
strumental biases are controlled to much lower values than the
statistical uncertainties and can be neglected for the purposes of
this work.

Finally, the gaussianization of the images makes the
PSF round and homogeneous across an image but produces
anisotropic (correlated) noise, which could introduce noise bias
in our measurements. The level of anisotropy can be assessed by
measuring star ellipticities as a function of magnitude: if noise
is highly anisotropic then noisier measurements would show, on
average, a larger anisotropy than high-S/N measurements. We
test this by comparing the ellipticities of stars as a function of
magnitude (for 18  mr  22), and find that the average el-
lipticities are consistent with the levels shown in Fig. 7. More-
over, we use galaxies whose number density drops rapidly be-
yond mr ⇠ 18, and are typically 8 times larger than the PSF. We
conclude that anisotropic noise can be safely neglected in this
study.

Fig. 8. Average alignment of all spectroscopically confirmed members
out to 3r200. The top panel shows the results from KSB while the lower
panel shows those from GALFIT. Shaded bands show the 1, 2 and 3�
uncertainties in the overall average and white bars show the 1� range
for h✏+i from the enhanced sample including red sequence members.
Points are slightly shifted horizontally for clarity.

5. Results

In this section we present and discuss the main results of this
paper. We refer to Sec. 4 for details on the calculations that lead
to the values reported here and a discussion of systematic e↵ects.

5.1. Satellite radial alignment

Figure 8 shows the average radial alignment for all spectro-
scopically confirmed cluster members with good ellipticity mea-
surements from KSB and GALFIT in annuli with respect to
the cluster center. Both methods show that the intrinsic align-
ment signal of cluster members is consistent with zero across all
radii. Within r200, the alignment is constrained to an average of
h✏+i = �0.0040±0.0026 with KSB and h✏+i = �0.0006±0.0029
with GALFIT at 68% confidence. The cross components are also
consistent with zero. Including red sequence members roughly
doubles the number of galaxies used and confirms the latter re-
sult, with h✏+i = �0.0009± 0.0018 and h✏+i = �0.0007± 0.0024
with KSB and GALFIT, respectively.

Our results are consistent with the non-detection of satellite
radial alignments in massive clusters at z > 0.5 (Hung & Ebel-
ing 2012), based on ⇠ 500 spectroscopic members in the inner
⇠ 500 kpc of clusters, using imaging from the Hubble Space
Telescope (HST), and also with measurements at smaller masses
from photometrically-selected galaxy groups from SDSS (Hao
et al. 2011) and spectroscopically-selected galaxy groups from
the Galaxy And Mass Assembly (GAMA) survey (Schneider et
al. 2013). Our results suggest that the stars in galaxies within
clusters do not feel a strong enough tidal torque to be aligned
towards the center of the cluster, in contrast with results from
simulations which find strong alignments even when account-
ing for di↵erences in the response between stars and dark matter

Article number, page 11 of 17

C. Sifón et al.: Intrinsic Alignments of Galaxies in Clusters

4.3. Systematic effects

Because weak lensing measurements rely on averages of a large
number of small signals, it is more prone to systematic e↵ects
than photometry and requires more agressive masks. Therefore
some spectroscopic members (all of which are in our photomet-
ric catalog) are not included in the shape catalogs. Moreover, the
KSB and GALFIT catalogs are not the same since both have dif-
ferent requirements on, e.g., the size of an object and blending
with nearby objects to estimate a reliable shape. Of the 15,524
spectroscopic members, 13,966 have a KSB shape measurement
and 13,360 have a GALFIT measurement, with an overlap of
12,160 galaxies. Similarly, of 22,953 spectroscopic+RS mem-
bers, 20,493 have KSB measurements and 18,511 have GAL-
FIT measurements. The smaller number of objects with GALFIT
measurements comes mainly from high-redshift galaxies (com-
pare Tables 3 and 4). This is because small, faint galaxies are
harder for GALFIT to fit, while KSB is well-suited to measure
the shapes from faint background galaxies.

We only consider galaxies with shape measurements from
either method in this work, except for the assessment of the red
sequence in Sec. 3.2. Figure 6 compares the shape parameters
for all spectroscopic members that have valid KSB and GALFIT
estimates. While the measurements generally agree, there is a
small but noticeable di↵erence for large-ellipticity objects, such
that KSB estimates lower ellipticities than GALFIT. We have
checked that this e↵ect is present with more or less the same
magnitude for all clusters so this looks like a genuine di↵erence
between the two methods (for our particular dataset), and there is
an indication that this e↵ect may be more pronounced for smaller
objects.. It is likely that this di↵erence is due to higher-order cor-
rections that are not implemented in KSB, which could become
important at large ellipticities. As we show in Sec. 5 this has no
impact on our results, so we do not explore this issue further.

As a further test, Figure 7 shows the alignment signals of the
control samples. As expected, foreground galaxies have a signal
consistent with zero in both ellipticity components at all radii,
with large errorbars due to small statistics. The average elliptici-
ties of stars are di↵erent from zero at significant levels in most of
the radial range. However, the average ellipticity is constrained
to h✏ii . 2⇥ 10�4 at all radii, an order of magnitude smaller than
the statistical errors in the alignments of cluster members. Thus
any systematic e↵ects arising from PSF uncertainty or other in-
strumental biases are controlled to much lower values than the
statistical uncertainties and can be neglected for the purposes of
this work.

Finally, the gaussianization of the images makes the
PSF round and homogeneous across an image but produces
anisotropic (correlated) noise, which could introduce noise bias
in our measurements. The level of anisotropy can be assessed by
measuring star ellipticities as a function of magnitude: if noise
is highly anisotropic then noisier measurements would show, on
average, a larger anisotropy than high-S/N measurements. We
test this by comparing the ellipticities of stars as a function of
magnitude (for 18  mr  22), and find that the average el-
lipticities are consistent with the levels shown in Fig. 7. More-
over, we use galaxies whose number density drops rapidly be-
yond mr ⇠ 18, and are typically 8 times larger than the PSF. We
conclude that anisotropic noise can be safely neglected in this
study.

Fig. 8. Average alignment of all spectroscopically confirmed members
out to 3r200. The top panel shows the results from KSB while the lower
panel shows those from GALFIT. Shaded bands show the 1, 2 and 3�
uncertainties in the overall average and white bars show the 1� range
for h✏+i from the enhanced sample including red sequence members.
Points are slightly shifted horizontally for clarity.

5. Results

In this section we present and discuss the main results of this
paper. We refer to Sec. 4 for details on the calculations that lead
to the values reported here and a discussion of systematic e↵ects.

5.1. Satellite radial alignment

Figure 8 shows the average radial alignment for all spectro-
scopically confirmed cluster members with good ellipticity mea-
surements from KSB and GALFIT in annuli with respect to
the cluster center. Both methods show that the intrinsic align-
ment signal of cluster members is consistent with zero across all
radii. Within r200, the alignment is constrained to an average of
h✏+i = �0.0040±0.0026 with KSB and h✏+i = �0.0006±0.0029
with GALFIT at 68% confidence. The cross components are also
consistent with zero. Including red sequence members roughly
doubles the number of galaxies used and confirms the latter re-
sult, with h✏+i = �0.0009± 0.0018 and h✏+i = �0.0007± 0.0024
with KSB and GALFIT, respectively.

Our results are consistent with the non-detection of satellite
radial alignments in massive clusters at z > 0.5 (Hung & Ebel-
ing 2012), based on ⇠ 500 spectroscopic members in the inner
⇠ 500 kpc of clusters, using imaging from the Hubble Space
Telescope (HST), and also with measurements at smaller masses
from photometrically-selected galaxy groups from SDSS (Hao
et al. 2011) and spectroscopically-selected galaxy groups from
the Galaxy And Mass Assembly (GAMA) survey (Schneider et
al. 2013). Our results suggest that the stars in galaxies within
clusters do not feel a strong enough tidal torque to be aligned
towards the center of the cluster, in contrast with results from
simulations which find strong alignments even when account-
ing for di↵erences in the response between stars and dark matter
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4.3. Systematic effects

Because weak lensing measurements rely on averages of a large
number of small signals, it is more prone to systematic e↵ects
than photometry and requires more agressive masks. Therefore
some spectroscopic members (all of which are in our photomet-
ric catalog) are not included in the shape catalogs. Moreover, the
KSB and GALFIT catalogs are not the same since both have dif-
ferent requirements on, e.g., the size of an object and blending
with nearby objects to estimate a reliable shape. Of the 15,524
spectroscopic members, 13,966 have a KSB shape measurement
and 13,360 have a GALFIT measurement, with an overlap of
12,160 galaxies. Similarly, of 22,953 spectroscopic+RS mem-
bers, 20,493 have KSB measurements and 18,511 have GAL-
FIT measurements. The smaller number of objects with GALFIT
measurements comes mainly from high-redshift galaxies (com-
pare Tables 3 and 4). This is because small, faint galaxies are
harder for GALFIT to fit, while KSB is well-suited to measure
the shapes from faint background galaxies.

We only consider galaxies with shape measurements from
either method in this work, except for the assessment of the red
sequence in Sec. 3.2. Figure 6 compares the shape parameters
for all spectroscopic members that have valid KSB and GALFIT
estimates. While the measurements generally agree, there is a
small but noticeable di↵erence for large-ellipticity objects, such
that KSB estimates lower ellipticities than GALFIT. We have
checked that this e↵ect is present with more or less the same
magnitude for all clusters so this looks like a genuine di↵erence
between the two methods (for our particular dataset), and there is
an indication that this e↵ect may be more pronounced for smaller
objects.. It is likely that this di↵erence is due to higher-order cor-
rections that are not implemented in KSB, which could become
important at large ellipticities. As we show in Sec. 5 this has no
impact on our results, so we do not explore this issue further.

As a further test, Figure 7 shows the alignment signals of the
control samples. As expected, foreground galaxies have a signal
consistent with zero in both ellipticity components at all radii,
with large errorbars due to small statistics. The average elliptici-
ties of stars are di↵erent from zero at significant levels in most of
the radial range. However, the average ellipticity is constrained
to h✏ii . 2⇥ 10�4 at all radii, an order of magnitude smaller than
the statistical errors in the alignments of cluster members. Thus
any systematic e↵ects arising from PSF uncertainty or other in-
strumental biases are controlled to much lower values than the
statistical uncertainties and can be neglected for the purposes of
this work.

Finally, the gaussianization of the images makes the
PSF round and homogeneous across an image but produces
anisotropic (correlated) noise, which could introduce noise bias
in our measurements. The level of anisotropy can be assessed by
measuring star ellipticities as a function of magnitude: if noise
is highly anisotropic then noisier measurements would show, on
average, a larger anisotropy than high-S/N measurements. We
test this by comparing the ellipticities of stars as a function of
magnitude (for 18  mr  22), and find that the average el-
lipticities are consistent with the levels shown in Fig. 7. More-
over, we use galaxies whose number density drops rapidly be-
yond mr ⇠ 18, and are typically 8 times larger than the PSF. We
conclude that anisotropic noise can be safely neglected in this
study.

Fig. 8. Average alignment of all spectroscopically confirmed members
out to 3r200. The top panel shows the results from KSB while the lower
panel shows those from GALFIT. Shaded bands show the 1, 2 and 3�
uncertainties in the overall average and white bars show the 1� range
for h✏+i from the enhanced sample including red sequence members.
Points are slightly shifted horizontally for clarity.

5. Results

In this section we present and discuss the main results of this
paper. We refer to Sec. 4 for details on the calculations that lead
to the values reported here and a discussion of systematic e↵ects.

5.1. Satellite radial alignment

Figure 8 shows the average radial alignment for all spectro-
scopically confirmed cluster members with good ellipticity mea-
surements from KSB and GALFIT in annuli with respect to
the cluster center. Both methods show that the intrinsic align-
ment signal of cluster members is consistent with zero across all
radii. Within r200, the alignment is constrained to an average of
h✏+i = �0.0040±0.0026 with KSB and h✏+i = �0.0006±0.0029
with GALFIT at 68% confidence. The cross components are also
consistent with zero. Including red sequence members roughly
doubles the number of galaxies used and confirms the latter re-
sult, with h✏+i = �0.0009± 0.0018 and h✏+i = �0.0007± 0.0024
with KSB and GALFIT, respectively.

Our results are consistent with the non-detection of satellite
radial alignments in massive clusters at z > 0.5 (Hung & Ebel-
ing 2012), based on ⇠ 500 spectroscopic members in the inner
⇠ 500 kpc of clusters, using imaging from the Hubble Space
Telescope (HST), and also with measurements at smaller masses
from photometrically-selected galaxy groups from SDSS (Hao
et al. 2011) and spectroscopically-selected galaxy groups from
the Galaxy And Mass Assembly (GAMA) survey (Schneider et
al. 2013). Our results suggest that the stars in galaxies within
clusters do not feel a strong enough tidal torque to be aligned
towards the center of the cluster, in contrast with results from
simulations which find strong alignments even when account-
ing for di↵erences in the response between stars and dark matter
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full cluster sample, nor for relaxed or disturbed clusters, at any
radii. We note however that the last data point in Figure 12 is sig-
nificantly non-zero, but so is the cross component. This suggests
that at these distances measurements are a↵ected by systematic
e↵ects, mainly because a large fraction of the pairs consist of
two galaxies at the edges of the images.

Since we do not detect any alignment signal for clusters at
di↵erent redshifts and at di↵erent dynamical stages, we suggest
that tidal torques in clusters, or in substructure within them, do
not align the stellar content of galaxies at any scales (neither to-
wards the center nor between galaxies). It may be possible to
bring this in line with the strong alignments measured in simula-
tions by invoking a misalignment between the stellar and dark
matter distributions (e.g., Okumura et al. 2009; Tenneti et al.
2014). However, such analysis is beyond the scope of this pa-
per.

6. Contamination to Cosmic Shear Measurements

In this section we explore the impact that the measured galaxy
alignments in clusters can have on future cosmic shear mea-
surements. We quantify the contribution of intrinsic alignments
to cosmic shear measurements through the matter and intrinsic
alignment power spectra, which can be defined as
D
�̃I⇤(k)�̃I(k0)

E
= (2⇡)3�(3)

D
�
k � k

0� PII(k)
D
�⇤(k)�̃I(k0)

E
= (2⇡)3�(3)

D
�
k � k

0� PGI(k) . (11)

Here, �̃I = (1 + �g)�I is the (projected) ellipticity field weighted
by the galaxy density, �g, and PII(k) and PGI(k) are the II and
GI contributions to the power spectrum including a prescription
for non-linear evolution (i.e, non-linear power spectra, see Smith
et al. 2003; Bridle & King 2007), respectively; �⇤ is the complex
conjugate of the Fourier transform of the matter density contrast,
�(r) = (⇢(r) � ⇢̄)/⇢̄ is the matter overdensity with respect to
the average density of the Universe, �̃I⇤ indicates the complex
conjugate of �̃I , and �D is a Dirac delta function.

Additionally, we translate the 3-dimensional power spectra
discussed above into (observable) angular power spectra, C`, fol-
lowing Joachimi & Bridle (2010). We use an analytical prescrip-
tion for the source redshift distribution of a fiducial cosmic shear
survey suggested by Vafaei et al. (2010), with a limiting magni-
tude i = 23.5 and a median redshift z̄ = 0.8, similar to the expec-
tations of the Kilo-Degree Survey (KiDS, de Jong et al. 2013).

6.1. Linear alignment model

The simplest models for galaxy alignments predict that ellipti-
cal galaxies are aligned with a strength that is proportional to
the tidal field (Catelan et al. 2001) while spiral galaxies, which
are aligned by angular momentum acquired during gravitational
collapse, are aligned with a strength that is proportional to the
square of the tidal field (Pen et al. 2000). On su�ciently large
scales, all galaxies are predicted to experience an alignment pro-
portional to the large scale gravitational potential (Hui & Zhang
2002). Thus a linear alignment model is usually employed to
characterize large scale galaxy alignments (e.g., Kirk et al. 2010;
Joachimi et al. 2011; Mandelbaum et al. 2011; Heymans et al.
2013).8 We normalize the intrinsic alignment power spectra as

8 This model is typically referred to as “non-linear alignment model.”
However, this is a misnomer, since intrinsic alignments are still modeled
as depending linearly on the tidal field; instead the name arises from the

Fig. 12. Satellite-satellite alignment as a function of the distance be-
tween satellites, for the full spectroscopic plus red sequence member
sample. Red circles show all galaxies, while blue squares and yellow
triangles show the signal with respect to galaxies inside and outside
0.25r200. Data points show the radial (positive) and tangential (nega-
tive) signal, while the dashed lines show the 68% range of the cross
component, linearly interpolated. Uncertainties do not account for co-
variance between datapoints. Note that the vertical scale is smaller than
in Figures 8–11.

in previous studies (Hirata & Seljak 2004; Bridle & King 2007;
Schneider & Bridle 2010), matching to the SuperCOSMOS ob-
servations of Brown et al. (2002). This normalization is also
consistent with more recent observations (Heymans et al. 2004;
Mandelbaum et al. 2006; Joachimi et al. 2011).

Solid lines in Figure 13 show the 3-dimensional and angular
power spectra, P(k) and C`, respectively, from the linear align-
ment model. The 3-dimensional power spectrum, P(k), is shown
at a redshift z = 0.4. This model includes no contribution from
alignments within halos (so-called 1-halo terms) and therefore
the II and GI power spectra are rescaled versions of the matter
power spectrum, PGG(k), as seen in the bottom-left panel of Fig-
ure 13, and the GI and II terms are subdominant to the matter
power spectrum at all scales.

Figure 13 also shows, in the right panel, the expected angu-
lar power spectrum measurements of a reference cosmic shear
survey with properties similar to KiDS with a redshift distribu-
tion as described above, with a sky coverage of 1,500 sq. deg.
and a background source density of ngal = 10 arcmin�2. We as-
sume a coverage 30  `  3000, and compute the expected C`
measurements and uncertainties following Cooray & Hu (2001),
in logarithmic bins in `. The bottom panel of Figure 13 shows
that the II contribution remains safely subdominant to statistical
uncertainties expected for KiDS, but the GI contribution cannot
be ignored, contaminating the GG power spectrum at the ⇠ 10%
level.

6.2. Halo model

The linear alignment model refers to alignments at large scales
(and also to the alignments between central galaxies, because
these are expected to be aligned with the host halo by the
large scale gravitational potential). On smaller, non-linear scales,
galaxy formation will tend to misalign baryonic and dark matter
(e.g., Pereira & Bryan 2010; Tenneti et al. 2014), so the large-
scale results from N-body simulations are probably not directly

use of the non-linear power spectrum. We therefore refer to it as linear
alignment model throughout.
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Fig. 14 Forecast cosmological constraints for a generic Euclid-like survey, making different assumptions
about intrinsic alignments. 95 % confidence ellipses are shown for the dark energy equation of state parame-
ters, w0 and wa. Constraints shown have been marginalised over Ωm, h, σ8, Ωb, ns and nuisance parameters
where appropriate, see Sect. 6.1 for more details. Left Panel: Impact of incorrect model choice. True model
assumed is the non-linear alignment model (Hirata and Seljak 2004; Bridle and King 2007). The yellow con-
tour shows constraints and bias on w0,wa when intrinsic alignments are ignored. The blue contour assumes
the (incorrect) linear alignment model. The green contour shows the constraints from nulling, see Sect. 6.2
for more details. Right Panel: Impact of marginalising over a robust grid of nuisance parameters in redshift
and angular scale and self-calibration with galaxy clustering information. Each contour uses the non-linear
alignment model as the “truth”. The blue contour is the same as in the left-hand panel i.e. it assumes the
(incorrect) linear alignment model. The red contour also assumes the linear alignment model, marginalised
over a 3 × 3 grid of nuisance parameters in redshift and angular scale. The grey contour shows the same
scenario (assume linear alignment, 3 × 3 nuisance grid) with the inclusion of galaxy clustering information
i.e. self-calibration, see Sect. 6.4 for more details. The black crosses show the fiducial values of w0,wa

how intrinsic alignment terms add (through the II term) and subtract (through the GI term)
to the weak lensing GG power spectrum. Being a local effect, the II correlation is strongest
for redshift bin auto-correlations, where the number of physically close pairs is largest.
As this plot is for a photometric cosmic shear survey the redshift cross-terms do not have
zero II contribution as there is usually some overlap in redshift between bins. In contrast
the GI term is strongest for bins separated in redshift where the redshift distribution of
the “I” bin overlaps with the lensing kernel of the “G” bin. In general the relevant weight
functions overlap differently for different combinations of tomographic bins, affecting both
the amplitude and effective scale dependence of each contribution to the measured shear or
galaxy position correlation.

Some features of the impact of intrinsic alignments on two-point statistics, as well as
simple mitigation techniques, are brought together in Fig. 14. Here we forecast constraints
on cosmology from a generic weak gravitational lensing survey, modelled on the European
Space Agency Euclid mission8 (Refregier et al. 2010; Laureijs et al. 2011). This generic sur-
vey covers 15,000 deg2 with a galaxy density of 30 arcmin−2, split into 10 tomographic red-
shift bins over the range 0 < z < 2.0. A Gaussian total shape noise contribution of σϵ = 0.35
is assumed. Our results are shown as 95 % confidence contours in the dark energy equation

8http://www.euclid-ec.org/.
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Baryons in the LSS
On small (halo) scales, dark-matter only models do not correctly reproduce
clustering:

• R ⇠ 1 - 0.1 Mpc: gas pressure ! suppression of structure formation, gas
distribution more di↵use wrt dm

• R < 0.1 Mpc (k > 10/Mpc): Cooling, AGN+SN feedback ! baryons
condense & form stars & galaxies, increase of density & clusteringThe effect of baryon physics on weak lensing tomography 3

hydrodynamic simulations run with a modified version of the SPH
code Gadget (last described in Springel 2005). A range of physical
processes was considered, as well as a range of model parameters.
In this paper we use a subset of OWLS for which we will give a
brief description, inviting the reader to find more details in the pa-
pers where the simulations are presented. Note that all simulations
have been performed with the same initial conditions1. The sim-
ulations considered here are (following the naming convention of
Schaye et al. 2010):

• DMONLY: a dark matter only simulation, of the kind com-
monly used to compute the non-linear power spectrum which is
needed in weak lensing studies. It is therefore the reference to
which we compare the other simulations.

• REF: although it is not the reference simulation for the study
presented here, this simulation includes most of the mechanisms
which are thought to be important for the star formation history (see
Schaye et al. 2010 for a detailed discussion) but not AGN feedback.
The implementation of radiative cooling, star formation, super-
novae driven winds, and stellar evolution and mass loss have been
described in Wiersma, Schaye & Smith (2009), Schaye & Dalla
Vecchia (2008), Dalla Vecchia & Schaye (2008), and Wiersma et
al. (2009), respectively. This simulation represents a standard sce-
nario assumed in cosmological hydrodynamic simulations.

• DBLIMFV1618: this simulation has been produced using the
same mechanisms as REF. The only difference between the two
simulations is that in this simulation the stellar initial mass func-
tion (IMF) was modified to produce more massive stars when the
pressure of the gas is high, i.e. in starburst galaxies and close to
galactic centres. This is obtained by switching from the Chabrier
(2003) IMF assumed in the REF model to a Baugh et al. (2005)
IMF in those regions. There are both observational and and the-
oretical arguments to support a top-heavy IMF in those extreme
conditions (e.g. Padoan et al. 1997; Baugh et al. 2005; Klessen et
al. 2007; Maness et al. 2007; Dabringhausen et al. 2009; Bartko et
al. 2010; Weidner et al. 2010). The IMF change causes the number
of supernovae and the effect of stellar winds to increase resulting in
a suppression of the SFR at smaller redshifts. However, this mech-
anism alone is not able to reproduce the observed SFR (see Schaye
et al. 2010).

• AGN: a hydrodynamic simulation which differs from REF
only by the inclusion of AGN. The AGN feedback has been mod-
elled following Booth & Schaye (2009). In this approach AGN
transfer energy to the neighbouring gas, heating it up and driv-
ing supersonic outflows which are able to displace a large quan-
tity of baryons far from the AGN itself. Among the three simula-
tions considered here, it is arguably the most realistic, as it is able
to reproduce the gas density, temperature, entropy, and metallic-
ity profiles inferred from X-ray observations, as well as the stel-
lar masses, star formation rates, and stellar age distributions in-
ferred from optical observations of low-redshift groups of galaxies
(McCarthy et al. 2010).

To forecast the cosmic shear signal for the four different sce-
narios, we make use of the results of van Daalen et al. (2011), who
tabulated the power spectra of matter fluctuations P (k, z) in red-
shift slices over the redshift range 0 � z � 6 for a number of
OWLS runs. A detailed discussion of the procedure to compute the

1 The cosmology used to realise the simulations is the best-fit to
the WMAP3 data (Spergel et al. 2007): {⌦m,⌦b, ⌦�, �8, ns, h} =
{0.238, 0.0418, 0.762, 0.74, 0.951, 0.73}.

0.1 1.0 10.0 100.0
 k (h/Mpc)

0.6

0.8

1.0

1.2

1.4

P
(k

)/
P

(k
) D

M
O

N
LY

10.0 1.0 0.1
λ (Mpc/h)

REF / DMONLY

AGN / DMONLY

DBLIMFV1618 / DMONLY

z=0

z=1

z=2

Figure 1. Ratio between the power spectrum of matter fluctuations mea-
sured from the simulations with baryons and the one measured from the
DMONLY simulation. The ratio for the REF simulation is shown in green,
the one for the AGN simulation is shown in blue, and the one for the
DBLIMFV1618 model is shown in pink. Since the simulations have been
carried out using the same initial conditions, deviations of the ratio from
unity are due to the differences in baryon physics.

power spectrum and its accuracy can be found in van Daalen et al.
(2011). Their convergence tests and noise estimations suggest that
the power spectra estimated from OWLS are reliable up to at least
k � 10 h Mpc�1 over the range of redshifts we are interested in
(i.e. z � 1, as the lensing signal is most sensitive to structures that
are halfway between the observer and the source). At small k, the
estimate of the power spectrum is affected by the finite size of the
simulation box (100 h�1 Mpc on a side). This is not a concern, be-
cause on these scales baryonic effects are very small and density
fluctuations are in the linear regime, so that we can compute the
power spectrum from theory instead.

Figure 1 shows the power spectrum measured for each simula-
tion in three redshift bins normalised by the power spectrum of the
dark matter simulation (DMONLY) at the same redshift. In the REF
scenario (green), the presence of the baryons slightly suppresses the
power spectrum at intermediate scales, due to the pressure of the
gas. At smaller scales where baryons cool, the power spectrum is
enhanced as the baryons fall into the potential wells. For this model,
only the small scales are affected in an almost redshift indepen-
dent way. The effect of baryon physics is more pronounced for the
DBLIMFV1618 model, and depends on redshift. The AGN model
leads to the largest difference compared to the DMONLY simula-
tion. The amplitude of the power spectrum is strongly reduced on
scales of � 1� 10 h�1 Mpc and the effect increases as the redshift
decreases; this is in agreement with the results by McCarthy et al.
(2011) who showed that because AGN remove low-entropy gas at
early stages (2 � z � 4), the high-entropy gas left in the haloes
does not cool down and form stars and the suppression of power
becomes more and more accentuated at small scales.

The latter two scenarios are qualitatively similar, although
the mechanisms are different: in the DBLIMFV1618 simulation
baryons are removed due to the enhanced supernova feedback,
whereas in the AGN scenario they are removed mostly by AGN
feedback, at least for the more massive and thus strongly clustered
haloes. Thus, the fraction of baryons which is removed is different,

(Semboloni et al. 2011)
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Figure 3. Top panel: ratio of the correlation function �+(�) for
REF/DMONLY (green), DBLIMFV1618/DMONLY (pink) and
AGN/DMONLY (blue) . The notation binij indicates the correlation
of sources from redshift bin i with sources from redshift bin j. Here, we
show only results from the bins with i = j. Bottom panel: same as the
upper panel but for the correlation function ��(�).

case one can show that the value of P(s) depends mostly on the
density fluctuations with comoving wave numbers � s/fK(wmax)

with fK(wmax) maximising the ratio fK(ws�w)fK(w)
fK(ws) . In the top

panel of Figure 2, we show, for various source redshifts zs, the re-
lation between the angular wave number s and the wave number
s/fK(wmax) using the adopted WMAP3 cosmology. It shows, for
example, that measuring the power spectrum P(s) at s � 1� 104

of galaxies with redshifts � 0.8, probes density fluctuations at
scales k � 10h Mpc�1, where baryon physics is important.

However, one might wonder if the signal at arcminute scales
is statistically important. To examine this, the bottom panel of Fig-
ure 2 shows a typical signal-to-noise ratio of P(s). The signal
has been computed assuming a WMAP3 cosmology. The noise ac-
counts for sampling and statistical noise, assuming a WMAP3 cos-
mology and a survey area A = 20000 deg2, a number density
of galaxies of n = 30 gal/arcmin2 all placed at the same red-
shift zs and with intrinsic ellipticity dispersion �e = 0.33 (see sec-
tion 4 for more details on the noise computation). As one can see,
the signal-to-noise ratio peaks at scales between 2 and 10 arcmin,
where baryon physics is important.

Having established that cosmic shear studies are sensitive to

the scales where baryon physics modifies the power spectrum, we
now want to quantify how various scenarios change the two-point
shear statistics. For that we adopt a source redshift distribution that
is representative of the CFHTLS-Wide (Benjamin et al. 2007) and
a fair approximation for Euclid (Laurejis et al. 2009). We adopt the
following parametrisation:

p(z) =
�

(z + z0)�
, (6)

with � = 0.836, � = 3.425, and z0 = 1.171. We divide the
source galaxies in three tomographic bins with limits [0, 0.6, 1.2,
3.4], which yields six cross-power spectra.

The top panel of Figure 3 shows the value of �+(�) measured
for the various feedback scenarios, normalised by the results for
DMONLY. The effect of baryons is small and limited to very small
scales for the REF scenario. However, for DBLIMFV1618, and in
particular for the AGN model, the difference with the DMONLY
result is large and increases when the redshift of the sources de-
creases. The redshift dependence is the result of two effects. The
first is a geometric one: when the redshift of the sources decreases,
the physical scales probed by the lensing signal become smaller
(see Figure 2). The second reason is the suppression of the ampli-
tude of the power spectrum due to feedback, which becomes larger
at late times (see Figure 1). The bottom panel of Figure 3 shows
the value of ��(�) measured for the various feedback scenarios,
normalised by the results for DMONLY. Notice that the bias for
�� is more pronounced out to larger scales. This is because �� is
much more sensitive to small-scale structures (i.e. to the shape of
the power spectrum P(s) for large s).

3.2 Effect on cosmological parameter estimation

It is clear from Figure 1 that the change in the power spectrum
is large in the case of the AGN and DBLIMFV1618 scenarios.
The modification is, however, scale-dependent, which may help to
ameliorate the problem, since this cannot be reproduced by vary-
ing cosmological parameters which predominantly affect the over-
all amplitude of the weak lensing power spectrum. In other words,
it might be possible to separate the effects of baryonic feedback, or
at least to identify them: the inferred values for cosmological pa-
rameters from weak lensing statistics are scale-dependent for the
AGN and DBLIMFV1618 scenarios.

We first investigate the effect on the recovered value of �8, the
rms fluctuation of matter in spheres of size 8 h�1Mpc. A compli-
cation to our analysis is the limited accuracy of the prescriptions
for the non-linear power spectrum, be it Peacock & Dodds (1996)
or the halofit approach (Smith et al. 2003) used here. We therefore
cannot predict �+,DMONLY(�, zs) directly, but the procedure out-
lined below is accurate as the predictions should have the correct
scaling as a function of �8. For the various feedback models we
first define the ratio

R+,hydro(�, zs) =
�+,hydro(�, zs)

�+,DMONLY(�, zs)
, (7)

as a function of source redshift zs and angular scale �. Here
�+,hydro(�, zs) is the correlation function measured for REF,
DBLIMFV1618 or AGN, whereas �+,DMONLY(�, zs) is the
DMONLY correlation function. We use the halofit prescription
(Smith et al. 2003) to compute �+,halofit(�, zs; �8), keeping all
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Figure 6. Left-hand panel: joint constraints on σ 8–"m for a Euclid-like survey. Solid, dotted and dashed lines mark the 68, 95 and 99 per cent confidence
regions, respectively. Middle panel: joint constraints on "m–w0. Right-hand panel: posterior probability distribution for p(w0) marginalized over σ 8 and
"m.The shifts relative to the DMONLY case indicate the presence of bias due to baryonic effects. The biases are largest for the AGN scenario. Note that for
the right-hand panel the sign of the shift differs from what was found in Fig. 5, because we now marginalize over the other parameters, rather than keeping
them fixed.

Figure 7. The difference #w0 between the best-fitting value of w0 and
the true reference value w0 = −1 as a function of the maximum angular
wavenumber smax (or minimum scale θmin) that is included in the likelihood
analysis. The error bars represent the resulting 1σ uncertainties on w0.
Avoiding high wave numbers allows one to reduce the bias affecting the
cosmological parameters at the cost of an increase in the statistical errors.

maximum likelihood value of w0 as a function of the maximum
angular wavenumber smax, while marginalizing over "m and σ 8.
The error bars on the points indicate the 68 per cent confidence re-
gions. The bias is no longer statistically significant if the posterior
probability for w0 peaks well within 1σ from the reference value w0

= −1. For the AGN model this is only achieved when s < 500 (this
corresponds to a real space separation of more than 40 arcmin!).
However, drastically limiting the range of scales increases the sta-
tistical uncertainty by almost a factor of 3. We therefore conclude
that this approach is not viable and that one needs to account for
the effects of baryon physics when computing the constraints on
cosmological parameters.

5 R E D U C I N G TH E B I A S U S I N G A SI M P L E
M O D E L

The results presented in the previous section suggest that one cannot
ignore the effects of baryon physics on the matter power spectrum
in the case of future lensing surveys. A complication is that the bias
itself depends strongly on the details of the feedback model, but
that we do not know for sure which of the feedback scenarios (and
parameters) is correct. However, baryon physics also has an impact
on other observables, which can be used to discriminate between
models.

For example, McCarthy et al. (2010) showed that the AGN and
REF simulations yield haloes with significantly different gas frac-
tions. Similarly, the amount of gas that cools to form stars is dif-
ferent, leading to different luminosities. For both observables, the
AGN simulation provided a good match to observations of groups
of galaxies whereas the REF simulation did not. In principle, such
observations can be used to select hydrodynamic simulations that
best describe our Universe. In this section, we will explore a dif-
ferent approach and show that those same observables can be used
to modify the dark matter power spectrum such that it accounts for
most of the effects of baryon physics.

5.1 Halo model

To predict the matter power spectrum analytically, we take advan-
tage of the fact that the clustering of haloes of a given mass is
known in the linear regime and that the average density profiles of
dark matter haloes are specified by their mass. As shown by Seljak
(2000), this ‘halo model’ approach can reproduce the power spec-
trum into the non-linear regime, although some parameters have to
be calibrated using numerical simulations.

The power spectrum is computed as the sum of two terms. The
first one describes the correlation of the density fluctuations within
the same halo. This Poisson term PP(k) dominates on small scales
and is given by

P P(k) = 1
(2π)3

∫
dνf (ν)

M(ν)
ρ̄

y[k, M(ν)]2, (12)
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samples. For those high-mass haloes the parameters of our model
can be constrained directly by observations of groups and clusters of
galaxies, most notably the gas fraction (e.g. Giodini et al. 2009; Sun
et al. 2009). Although studies of ensemble-averaged properties can
also provide useful constraints (Rykoff et al. 2008; Leauthaud et al.
2010), for masses down to Mvir ∼ 1012M⊙ observational constraints
are expected to remain limited. Furthermore, in our model, we made
a rather ad hoc assumption that the gas that is removed from the
central regions is on the outskirts of the haloes. Although this seems
plausible (see, for example Rasheed, Bahcall & Bode 2010) it is
not clear how accurately one can observe the distribution of the
gas on the outskirts of the haloes. Because of those observational
limitations, we expect that an accurate description of the baryonic
feedback will have to rely in part on simulations.

Finally, our findings suggest that a model with few parameters,
similar to the one we introduced, can capture the main features of
the baryonic feedback. Those parameters need to be varied together
with the cosmological parameters when one performs a cosmolog-
ical interpretation. One can use observations and simulations to
derive priors on those parameters and increase the accuracy of the
cosmological parameters estimation.

5.3 Improved constraints on cosmological parameters

To examine whether the biases on the cosmological parameters are
indeed reduced, we repeat the likelihood analysis described in Sec-
tion 4, using the improved halo model to compute the lensing signal.
The results are presented in Fig. 11. For the AGN scenario, where
the biases in !m and w0 were ∼20 and 40 per cent, respectively,
the bias is now visibly reduced, although it is still larger than the
statistical error for a Euclid-like survey.

Despite its simplicity, the model allows for a significant improve-
ment and its accuracy can be further increased. For instance, we did
not include any evolution in the scaling relations. We also did not
account for the intrinsic dispersion in the model parameters. Fur-
thermore, for the gas that has been ejected beyond r500, we simply
assumed a homogeneous distribution, but more work is needed to
validate (or improve) this assumption. We will explore various im-
provements to our model in future work, as they are beyond the
scope of this paper.

6 C O N S E QU E N C E S FO R OTH E R
PA R A M E T E R S

In Section 4 we showed that ignoring the effects of baryons on the
power spectrum leads to significant biases in the recovered dark
energy equation of state w0, as well as in σ 8 and !m. The measure-
ment of these parameters is, however, not the only goal of future
cosmic shear studies. In this section we examine the impact of
baryon physics on the accuracy of some cosmological parameters
for which weak lensing has been suggested to be a useful probe.
These are the scale dependence of the spectral index of the pri-
mordial power spectrum (Section 6.1), the properties of cold dark
matter (Section 6.2) and the neutrino masses (Section 6.3).

6.1 Running of the spectral index

The large-scale structure we observe today is believed to arise from
quantum fluctuations that grew to cosmological scales during a
period of inflation. Simple models of inflation predict a primordial
power spectrum that is nearly scale invariant, P (k) ∝ kns , with
scalar spectral index ns ≈ 1. In more complicated inflation theories
ns may also depend on k. A general expansion adopted for ns(k) is
(Kosowsky & Turner 1995)

ns(k) = ns(k0) + dns

d ln k
ln

(
k

k0

)
, (21)

where k0 = 0.015 Mpc−1 is a pivot. A non-zero value for αs ≡
dns/d ln k results in a running spectral index. Measurements of both
ns and αs provide direct constraints on the inflationary models, and
are thus of great interest. Cosmic microwave background (CMB)
temperature fluctuations as well as CMB polarization measurements
are able to provide constraints on the spectral index. The most recent
results from ACT WMAP7 suggest ns(k0) to be slightly smaller than
unity and αs < 0 (Dunkley et al. 2010).

Weak lensing observations enable us to extend the measurements
to smaller scales, thus tightening the constraints on αs. We are
concerned, however, that such a measurement will also be affected
by baryon physics, because the suppression in the power spectrum
seen for the AGN model could also be achieved by a more negative
value for αs. This is demonstrated by Fig. 12, where we show that it

Figure 11. Left-hand panel: joint constraints on !m and σ 8 for a Euclid-like survey, using our improved halo model tuned to fit the gas and stellar mass
fractions predicted by each scenario to compute the likelihood. The contours indicate the 68 per cent confidence regions for the various feedback models.
Middle panel: joint constraints on !m and w0. Right-hand panel: posterior probability distribution of w0 after marginalization over !m and σ 8. When the
improved model is used to compute the lensing signal, the biases in the recovered cosmological parameters are significantly reduced.
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FIG. 8: Biases induced in the dark energy equation of state
parameter w0 from the analysis of a STAGE IV dark energy
experiment as a function of the maximum multipole used to
infer cosmological parameters. For STAGE IV experiments,
four of the OWLS simulations lead to biases significantly
larger than the others and it is useful to emphasize this. In
the main panel, the biases that result from analyzing those
four simulations without any model to account for baryonic
effects. These biases are clearly very large. Each line is la-
beled by the name of the corresponding OWLS simulation in
the panel. The shaded (orange) band, shows the range of bi-
ases that result after taking the best-fit concentration model
to describe baryonic effects to analyze these same four simu-
lations. The biases here are significantly reduced, but remain
non-negligible (∼ 1σ). The inset panel shows results for the
remaining five OWLS simulations. In this case, the inner (or-
ange) and outer (blue) shaded bands are the same as in Fig. 5
for DES. In each of these cases, the mitigation procedure ren-
ders biases in the dark energy equation of state parameter w0

smaller than the statistical error.

Future work may be able to improve this situation. For
one, simulations such as the OWLS simulations make pre-
dictions for the properties of galaxies. It may be possible
to compare the properties of galaxies in order to deter-
mine which simulations are more likely to represent the
observed universe, and use this information to place pri-
ors on additional parameters in mitigation schemes (the
concentration parameters in our case, see Ref. [21]). The
OWLS collaboration has shown that the “AGN” simu-
lation describes the observed properties of galaxies most
successfully [27, 46], while our analysis of the “AGN” sim-
ulation for Stage IV experiments leaves a non-negligible
residual bias. An important and necessary aspect of fu-
ture efforts to address these issues with simulations will
be to develop lensing predictions from baryonic simula-

FIG. 9: Same as Fig. 8, but for the bias on wa from a Stage
IV experiment. Notice that the vertical axis is asymmetric
about zero.

tions in larger computational volumes. On another front,
it may be possible to develop more sophisticated models
for the influence of baryons on lensing power spectra that
can minimize biases in inferred cosmological parameters
without a significant cost in statistical errors. As the cos-
mological community learns from Stage III experiments
such as DES and prepares for the Stage IV experiments
of the coming decade, such efforts should be a high prior-
ity in order to maximize the scientific yields of the next
generation of dark energy experiments.
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Shear bias residuals Δm < 2  x 10-3. 
Factor ~5 to improve. 

Power spectrum to few percent to k ~ 5/Mpc.  
Has to include IA, baryons.

Photometric redshift, mean per bin Δz ~ 0.002(1+z). 
Ground-based surveys (DES, LSST, CFIS, …)
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Day 3: Surveys and cosmology Euclid

Open questions (selection) II
• IA contamination depends on shape measurement method!12 Singh & Mandelbaum
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Figure 7. (a) The projected galaxy density-shape correlation function wg+ (Eq. 9) using the full LOWZ sample and di�erent shape

measurement methods, isophotal (blue), re-Gaussianization (red) and de Vaucouleurs shapes (green), along with the best-fitting NLA

models. For comparison, the best-fitting NLA models for all three shape measurement methods are plotted on all panels. Isophotal shapes
show the highest IA signal, followed by de Vaucouleurs and re-Gaussianization shapes (note that error bars are correlated between the

di�erent shape measurement methods). The solid black line shows the SDSS fiber collision limit, and the dashed cyan lines show the

range of rp used for the NLA model fitting. (b) Same as (a), but for the projected shape-shape correlation function w++ (Eq. 10).
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Figure 8. Comparison of NLA model amplitude AI for isophotal

and de Vaucouleurs vs. re-Gaussianization shape measurements.

Isophotal (de Vaucouleurs) shapes consistently give a higher am-
plitude by � 40% (20%) compared to re-Gaussianization shapes.

The de Vaucouleurs results have been shifted horizontally for clar-

ity.

using isophotal shapes. To display NLA model predictions,
we use the best-fitting parameters from fitting wg+, with
fII = 1 (solid lines) and fII = 2 (dashed lines). The two-
dimensional contours in Fig. 10e suggest that the data pre-
fer the model with fII = 2. However, these contours are
quite noisy, so Fig. 10e is not a reliable test of the validity
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of the model. In Fig. 10f, we show a clear detection of the
monopole for �++, with the data again preferring a higher
amplitude than predicted by NLA model (fII > 1). This
discrepancy could either be from the e↵ects of non-linear
physics that is not included in the NLA model (Blazek et al.
2015), or from additive PSF contamination. Even though ad-
ditive PSF contamination was shown to be low for isophotal
shapes (|APSF | � 0.05), the contamination in �++ could still
be strong enough to increase the observed �++ amplitude.

MNRAS 000, 1–18 (2015)
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• Baryonic feedback in clusters, influence on WL, modelling.
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using isophotal shapes. To display NLA model predictions,
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of the model. In Fig. 10f, we show a clear detection of the
monopole for �++, with the data again preferring a higher
amplitude than predicted by NLA model (fII > 1). This
discrepancy could either be from the e↵ects of non-linear
physics that is not included in the NLA model (Blazek et al.
2015), or from additive PSF contamination. Even though ad-
ditive PSF contamination was shown to be low for isophotal
shapes (|APSF | � 0.05), the contamination in �++ could still
be strong enough to increase the observed �++ amplitude.
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• Baryonic feedback in clusters, influence on WL, modelling.
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IA contamination depends on shape measurement method!  
IA affects more galaxy outskirts —- shape weighting kernel



IA simulations

MassiveBlack hydro-simulations, Lbox = 100 h−1 Mpc, mDM = 1.1 × 
107 h−1 M⊙, mgas = 2.2 × 106 h−1 M⊙

Considering subhalos with 1010 –6.0 × 1014 h−1 M⊙

Dark matter distributions rounder than stellar mass

Misalignment between 30◦ to 10◦ (low to high halo mass)

Tenetti et al. (2014)



IA simulations

Horizon-AGN hydro-simulations, Lbox = 100 h−1 Mpc, mDM = 8 × 
107 h−1 M⊙, m∗ = 2 × 106 M⊙

z = 1.2

Blue galaxies more strongly aligned to tidal field than red 
galaxies, up to 10 h−1 Mpc

Codis et al. (2014)



IA measurements

13,966 spectroscopic galaxies with measured shapes in 91 
massive clusters with 0.05 < z < 0.55

X-ray selected clusters (MENeaCS, CCCP), imaging with 
CFHTL12k and MegaCam, archival spectra (e.g. SDSS, 
Hectospec Cluster Survey)

No IA signal detected, < 4% at l=3000, not detectable with KiDS

Sifon et al. (2015)


