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Memorandum of Understanding

for Collaboration in the Deployment and Exploitation 
of the LHC Computing Grid (LCG)
between

The EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH, 

hereinafter referred to as CERN, Geneva, as the Host Laboratory and provider of the Tier0 Centre, provider of the CERN Tier1 Centre and coordinator of the LCG project 

on the one hand

and

an Institution/Funding Agency contributing to a Tier1 Centre 
of the LHC Computing Grid
on the other hand.
Glossary of Terms

i) LCG

The term LHC Computing Grid (LCG) identifies:

· The project to build and operate the LHC computing environment, including hardware, software and human resources;
· The participants in this activity, including their funding agencies and institutions.
ii) Service Level (proper definition needed from LCG - see comments in Article 4.3)
By Service Level is meant a qualitative and quantitative description of the services offered to the LCG by or via a given centre.  Examples of qualitative factors are: Grid software development and support, common applications development and support, installation support for experiment software, Grid operations support, Grid user support, VO support, CPU, temporary/permanent/online/near-line/offline storage.  Examples of quantitative factors are: availability schedules of offered resources, CPU and storage capacities, and usage restrictions (e.g. relative priorities of experiments, job types, user community).
iii) Tier0 Centre

The Tier0 Centre is the computing centre at CERN, including hardware, software and human resources, which provides the services for:
· Raw data acquisition and storage;

· Distribution of raw data to Regional Centres for further processing.
iv) Tier1 Centre

A Regional Centre that has been mandated for the Tier1 role by one or more funding agencies.  It is not necessarily a national centre.  It accepts responsibility for a defined consortium of Centres with Tier2 functionality and provides a defined set of services to them.  It may itself be a federation of geographically dispersed centres but presents a unified face to the Tier0 Centre and to other Tier1 Centres.  This includes presenting a consolidated view of the Service Levels offered collectively by its dependent Tier2 Centres.  In order to play the expected role, it will normally have the following service qualities:

· CPU cycles (Grid enabled computing elements), advance reservation
· Disk storage, resident or temporary (Grid enabled storage elements), advance reservation

· Mass storage (Grid enabled storage elements), advance reservation

· State-of-the-art network bandwidth, quality of service

· Commitment to provide access to primary/master copy of data over lifetime of LHC

· Commitment to provide long-term access to specific analysis data

· Commitment to resource upgrades as required

· 24/7 services and resource support

· Regional support role

· Training and user support

· Interactive support for particular applications

v) Tier2 Centre

A centre, the LCG-related work of which is coordinated by a defined Tier1 Centre.  A Tier2 centre mainly provides resources for generation of Monte-Carlo events and distribution of the data to the other centres. It may be a centre located at an institute or a federation of Tier2 and other centres, but presents a unified face to other Tier2 Centres and to the Tier1 Centres, in particular that which has taken responsibility for it.  In order to play the expected role, it will normally have the following service qualities:

· CPU cycles (Grid enabled computing elements)

· Disk storage, maybe temporary only (Grid enabled storage elements)

· May have mass storage

· Sufficient network bandwidth for interoperability
· A weaker commitment to provide access to data over lifetime of LHC

· A weaker commitment to provide long-term access to specific analysis data

· A weaker commitment to resource upgrades

· 24/7 service but with no guaranteed short-latency “crash” response
· Focused user support

vi) Regional Centre

A Regional Centre provides the services listed under item iv) above.  It provides the resources for first-pass reconstruction (CERN Centre only), reconstruction, storage of results, generation of Monte-Carlo data, and distribution of data to other Regional Centres and Tier2 Centres.  The scope of “Regional” may not correspond to national boundaries.  It may be:

· A Tier1 Centre located at an institute (e.g. at CERN);
· A federation of Tier1 centres (e.g. the US);
· A Tier1 Centre, along with satellite centres (anything that is not a Tier1) for which the Tier1 centre accepts responsibility and supports the operation;
· A federation of Tier2 Centres, the aggregate resources of which are sufficiently large.
vii) etc.

Preamble

(a) Early in the year 2000 CERN launched a wide-ranging review of the computing needs of the LHC experiments, chaired by S. Bethke (MPI Munich).  The Steering Group of the review submitted its final report to the Research Board via the LHC Committee (CERN/LHCC/2001-004) on 22 February 2001.  In the knowledge of this, CERN Council, at its meeting on 20 September 2001, approved the LHC Computing Grid (LCG) project and in particular its Phase 1 of technology development and tests leading to a production prototype (CERN/2379/Rev.).  Council also took note of the plans at that time for the deployment and exploitation phase of the project (Phase 2).  The present Memorandum of Understanding (MoU) concerns Phase 2 down to the level of the Tier2 Centres.  It addresses directly the organisation of the Tier1 Centres, as listed in Annex 1.  The work of the Tier2 Centres is coordinated via the Tier1 Centres, with each Tier1 Centre assuming responsibility for a defined set of Tier2’s.    The individual Tier2 Centres will be the subject of regional, national or local agreements.  All Tier Centres have secured the support of their Funding Agencies to enable them to participate in the LCG.  
(b) Agreement to this collaboration is effected through identical MoUs between each Funding Agency or Tier1 Centre, as appropriate, and CERN, as Host Laboratory and provider of the Tier0 Centre, provider of the CERN Tier1 Centre and coordinator of the LCG project.  These MoUs collectively define the Collaboration and its objectives, and the rights and obligations of the collaborating centres.
(c) Before proceeding to Phase 2, the LCG project will be subjected to a technical, financial, and manpower review (CERN/DG/RB 95-234) by the LHC Committee (LHCC) based on a Technical Design Report.  This process will be completed during 2005.

(d) A Computing Resources Review Board (C-RRB) has been constituted which comprises the representatives of all LCG Funding Agencies and the managements of CERN and the LCG project.  It is chaired by CERN’s Chief Scientific Officer and meets normally twice per year, in spring and autumn.
The role of the C-RRB includes:
· reaching agreement on Phase 2 of the LCG project
· reaching agreement on the present MoU for Deployment and Exploitation
· monitoring the general financial and manpower support
· monitoring the functioning of the of the procedure for exploitation
· endorsing annually the Service Level pledges of the LCG project, the Tier0 Centre and the Tier1 Centres
The LCG project management reports regularly to the C-RRB on technical, managerial, financial and administrative matters, and on the composition of the Collaboration.

(e) The present MoU replace the existing Interim Memoranda of Understanding (IMoU’s) and Collaboration Agreements listed in Annex 10, which were valid until XX Yyyyyyy 200Z.
(f) This MoU is not legally binding, but the Centres and Funding Agencies recognize that the success of the Collaboration depends on all its members adhering to its provisions.  Any default will be dealt with, in the first instance, by the Collaboration and if necessary then by the C-RRB.
Article 1  : Parties to this MoU

1.1 The Parties shall be all the Tier1 Centres listed in Annex 1 and their Funding Agencies, and CERN as a) the Host Laboratory and provider of the Tier0 Centre, b) provider of a Tier1 Centre and c) coordinator of the LCG project.  Annex 1 shows for each centre the person responsible towards the Collaboration.  A Tier1 Centre may have one or several Funding Agencies, which are established institutions controlling all or part of the centre’s funding, or may have the authority to represent itself, entirely or in part, in funding matters, i.e. to act itself as a Funding Agency.  Annex 1 also shows the centre’s representative(s) to its Funding Agencies.  Annex 2 lists the Funding Agencies and their duly authorized representatives to the C-RRB. 
1.2 The collaborating Tier0 and Tier1 Centre(s) and the LCG Collaboration thus constituted will hereinafter be referred to as “Centre(s)” and “Collaboration”, respectively.
1.3 In some cases, a Centre may be a federation of smaller units. acting together to provide services that, seen from other Centres, are indistinguishable from those provided by a single unit, from both managerial and operational points of view.
Article 2  : Purpose of this MoU

2.1 This MoU addresses the deployment and exploitation phase of the LCG project (Phase 2), and in particular the Tier0 Centre and the Tier1 Centres that provide the mechanism for delivering computing resources in a common or shared way to the LHC experiments.  The purpose of the MoU is to define the programme of work to be carried out for this phase and the distribution of charges and responsibilities among the Parties for the execution of this work, along with the level of resources and services that the Centres will provide.  It sets out organisational, managerial and financial guidelines to be followed by the Collaboration.

2.2 In as far as it concerns the Tier1 Centres, the deployment and exploitation phase comprises : (i) the acquisition of the necessary computing and networking hardware at the Centres and its subsequent renewal and upgrade in order to maintain the required level of service, as well as the provision of consumables ; (ii) the acquisition, installation and maintenance of the required software ; (iii) the management and operation of the computing and networking resources thus constituted ; (iv) the provision of the agreed level of resources and services ; (v) the coordination of dependent computing centres at the level of Tier2, as listed in Annex 3.
2.3 The LCG project Phase 2 is executed in the normal framework of the CERN scientific programme, approved by the CERN Council, and subject to the bilateral Agreements and Protocols between CERN and non-Member States.

2.4 In case of conflict between relevant Co-operation Agreements or Protocols entered into by CERN and the present MoU, the former prevail.

Article 3  : Duration of this MoU and its Extension

3.1 The initial period of validity of this MoU covers the deployment phase of LCG and the expected first five years of physics running, i.e. from XX Yyyy 200X until 31 December 2011.
3.2 The validity of this MoU will be extended automatically at its expiry for successive periods of five years beyond the initial period, unless the C-RRB determines otherwise.  This provision notwithstanding, the MoU will automatically cease to be valid when the LHC programme is declared closed by the CERN Council.

3.3 Any Funding Agency may withdraw its support from the Collaboration by giving not less than twelve months notice in writing to the Collaboration and the Director General of CERN.  In such an event, reasonable compensation to the Collaboration will be negotiated through CERN and confirmed by the C-RRB.

3.4 Although it is the intention that Centres will remain in the Collaboration for the duration of the LHC programme, any Centre may withdraw according to the procedures agreed by the Collaboration, subject to the General Conditions for Experiments Performed at CERN (Annex 11) and by giving notice in writing to its Funding Agency.  Loss of data due to such withdrawal cannot be tolerated and the Centre that is withdrawing must agree to maintain access to data stored there for at least 12 months after ceasing to provide other services. 
3.5 Any Centre that joins the Collaboration in accordance with the Collaboration rules during the period of validity of this MoU shall accept the agreements in force.  Such joining will be negotiated by the Collaboration and endorsed by the C‑RRB.
Article 4  : The Tier1 Centres of LCG and Collaboration

4.1 The LCG project Phase 2 has been described in the Project Proposal submitted to the CERN Council in September 2001 and in the subsequent Technical Design Report.  It consists of a functionally structured grid of computing centres - a unique Tier0 Centre at CERN and a number of other Tier-Centres, of which those with Tier1 functionality are listed in Annex 1.

4.2 The current organizational structure of the Collaboration is described in Annex 4.
4.3 Elements contributed to the Collaboration are termed Service Levels
. (LCG and in particular the GOC Steering Group (?) should come forward with good definitions of Service Levels for the Glossary and good classifications for Annex 6. Also some text for 4.10 if it is thought worthwhile to have such a clause)
4.4 In order to qualify as a Party to this MoU, a Centre must offer as a minimum the set of Service Levels specified in Annex 5.  Otherwise, while its contribution is of course still welcome, it must seek federation with other computing centres in order to reach the required minimal size.
4.5 The technical participation of the Centres in LCG deployment and exploitation, defined as Service Levels, is set out in Annex 6, which comprises, for each Centre, a statement of the Service Levels pledged in the current year and planned to be pledged in each of the four next years.  In order to protect the accumulated data, a Centre may not decrease its pledged storage without demonstrating that it has made arrangements to move the affected data to other Centres.
4.6 The Centres, supported by their Funding Agencies, will make their best efforts to furnish all the services listed in Annex 6.1 to Annex 6.n, within the limits of their funding.

4.7 The Collaboration shall update Annex 4 and Annex 6 annually for the autumn C‑RRB meeting to reflect the situation starting on 1 January of the following year.

4.8 There are three fundamental principles: 
4.8.1 Each Centre shall be responsible for its own costs.  Any arrangements to the contrary will be the subject of specific bilateral agreements and are outwith the scope of this MoU.

4.8.2 Each Centre shall contribute a fair and equitable share of common tasks.  Tasks regarded as common are listed in...  (Are there actually any and, if so, do we need such a list?  Nick Brook has suggested one but I am sure how they could be distributed in a “fair and equitable” way). 

4.8.3 A Centre, which has pledged a given set of Service Levels, will also support them with the necessary scientific and technical manpower to permit their exploitation by the LHC experiments.

4.9 Annex 7 gives an overview of the foreseen LCG deployment schedule.

4.10 Service Levels of a Centre may be classified for convenience under four headings:

4.10.1 Grid software and common applications provision and/or maintenance, support for experiment software installation;

4.10.2 Grid Service functions spanning all or part of LCG, e.g. Grid Operations Centre (GOC), Grid User Support (GUS) centre, Experiment Specific User Support (ESUS), CERN User Support (CUS), VO support.
4.10.3 Capacity pledged and delivered (e.g. CPU, storage, networking, etc.).
4.10.4 Consolidated Service Levels of the dependent Tier2 centres.
The Service Levels are monitored centrally by the Collaboration and reported to the C-RRB, along with the equivalent cost of providing them at CERN.

4.11 Centres may have resources beyond those declared as Service Levels.  These resources are neither accounted for in LCG deployment and exploitation, nor monitored centrally by the Collaboration.

4.12 Any computing centre that wishes to join the Collaboration during the period of validity of this MoU will be expected to secure the necessary funding and to contribute to the Collaboration an installation with Tier1 functionality, as well as making an appropriate contribution of effort to any common tasks. 

4.13 Unless explicitly mentioned, any Service Levels shown as costs in this MoU are expressed in 200X Swiss Francs based on estimates valid on XX Yyyyyy 200Z.  The calculated CERN indices for materials and personnel cost variation will be used as appropriate for cost monitoring purposes throughout the lifetime of the project.

Article 5  : Programme of Work for the Deployment of the LCG and Sharing of Responsibilities for its Execution

5.1 The programme of work for the deployment of the LCG is summarised in Annex 8, along with the foreseen sharing of responsibilities amongst the Collaboration members. Some of this work is already being executed under the terms of the interim agreements listed in Annex 10.
Article 6  : Relations with the User Community
6.1 The users of the LCG are the Collaborations formed to execute the LHC experiments (the LHC Collaborations), represented by their managements. 

6.2 Under the responsibility of the LHCC (?), an LCG Resource Allocation Committee (RAC) shall be set up to ensure that the computing resources of the LCG are shared amongst the LHC Collaborations in a fair and equitable way, taking into account that some resources may be reserved for a particular LHC Collaboration or set of Collaborations.  The mode of operation of the RAC is described in Annex 9.
6.3 For certain computing resources, such as magnetic tape (?), the Collaboration will wish to pass all or part of the direct costs to the LHC Collaborations.  Such amounts will be paid directly by the LHC Collaborations to the Centre concerned.  The POB will propose annually, for approval by the C-RRB at its autumn meeting, the scale of charges to be applied uniformly by all the Centres in the following year for each chargeable resource.
Article 7  : Obligations of CERN as Host Laboratory, and of the Centres

7.1 The general obligations of CERN as Host Laboratory and of the Centres are contained in the current version of the General Conditions for Experiments Performed at CERN, which in case of contradiction or ambiguity shall prevail over the main body of this MoU.  The General Conditions document is regarded as an integral part of this MoU and is attached as Annex 11.  In the terminology used in the General Conditions document, the Centres are viewed as Collaborating Institutions.
7.2 All equipment brought to the CERN site must comply with CERN's safety regulations.  If relevant, the design, test criteria and testing of equipment should be discussed well in advance with CERN's safety officials.  All equipment brought to CERN must be accessible for inspection by the Group Leader in Matters of Safety (CERN LCG must name such a person).
Article 8  : Approval and Oversight
8.1 Oversight of the provision of Service Levels by the Centres shall lie with the C-RRB.
8.2 In order to facilitate evaluation of the relative worth of the quantified Service Levels reported to the C-RRB, they shall additionally be reported in terms of the estimated equivalent cost of providing each Service Level item at CERN.
8.3 The Collaboration shall report to the C-RRB annually at its spring meeting the Service Levels of each Centre for the previous year under the headings i) pledged, ii) post-facto available, iii) used.  Contributions will be valued as the Service Levels that were post-facto available.
8.4 In case of default leading to the available resources being inadequate to satisfy the refereed requests (ref. Annex 9), the C-RRB shall decide whether to seek further Service Level contributions and/or to require a scaling down and prioritisation of requests to fit the available resources. 
Article 9  : Rights and Benefits of Centres

9.1 The Centres participating in the Collaboration are entitled to benefit from the knowledge thus gained concerning the provision and utilisation of Grid-based distributed computing services.  Further details are set out in the General Conditions for Experiments Performed at CERN (Annex 11).

Article 10  : Administrative and Financial Provisions

10.1 Under the provisions of the CERN basic Convention dated 1st of July 1953, revised on 17 January 1971, any Centre's staff and property located at CERN shall be subject to the authority of the CERN Director General and shall comply with the CERN regulations.
Article 11  : Amendments

11.1 The Collaboration will make every effort to ensure that the information contained in the Annexes to this MoU is kept up-to-date.  To this end it shall review the information at least annually in time for the autumn meeting of the C-RRB.

11.2 This MoU may be amended at any time with the agreement of its signatories or of their appointed successors.  Any such amendments will be subject to the prior agreement of the C-RRB.

Article 12  : Disputes

12.1 As indicated in the Preamble (f), the primary mechanism for resolution of any disputes shall be negotiation within the Collaboration in the first instance and then if necessary in the C-RRB.  Should these fail to conclude, the following three mechanisms shall apply, as appropriate:  Any dispute between Funding Agencies shall be resolved by negotiation or, failing that, by arbitration through the President of the CERN Council, who may, at his or her discretion, adopt any form of arbitration process.  Any dispute between a Funding Agency and CERN will be resolved using standard CERN procedures for the resolution of such disputes.  Any dispute between Centres will be resolved according to Collaboration procedures.
12.2 It is understood that any issues that have arisen during the lifetime of the prior Collaboration Agreements and IMoU’s shall be without prejudice to the rights and obligations laid down in this MoU.  No party shall be entitled under this MoU to reduce, retain or set-off any obligation due under the prior Collaboration Agreements and IMoU’s.
Article 13  : Annexes

13.1 All the Annexes are an integral part of this MoU.  They are understood to be the planning basis for the deployment and exploitation of the LCG.

ANNEXES

Annex 1 :

Tier1 Centres of the LCG
Annex 2 :

List of Funding Agencies and their Representatives to the Computing Resources Review Board 

Annex 3 :

List of Tier2 Centres and their Tier1 dependence
Annex 4 :

The LCG Collaboration
Annex 4.1 :

The Organizational Structure of the LCG Collaboration
Annex 4.2 :

Management and other senior positions within the LCG Collaboration and the names of the people currently holding them
Annex 5 :

Minimal Service Levels to qualify as an independent Party to this MoU.
Annex 6 :
Pledged Service Levels of the Tier1 Centres
Annex 7 :

LCG Deployment Schedule from 2005 to 2007
Annex 8 :

Programme of Work for the Deployment of the LCG and Sharing of Responsibilities for its Execution
Annex 9 :

Mode of operation of the 
LCG Resources Allocation Committee
Annex 10 :

Interim MoUs and Collaboration Agreements pertaining to the earlier work on LCG and replaced by this MoU
Annex 11 :

General Conditions 
applicable to Experiments performed at CERN
The European Organization for Nuclear Research (CERN)

and

declare that they agree on the present Memorandum of Understanding for collaboration in the deployment and exploitation of the Tier1 Centres of the LHC Computing Grid (LCG).

Done in Geneva

Done in
________________________
on 

on 

For CERN

For

Jos Engelen
Chief Scientific Officer
Annex 1. Tier1 Centres of the LCG 

Centre
Responsible to
Representative(s) to 

Collaboration
Funding Agency
FZK1, Germany
W. Xxxxxxx
Y. Zzzzzzzz
etc.
CERN, Switzerland
A. Bbbbb
C. Ddddddd
1 Forschungs Zentrum Karlsruhe 

Annex 2. List of Funding Agencies and their Representatives to the Computing Resources Review Board
Country
Funding Agency
Represented by


France
IN2P3
G. Wormser


Germany
BMBF
X. Yyyyyy


Italy
INFN
X. Yyyyyy


Spain
MCYT
X. Yyyyy


United Kingdom
PPARC
X. Yyyyyy
etc.
Annex 3. List of Tier2 Centres and their Tier1 dependence
Tier1 Centre
Dependent Tier2 Centres
FZK1, Germany
Tier2 Centre A


Tier2 Centre B
etc.

Annex 4. The LCG Collaboration

Annex 4.1. The Organizational Structure of the LCG Collaboration

1. Concerning all technical matters, the Collaboration is governed by the LCG Collaboration Board (CB). This board is composed of the Technical Heads of each collaborating computer centre, the LCG Project Leader and the Spokespersons of each LHC experiment, with voting rights; and the CERN Chief Scientific Officer (CSO), EGEE Project Leader, SC2 Chairperson, and CERN/IT and CERN/PH Department Leaders, as ex-officio members, without voting rights. The CB elects the Chairperson of the CB from among the Members of the Collaboration.  The CB meets annually and at other times as required.
2. A standing committee of the CB, the Project Overview Board (POB), provides the direct oversight of the functioning of the LCG project and of this MoU in particular.  Its membership comprises the Technical Heads of the Tier1 Centres, the Spokespersons of the LHC experiments, LCG and EGEE Project Leaders, SC2 Chairperson, CERN/IT and CERN/PH Department Leaders, Scientific Secretary.  The POB is chaired by the CERN CSO.  The POB meets about four times per year.
3. The LCG project is structured internally around:

· A requirements committee - the Software and Computing Committee (SC2) 
· Monitors the functioning of the LCG project on behalf of the POB, acting as a standing review body.

· Receives quarterly progress and status reports from the PEB, including summaries of the allocation and use of resources. 

· Based on these reports, the SC2 will provide feedback and guidance to the PEB. 

· It also receives from the PEB, for endorsement, proposals for changes in the scope of the project. 

· The SC2 reports its findings and analyses to the POB. 

· Meets ~every 6 weeks.

The membership of the SC2 comprises: Chair - appointed by the CERN Director General; A senior member of each of the LHC experiments; Representatives of countries/regions with significant computing capacity in the LCG service (appointed ad personam by the POB); Senior members of CERN IT and PH Departments; LCG Project Leader in attendance; Scientific Secretary

· Three operating committees:
i. The Project Execution Board (PEB)
The Project Execution Board (PEB) meets weekly to supervise the work of the project. Changes of scope require endorsement by the Software and Computing Committee (SC2). To change scope it will elaborate a proposal for presentation to the SC2 defining the requirements and the associated resources along with an outline work-plan. If required an RTAG will be used to generate requirements specifications, reporting its conclusions to the PEB.

Each member of the PEB has a defined role. The PEB reports to the Project Overview Board (POB). It provides quarterly progress and status reports to the SC2, and additional information as required. It responds to recommendations or other guidance from the SC2.

The LCG Project Leader and the SC2 chair are appointed by the CERN Director General. The Project Leader appoints the Secretary, the Chief Technology Officer and the four Area Managers. 

All members of the PEB use their knowledge and expertise to participate actively in the coordination and management of the project, including the specification of requirements, development and evolution of the work plan, setting of goals and milestones, and allocation of resources to the different activities.  The Board endeavours to work by consensus but, if this is not achieved, the LCG Project Leader will make decisions taking account of the advice of the Board.

Membership of the PEB comprises: The LCG Project Leader; The LCG area project managers; The LCG chief technology officer; The Computing Coordinator of each LHC experiment; The Chair of the Grid Deployment Board; The Chair of the SC2; The technical director of the EGEE project; Scientific Secretary.  
ii. The Grid Deployment Board (GDB)
The GDB is a formal decision making committee providing the agreements, decisions and standards needed to set up and manage LCG Global Grid Services.  It is responsible for the detailed definition of LCG phases (including middleware tools) to be deployed.  It coordinates and plans for physics and computing data challenges.

The membership of the GDB comprises representatives from each LHC experiment, Regional Centre technical managers from each country involved, LCG area managers from Fabric, Grid Technology and Grid Deployment. 
The Chair is appointed for a 2 year term of office and is selected by the following process:  A “Search Committee” is established with membership chosen by consensus of the GDB.  This committee should comprise four GDB Regional Center representatives and the LCG Project Leader.  Its mandate is to undertake the necessary consultation process and propose a new GDB chair, for ratification by the full GDB. The Search Committee will give priority to identifying a GDB chair amongst the GDB Regional Center representatives; should it not succeed, however, then it will attempt to identify a GDB chair amongst the wider community related to Regional Center activities. The Search Committee is expected to complete its task within one month, i.e. it is set up at one GDB meeting and delivers its proposal for ratification at the next GDB meeting.
iii. The Architects Forum (AF)
The AF is a formal decision making committee responsible for making common design decisions and setting standards in the Applications area.  
The members of the AF are the architects from the LHC experiments and the LCG applications area manager.

4. Concerning all resource and legal matters, the Collaboration is monitored by the Computing Resource Review Board (C-RRB). This board is composed of representatives of each Funding Agency, with voting rights, and ex-officio members of the LCG Management and CERN Management, without voting rights. The C-RRB is chaired by CERN's Chief Scientific Officer. 

5. The LCG Project Leader represents the Collaboration to the outside and leads the Collaboration in all day-to-day matters. He/she is appointed by the CERN Director General in consultation with the CB.

6. The Group Leader in Matters of Safety (GLIMOS) is responsible to the CERN Management for all matters of safety concerning LCG personnel, work and equipment on the CERN premises. He/she is appointed by the CERN Management in consultation with the LCG Management.
The LCG project organisation is summarised by the following diagram:
[image: image1.wmf] 


The list of persons presently holding management and other senior positions is presented in Annex 4.2.
Annex 4.2. Management and other senior positions within the LCG Collaboration and the names of the people currently holding them

Post 1 : 

X. Yyyyyy
etc.

Annex 5. Minimal Service Levels to qualify as an independent Party to this MoU.

A table similar to those used in Annex 6.
Annex 6. Pledged Service Levels of the Tier1 Centres
These lists are only invitations for reflection. The exact ways in which services are to be described and qualified must be must be defined by LCG (see also Article 4.3).

Annex 6.1. A Centre (Example)
i) Year n (pledged)

	Service
	Qualifications

	Grid software development and support
	Description of work foreseen, e.g.

1) N FTEs will work on xyz under the management of Aaaaaa.
2) Provide the remedial support for the Abc package, along with further development according to specifications defined by Zzzzzz. 
3) etc.

	Grid Operations Centre
	24/7 but only for countries in the Ruretania group

	Services to dependent Tier2 centres
	

	etc.
	


	Service
	Amount
	Qualifications

	cpu
	Nnn cpus of Xxx SI each, with Yy GB local memory
	Iii cpus available 24/7; Jjj available only weekdays 20:00-07:00.  Up to additional Kkk, beyond the Nnn, may be available but local work takes priority

	permanent disk (mirrored)
	Yyy TB
	Zzz TB are reserved for ATLAS and CMS use only

	networking
	...
	...

	Service X provided by the dependent Tier2 centres
	...
	...

	etc.
	
	


ii) Year n+1 (planned)

	Service
	Qualifications

	etc.
	


iii) Year n+2 (planned)

	Service
	Qualifications

	etc.
	


iv) Year n+3 (planned)

	Service
	Qualifications

	etc.
	


v) Year n+4 (planned)

	Service
	Qualifications

	etc.
	


Annex 6.2. B Centre
Annex 6.3. etc.
Annex 7. LCG Deployment Schedule from 2005 to 2007
(Planning diagram for LCG deployment, presumably part of the Phase 2 TDR)
Annex 8. Programme of Work for the Deployment of the LCG and Sharing of Responsibilities for its Execution
Annex 9. Mode of operation of the 
LCG Resources Allocation Committee (RAC)
(This needs to be discussed and decided.  A possible model is shown below as an illustration)

1. In autumn of each year the experiments submit justified overall requests for resources in the coming year.  Although the justification will necessarily require an explanation of the proposed usage to sufficient level of detail, resources will only be allocated at the overall level.  It is for the Virtual Organisations of each experiment then to manage the global resources allocated to them. The experiments also present estimations of the resources needed in the four subsequent years.
2. The RAC will examine all the requests and the pledges of resources from the Centres.  It will propose allocations to the LHCC (?) for approval, taking into account all relevant factors:

· The requests made and guidance from the LHCC, e.g. on relative priorities.  Together these result in refereed requests;

· The pledged resources, including any applicable usage restrictions.
3. The RAC shall report to the POB (?), for action if necessary, the relationship between refereed requests and pledged resources in each resource category for the year in question, as well as the match between estimated needs and planned resources for the four subsequent years.
4. In order to ensure efficient use of the pledged resources and to adapt to changing needs, the RAC will convene a further three times throughout the year to propose to the LHCC (?) for approval any allocation adjustments that seem to be desirable. 

Annex 10. Interim MoUs and Collaboration Agreements pertaining to the earlier work on LCG and replaced by this MoU

We need a list of these from LCG

Annex 11. General Conditions 
applicable to Experiments performed at CERN
CERN EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH

GENERAL CONDITIONS

APPLICABLE TO

EXPERIMENTS PERFORMED AT CERN

14 April 2000
� See general description in Glossary � REF _Ref67298462 \r �ii)�
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