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The project overview
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Direct Dark Matter Detection with DEPFET

• minimal reach for nuclear recoil experiments  
about few 100 MeV 

• dark matter electron scattering offers  
reach towards MeV dark matter  

• measurement of low noise ionisation signal 
in low background environment 

• RNDR DEPFET sensors developed by 
semiconductor laboratory of MPG 

• setup for proof-of-principle  
measurement currently prepared 

• expect first results early 2019
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Dark matter landscape - partly

“WIMP” as a dark matter candidate :  
 
- weakly interacting with matter 
  <σWIMP・v> ∼ GF2 ・mΧ2 ∼ 1/ΩΧ 
- fits the Hubble constant and “relic”  
  density of dark matter 

predicts dark matter WIMP mass 
between 2 GeV and 120 TeV

1 TeV1 keV 1 GeV

WIMPs are great candidates!

1 meV 1 eV 1 MeV

WIMPs

dominated the direct 
detection experiments  
until recently

~ ~

Over 80% of the mass in the universe 
is invisible dark matter

Credit: NASA / WMAP Science Team 
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WIMP direct detection method

light
phonons
electric chargenucleus

DM 

e-

DM

nucleus

e-

Traditional Direct Detection strategy:

look for nuclear recoils from 

WIMP-nucleus scattering

*for silicon

image credit R. Essig

Energy deposit in target  
material in forms of :  
- light 
- phonon  
- electric charge 

DM-electron scattering can probe    GeV

to overcome binding energy �E

> �Eneed

vDM . 800 km/s =)typical DM velocity vχ

look for nuclear recoils from  
WIMP-nucleus scattering 

●

Detection limitation :  
energy deposit from nucleus recoil  

ENR ~ 2μχ,N2  vχ/mN 

-> for 100 MeV mχ, ENR ~ 1 eV *

plus quenching factors and  
noise level of the detectors
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DM-nucleus scattering direct search status

Figure 6. Parameter space for elastic spin-independent dark matter-nucleon scattering. The first result
from CRESST-III Phase 1 (solid red) is compared with the limit from CRESST-II Phase 2 (dashed
red) [3]. For comparison, exclusion limits (90% C.L.) of other dark matter experiments are shown
[11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. The favoured parameter space reported by CDMS-Si [21] and
CoGeNT [22] are drawn as shaded regions.

4. Conclusion and outlook
The first results on low-mass dark matter obtained with the Phase 1 of CRESST-III confirm that a low
energy threshold represents a crucial requirement for direct dark matter searches aiming to achieve
sensitivity to dark matter particles with masses in the 1 GeV/c2 range and below.
With only 2.39 kg days of raw data taken with Det-A and with an analysis threshold conservatively set
at 100 eV, the CRESST-III experiment improves the sensitivity of CRESST-II by one order of magnitude
for a dark matter particle mass of 500 MeV/c2 and further extends the reach of the experiment down to
350 MeV/c2, reaffirming its leading sensitivity for light dark matter.
Despite the presence of background in the acceptance region, using the full exposure of the CRESST-III
experiment and further extending the lower boundary of the search energy range down to the detector
threshold, a significant progress is expected in the near future in the exploration of the low-mass regime.
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CoGeNT [22] are drawn as shaded regions.
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Dark Sector and Light Dark Matter

1 TeV

WIMPs

1 keV 1 GeV1 meV 1 eV 1 MeV

several sharp “theory” targets
(freeze-out, asymmetric, freeze-in, SIMP, ELDER)

Dark sectors 
(DM + new mediators)

DM scattering

Aʹ, Φ

� �

g�

SM SM

DM DM

Dark sector :  
interaction between DM and
standard model particle  
mediated by a dark photon 
(one example of mediators)

clear predictions from 
multiple models over wide 
DM mass region, including  
keV ~ GeV range 
-> comparable observables 
in experiments 

~ ~

image credit R. Essig
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DM-electron scattering

DM
DM

e-

nucleus

e-

nucleus

Signal depends on detector setup

RE, Mardon, Volansky

DM-electron scattering can probe    GeV
DM-electron scattering can probe    GeV

to overcome binding energy �E

> �Eneed

vDM . 800 km/s =)

kinematically  
to overcome binding energy ΔE

need 

image credit R. Essig
O(100 keV)

JHEP05(2016)046
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DM-electron scattering

DM
DM

e-

nucleus

e-

nucleus

Signal depends on detector setup

RE, Mardon, Volansky

DM-electron scattering can probe    GeV
DM-electron scattering can probe    GeV

to overcome binding energy �E

> �Eneed

vDM . 800 km/s =)

kinematically  
to overcome binding energy ΔE

need 

image credit R. EssigTypical momentum & energy transfer

Typical momentum transfer is set by e- not DM!

transferred energy:

higher ΔΕ requires q on tail of e- wavefunction

(for outer shell electron)

bound e- does not have definite momentum

typical 
recoil energy

bound e- does not have definite momentum,  
typical momentum transfer is set by e- not by DM.

ΔEe ~ 4 eV

O(100 keV)

JHEP05(2016)046
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Target materials for electron recoils

Target 
Type Examples Eth

mχ  
threshold Status Timescale

Noble 
liquids Xe, Ar, He ~ 10 

eV ~ 5 MeV Done w data; improvements 
possible existing

Semi-
conductors Ge, Si ~ 1 

eV ~ 200 keV (Eth ~ 40 eV SuperCDMS, DAMIC) 
Eth ~ 1eV  SENSEI, DEPFET R&D ~ 1-2 years

Scintillators GaAs, NaI, 
CsI, …

~ 1 
eV ~ 200 keV R&D required ≲ 5 years

Supferfluid He ~ 1 
eV ~ 1 MeV R&D required 

unknown background ≲ 5 years

Super-
conductor Al ~ 1 

meV ~ 1 keV R&D required 
unknown background

~ 10 - 15 
years

arXiv:1608.08632
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SENSEI first result with “skipper” CCD 2
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FIG. 1. Recorded spectrum after selection cuts for the 0.019
gram-days of commissioning data. Gaussian fits to the peaks
show there are 140,302, 4676, 131, and 1 event(s) with 1, 2,
3, and 4 electrons, respectively. No events are seen for 5 �
100 electrons. The gaussian width of the peaks are ⇠0.14e�.

as the noble-liquid detectors mentioned above, have no
sensitivity. Despite large cosmic-ray backgrounds, this
region can be easily probed by a detector on the surface
with a small amount of data. The SENSEI data thus also
place novel constraints on DM particles with masses of
several hundred MeV.

THE SENSEI PROTOTYPE DETECTOR

We use a single Skipper-CCD with an initial active
mass of 0.094 grams of silicon fabricated parasitically in
a production run for astronomical CCDs. The CCD has
724⇥1248 pixels of size 15µm⇥15µm and a thickness of
200µm. The Skipper-CCD was packaged in a light-tight
copper housing that was cooled to an estimated 130 K to
reduce the dark current on the sensor and to reduce the
emission of infrared photons from black-body radiation.
The sensor was read by a modified Monsoon electronics
system described in [11].

This detector was used to take a small amount of com-
missioning data on May 11, 2017, at the Silicon Detec-
tor Facility (SiDet) at FNAL. SiDet has an elevation of
⇠220 m above sea level and a roof consisting of about
7.6 cm of concrete, 2 mm of aluminum, and 1 cm of
wood. The thickness of the light-tight copper housing
in which the sensor was placed is 3 mm. The Skipper-
CCD was read continuously for 427 minutes producing
18 images with 200 rows each. The single-sample noise
of the CCD varied slightly from quadrant to quadrant.
One of the quadrants had unusually high noise due to a
charge transfer ine�ciency problem in the readout stage,
and all data from it were immediately discarded, leaving

Cuts
Ne,min 1 2 3 4 5

1. Single pixel 1 0.62 0.48 0.41 0.37
2. Nearest Neighbor 0.8 0.8 0.8 0.8 0.8
3. Noise 0.88 0.88 0.88 0.88 0.88
4. Bleeding 0.95 0.95 0.95 0.95 0.95
Total 0.67 0.41 0.32 0.27 0.24

Number of events 140,302 4,676 131 1 0

TABLE I. E�ciencies for the data selection cuts for events
with 1 to 5 electrons. The bottom row lists the number of
observed events after cuts.

an active mass of 0.071 grams. The other three had a
single-sample readout noise of ⇠ 4 e�; 800 samples were
taken for each pixel, reducing the noise to ⇠0.14 e�.

DATA SELECTION

The prototype Skipper-CCD has a dark current that
was measured to be ⇠ 1.14 e�/pixel/day (this is orders
of magnitude higher than is expected from the Skipper-
CCDs that will be used by SENSEI in the future, which
are produced in a dedicated production run using high-
resistivity silicon). This leads to a large number of 1-, 2-,
and 3-electron events. In this paper, we do not attempt
to analyze the dark current in detail or to remove any
background events. Instead, we place conservative limits
by assuming that all events are from DM.
After data collection, we implemented several standard

quality cuts for CCD-based detectors [18, 19] as well as
cuts specific to our analysis:

• Single pixel. A DM event consists of one or more
electrons that are created initially in a single pixel and
spread with uniform probability along the height of the
pixel. However, the electrons can drift apart as they
di↵use to the surface, allowing some electrons to di↵use
to a neighboring pixel. To simplify our analysis, we
require the DM signal to fall within a single pixel. This
cut also rejects neighboring dark-current coincidences.

• Nearest Neighbor. A DM event can fall adjacent to
another signal or background event. Due to the single-
pixel cut above and the poor timing resolution, we must
remove the four nearest neighbors from all pixels that
contain one or more electrons.

• Noise. We veto images in which the readout noise
is 30% larger than the expected readout noise as in-
ferred from an over-scan region in which virtual (non-
existent) pixels are read.

• Bleeding. At low temperatures the electron mobility
may be impeded, implying a small probability that an
electron can get stuck in a given pixel for several down-
ward shifts. If an event, such as a cosmic ray, produces
a large number of electrons in some pixel(s), then pix-
els with several electrons may be found upstream in

arXiv:1804.00088v1

Active mass : 0.071 grams
427 minutes exposure (0.33 g-hr)
above sea level 220 m
single read noise : ~ 4 e-

effective noise : ~ 0.14 e- (800 repetitions) 
dark current : ~1.14 e-/pixel/day
assume all events DM induced 
          -> conservative limit
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FIG. 2. The 95% C.L. constraints on the DM-electron scattering cross-sections, �e, as a function of DM mass, m�, from
a commissioning run above ground at FNAL using the SENSEI prototype detector. We show di↵erent DM form factors,
FDM(q) = 1, ↵me/q, and (↵me/q)

2. The purple, blue, green, and red lines correspond to the strongest constraints, from using
events with exactly 1, 2, 3, or 4 electrons, respectively. The blue shaded regions are the current constraints from DM-electron
scattering from XENON10, XENON100, and DarkSide-50. For large cross sections, the DM is stopped in the Earth’s crust
(atmosphere) and does not reach the noble-liquid (SENSEI prototype) detectors: the dark-shaded regions (labelled |gp| = |ge|)
show preliminary results from [17] and are the excluded parameter regions assuming the interaction between DM and ordinary
matter is mediated by a heavy dark photon (left), an electric dipole moment (middle), or an ultralight dark photon (right).
The light-shaded regions (labelled gp = 0) are the approximate excluded parameter regions assuming a mediator that couples
only to electrons. The terrestrial e↵ects shown here are order-of-magnitude estimates only, and more detailed calculations will
appear in [17].

the image. We mask 10 pixels upstream of any pixel
containing more than 100 electrons.

In what follows we bin the data, after the above se-
lection cuts, according to the number of electrons per
pixel, and derive constraints for each bin separately. Ta-
ble I lists the selection e�ciencies for electron bins 1� 5,
calculated in a data-driven manner. The spectrum after
cuts is shown in Fig. 1, together with gaussian fits to the
first three bins. We use the bins with 1 � 100 electrons
in our analysis.

ANALYSIS AND RESULTS

We calculate the DM recoil spectrum for several mod-
els, deriving constraints both on DM-electron scattering
and on bosonic DM being absorbed by an electron [20–
23]. For the scattering case, we use the calculations and
conventions from [5, 13]. We present our results in the �e

versus m� parameter space for various DM form-factors,
F
DM

(q), wherem� is the DMmass and �e is the cross sec-
tion for DM to scatter o↵ a free electron with the momen-
tum transfer fixed to its typical value, q = ↵me, where ↵
is the fine-structure constant andme is the electron mass.
F
DM

(q) parameterizes the model-dependent momentum
dependence of the DM interaction: a “heavy” mediator
with mass � ↵me has F

DM

(q) = 1; an “ultralight” me-
diator with mass ⌧ ↵me has F

DM

(q) = (↵me/q)2; and

an electric-dipole-moment interaction with the Standard-
Model photon produces F

DM

(q) ' ↵me/q.
For bosonic DM, we will consider that the DM is a

dark photon, denoted A0, with mass mA0 , that is stable
on the lifetime of the Universe. We follow the calcula-
tions and conventions in [21], and present results in the
✏ versus mA0 parameter space, where ✏ is the parame-
ter that characterizes the strength of the kinetic mixing
between the A0 and the photon.
For each model, we calculate conservative 95% confi-

dence level upper limits using Poisson statistics and as-
suming that all observed electrons in a given bin are DM
events. We compare the resulting limit from each bin
with the predicted number of DM events (for a given
value of �e or ✏), after correcting for the e�ciencies.
Our main results, for �e versus m� are shown in Fig. 2

for the three form factors discussed above. The black line
denotes the overall SENSEI limit, while the colored lines
show the limits from each bin separately. The 1-, 2-, and
4-electron bins essentially set the strongest constraints in
di↵erent parts of the mass range.
Despite a small exposure time on the surface, the SEN-

SEI commissioning run already probes novel parameter
space for light DM (mass . 4 MeV) and for DM with
large cross sections. This is the first time that a direct-
detection constraint is derived for DM masses as low as
⇠500 keV. In contrast, noble-liquid experiments (espe-
cially XENON10) probe lower cross sections for masses
& 4 MeV.

ultralight dark photon mediator

from SENSEI homepage

Freeze-In

arXiv:1804.00088v1
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FIG. 1. Recorded spectrum after selection cuts for the 0.019
gram-days of commissioning data. Gaussian fits to the peaks
show there are 140,302, 4676, 131, and 1 event(s) with 1, 2,
3, and 4 electrons, respectively. No events are seen for 5 �
100 electrons. The gaussian width of the peaks are ⇠0.14e�.

as the noble-liquid detectors mentioned above, have no
sensitivity. Despite large cosmic-ray backgrounds, this
region can be easily probed by a detector on the surface
with a small amount of data. The SENSEI data thus also
place novel constraints on DM particles with masses of
several hundred MeV.

THE SENSEI PROTOTYPE DETECTOR

We use a single Skipper-CCD with an initial active
mass of 0.094 grams of silicon fabricated parasitically in
a production run for astronomical CCDs. The CCD has
724⇥1248 pixels of size 15µm⇥15µm and a thickness of
200µm. The Skipper-CCD was packaged in a light-tight
copper housing that was cooled to an estimated 130 K to
reduce the dark current on the sensor and to reduce the
emission of infrared photons from black-body radiation.
The sensor was read by a modified Monsoon electronics
system described in [11].

This detector was used to take a small amount of com-
missioning data on May 11, 2017, at the Silicon Detec-
tor Facility (SiDet) at FNAL. SiDet has an elevation of
⇠220 m above sea level and a roof consisting of about
7.6 cm of concrete, 2 mm of aluminum, and 1 cm of
wood. The thickness of the light-tight copper housing
in which the sensor was placed is 3 mm. The Skipper-
CCD was read continuously for 427 minutes producing
18 images with 200 rows each. The single-sample noise
of the CCD varied slightly from quadrant to quadrant.
One of the quadrants had unusually high noise due to a
charge transfer ine�ciency problem in the readout stage,
and all data from it were immediately discarded, leaving

Cuts
Ne,min 1 2 3 4 5

1. Single pixel 1 0.62 0.48 0.41 0.37
2. Nearest Neighbor 0.8 0.8 0.8 0.8 0.8
3. Noise 0.88 0.88 0.88 0.88 0.88
4. Bleeding 0.95 0.95 0.95 0.95 0.95
Total 0.67 0.41 0.32 0.27 0.24

Number of events 140,302 4,676 131 1 0

TABLE I. E�ciencies for the data selection cuts for events
with 1 to 5 electrons. The bottom row lists the number of
observed events after cuts.

an active mass of 0.071 grams. The other three had a
single-sample readout noise of ⇠ 4 e�; 800 samples were
taken for each pixel, reducing the noise to ⇠0.14 e�.

DATA SELECTION

The prototype Skipper-CCD has a dark current that
was measured to be ⇠ 1.14 e�/pixel/day (this is orders
of magnitude higher than is expected from the Skipper-
CCDs that will be used by SENSEI in the future, which
are produced in a dedicated production run using high-
resistivity silicon). This leads to a large number of 1-, 2-,
and 3-electron events. In this paper, we do not attempt
to analyze the dark current in detail or to remove any
background events. Instead, we place conservative limits
by assuming that all events are from DM.
After data collection, we implemented several standard

quality cuts for CCD-based detectors [18, 19] as well as
cuts specific to our analysis:

• Single pixel. A DM event consists of one or more
electrons that are created initially in a single pixel and
spread with uniform probability along the height of the
pixel. However, the electrons can drift apart as they
di↵use to the surface, allowing some electrons to di↵use
to a neighboring pixel. To simplify our analysis, we
require the DM signal to fall within a single pixel. This
cut also rejects neighboring dark-current coincidences.

• Nearest Neighbor. A DM event can fall adjacent to
another signal or background event. Due to the single-
pixel cut above and the poor timing resolution, we must
remove the four nearest neighbors from all pixels that
contain one or more electrons.

• Noise. We veto images in which the readout noise
is 30% larger than the expected readout noise as in-
ferred from an over-scan region in which virtual (non-
existent) pixels are read.

• Bleeding. At low temperatures the electron mobility
may be impeded, implying a small probability that an
electron can get stuck in a given pixel for several down-
ward shifts. If an event, such as a cosmic ray, produces
a large number of electrons in some pixel(s), then pix-
els with several electrons may be found upstream in
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FIG. 2. The 95% C.L. constraints on the DM-electron scattering cross-sections, �e, as a function of DM mass, m�, from
a commissioning run above ground at FNAL using the SENSEI prototype detector. We show di↵erent DM form factors,
FDM(q) = 1, ↵me/q, and (↵me/q)

2. The purple, blue, green, and red lines correspond to the strongest constraints, from using
events with exactly 1, 2, 3, or 4 electrons, respectively. The blue shaded regions are the current constraints from DM-electron
scattering from XENON10, XENON100, and DarkSide-50. For large cross sections, the DM is stopped in the Earth’s crust
(atmosphere) and does not reach the noble-liquid (SENSEI prototype) detectors: the dark-shaded regions (labelled |gp| = |ge|)
show preliminary results from [17] and are the excluded parameter regions assuming the interaction between DM and ordinary
matter is mediated by a heavy dark photon (left), an electric dipole moment (middle), or an ultralight dark photon (right).
The light-shaded regions (labelled gp = 0) are the approximate excluded parameter regions assuming a mediator that couples
only to electrons. The terrestrial e↵ects shown here are order-of-magnitude estimates only, and more detailed calculations will
appear in [17].

the image. We mask 10 pixels upstream of any pixel
containing more than 100 electrons.

In what follows we bin the data, after the above se-
lection cuts, according to the number of electrons per
pixel, and derive constraints for each bin separately. Ta-
ble I lists the selection e�ciencies for electron bins 1� 5,
calculated in a data-driven manner. The spectrum after
cuts is shown in Fig. 1, together with gaussian fits to the
first three bins. We use the bins with 1 � 100 electrons
in our analysis.

ANALYSIS AND RESULTS

We calculate the DM recoil spectrum for several mod-
els, deriving constraints both on DM-electron scattering
and on bosonic DM being absorbed by an electron [20–
23]. For the scattering case, we use the calculations and
conventions from [5, 13]. We present our results in the �e

versus m� parameter space for various DM form-factors,
F
DM

(q), wherem� is the DMmass and �e is the cross sec-
tion for DM to scatter o↵ a free electron with the momen-
tum transfer fixed to its typical value, q = ↵me, where ↵
is the fine-structure constant andme is the electron mass.
F
DM

(q) parameterizes the model-dependent momentum
dependence of the DM interaction: a “heavy” mediator
with mass � ↵me has F

DM

(q) = 1; an “ultralight” me-
diator with mass ⌧ ↵me has F

DM

(q) = (↵me/q)2; and

an electric-dipole-moment interaction with the Standard-
Model photon produces F

DM

(q) ' ↵me/q.
For bosonic DM, we will consider that the DM is a

dark photon, denoted A0, with mass mA0 , that is stable
on the lifetime of the Universe. We follow the calcula-
tions and conventions in [21], and present results in the
✏ versus mA0 parameter space, where ✏ is the parame-
ter that characterizes the strength of the kinetic mixing
between the A0 and the photon.
For each model, we calculate conservative 95% confi-

dence level upper limits using Poisson statistics and as-
suming that all observed electrons in a given bin are DM
events. We compare the resulting limit from each bin
with the predicted number of DM events (for a given
value of �e or ✏), after correcting for the e�ciencies.
Our main results, for �e versus m� are shown in Fig. 2

for the three form factors discussed above. The black line
denotes the overall SENSEI limit, while the colored lines
show the limits from each bin separately. The 1-, 2-, and
4-electron bins essentially set the strongest constraints in
di↵erent parts of the mass range.
Despite a small exposure time on the surface, the SEN-

SEI commissioning run already probes novel parameter
space for light DM (mass . 4 MeV) and for DM with
large cross sections. This is the first time that a direct-
detection constraint is derived for DM masses as low as
⇠500 keV. In contrast, noble-liquid experiments (espe-
cially XENON10) probe lower cross sections for masses
& 4 MeV.

ultralight dark photon mediator

from SENSEI homepage
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Fig. 1 The expected recoil spectrum for a non-relativistic dark matter
elastic cross-section of σ e = 10−41 cm2 as a function of the deposited
energy Ee and the ionization Q. The rate is shown for incoming
dark matter particles with a mass of 1 GeV (green, dashed), 10 MeV
(black, solid) and 5 MeV (red, dotted). We assume standard astrophys-
ical assumptions for the dark matter density and velocity distribution
(The dark matter density is set to 0.4 GeV/cm3, a Maxwell–Boltzmann
velocity distribution for the dark matter particles is assumed with
300 km/s as mean velocity and the escape velocity is set to 600 km/s.)
The form factor FDM is set to one

Q(Ee) = 1 + Int[(Ee − Egap)/Eion], (2)

[10]. The expected recoil rate as a function of deposited
energy Ee is shown in Fig. 1. For a 10 MeV dark matter
particle about 65% of all events generate at least two elec-
trons in the detector. The rate is calculated by using the pub-
licly available QEdark code [10].1 The expected sensitivity
is presented after discussing the expected performance of
the RNDR DEPFET device in Sect. 4 in terms of detected
electrons.

3 RNDR DEPFET sensors for direct dark matter
detection

3.1 Concept of RNDR DEPFET devices

The basic idea behind repetitive non-destructive readout
(RNDR) is to apply one of the most important implications
of the central limit theorem on the field of detectors. Any
charge generated in the sensitive detector bulk is collected in
the internal gates. Due to the excellent charge carrier lifetime,
charge loss can be virtually excluded. The RMS noise of a
single measurement is determined by the electronic noise of
the transistor current measurement. By repetitively measur-
ing the identical signal charge in a statistically independent

1 http://ddldm.physics.sunysb.edu/ddlDM/.

Fig. 2 Structure of a basic DEPFET cell

way, the value resulting from the average of the individual
measurements has a standard deviation of σeff = σ√

n
, with σ

being the RMS noise of a single measurement, and n being
the number of readings. In this way, the standard deviation
of the mean can be considered to be the effective noise of the
measurement.

Devices based on the combined detector-amplifier struc-
ture DEPFET are applied for a variety of particle physics
and astrophysical experiments [14–16]. In their most sim-
ple form, they provide an active pixel sensor with pixel-
individual charge storage and readout at high speed with very
good signal-to-noise ratio (SNR). In addition, however, they
provide an ideal platform to realise the RNDR principle for
radiation detectors.
The simplest DEPFET cell [13] consists of a P-channel FET
integrated on a silicon bulk, which is fully depleted by means
of sidewards depletion (see Fig. 2). By an additional deep-
n implant directly below the gate, a potential minimum for
electrons is created, which all bulk-generated electrons will
drift to. In case a transistor current is present, their presence
modulates the conductivity of the transistor channel, and this
modulation is detected by appropriate subsequent electron-
ics. Hereby, the potential minimum has the same effect on the
channel as the external gate, and it is therefore also referred
to as internal gate. High-accuracy measurements rely on cor-
related double-sampling (CDS) to determine the amount of
charge. After an initial measurement of the transistor state,
the charge is removed from the internal gate by an attached
n-channel MOSFET, the ClearFET, and the transistor state is
measured again with empty internal gate. The actual amount
of charge can be precisely determined by the difference. In
this way, standard DEPFET cells in circular geometry (see
Fig. 3) have been operated with an equivalent noise charge
(ENC) of 4–5 e− RMS for a readout time of 4µs [17].

The fact, however, that the quantity of charge is sensed
indirectly via the channel conductivity enables an efficient
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● 2 DEPFET “sub”pixels  in 1 “super” pixel

● intra-pixel charge transfer via transfer gate

● allows for statistically independent
measurements using CDR

● overcome 1/f-noise limit

● Resolution significant quantity is the standard
deviation of the mean of the n readings rather
than the noise of a single measurement

● "noise reduction" by n-½ @ n readings

● "Effective" noise ENCeff

● sub-electron noise: 0.18 e- ENCeff

● distinguish between different numbers of
single electrons

DEPFET RNDR devices
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Fig. 6 Compact RNDR DEPFET superpixel layout in circular geom-
etry as operated for the prototype tests (top) and equivalent circuit rep-
resentation (bottom)

front- and backside, which is expected to be in the range of a
few percent, needs to be determined by simulation using the
final sensor layout.

3.3 Planned improvements for future devices

In addition to the leakage current, a more serious perturba-
tion of the RNDR process arises from the DEPFET’s per-
manent sensitivity. In case signal charge arrives during the
RNDR cycle, the signal charge is altered and the resulting
mean value of the n measurements does not represent the
original signal charge. This is mainly a problem for applica-
tions were the incoming radiation is not synchronized with
the readout cycle and for the background events for applica-
tions where it is. Although running average techniques can be
applied during the RNDR process to detect the occurrence of
these so-called misfit events, it is better to reduce their overall
influence or even to completely avoid it. In this respect, two
different approaches have been pursued to optimize RNDR-
based detectors for future applications:

– A substantial reduction of the initial noise figure σ for a
single reading decreases not only σ

opt
eff (see Eq. 5), but also

Fig. 7 Example of measurement results for RNDR DEPFET proto-
types operated at −40 ◦C: agreement between measured σeff and σeff
predicted both by Monte Carlo and Bähr’s equation (top), single elec-
tron spectra taken for weak (middle) illumination intensities exhibiting
the expected poisson distribution, and peak separation for higher illu-
mination intensities (bottom). From the distance of the single electron
peaks, a σ

opt
eff of 0.2 e− ENC can be derived

123
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confirmed the 1/√N decrease of σeff

minimal noise level limited by 
leakage current at 230 K (-40 ℃)
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Fig. 5 Example performance graphs according to Bähr’s equation:
Dependence of σeff on n and temperature for a pixel with 3 e− ENC
(top) and dependence of σ

opt
eff on temperature for three different initial

sigma values

resulting in an optimum achievable effective noise of:

σ
opt
eff =

√
σ 2

nopt + ∆σ 2 ·
(

1
2
+ 1

3
· nopt − 5

6
· 1
nopt

)
(5)

An example for the dependence can be seen in Fig. 5. The
second summand under the square-root in Eq. 5 describes
the deviation from the expected 1/

√
n behaviour due to the

influence of the increase in noise ∆σ originating from the
leakage current. Inside a silicon detector, this contribution
can be efficiently suppressed, but not eliminated, by cooling.
For low temperatures, the performance curve will approxi-
mate the ideal 1/

√
n behaviour.

A DEPFET based RNDR device optimised for the detec-
tion of the extremely weak signals (i.e. σ < 2–3 e− ENC)
can be operated with an optimum number of readout cycles,
which allows to lower σ

opt
eff down to a level, where the mini-

mum detectable signal (i.e. one electron) can be only gener-

ated by noise fluctuations with 5 sigma probability or lower.
The application of cumulative measurement techniques (i.e.
using the non-destructive readout without clearing of the
pixel charge) helps to reduce this source of background (i.e.
seeming single electron signals due to noise fluctuations)
even further. Here, suppression of the ∆σ -contribution in
the perturbation term of Bähr’s equation to 10−4, and even
lower, helps to achieve a σ

opt
eff of 0.2 e− and below. This is

achieved by adopting either the electronic shutter option or
the Infinipix topology. Nevertheless, even in case the detector
is operated with an effective threshold of one electron, vol-
ume leakage current collected during the sensors integration
time is a source of irreducible background.

To maintain the sensitivity for the WIMP interaction sig-
nature as low as 2–3 e−, the aim must be to lower the prob-
ability of two leakage current electrons within one pixel and
frame to as low a level as possible. This can be achieved
by operating the device at lowest possible temperatures to
decrease the absolute magnitude of the leakage current, or
by increasing the readout rate to limit the integration time, or
by a combination of both methods. Again, cumulative mea-
surements can help to preserve the statistical significance by
preventing performance deterioration due to recombination
noise.

Standard mode RNDR DEPFET in circular geometry fur-
nished with compact subpixels sharing the clear contact
(see Fig. 6) have been operated in single-pixel and small
matrix environments for proof-of-principle measurements
and verification of the performance model. Results have been
reported in [18,19], some results are shown in Fig. 7. The
predictions of Bähr’s equation are nicely confirmed by both
measurements and Monte Carlo simulations modelling the
extended weighting function for the RNDR cycle. The value
for σ

opt
eff of 0.18 e− RMS corresponds to the prediction for a

device with a value for of 3 e− at −50 ◦C and 256 transfer
cycles. The single electron resolving capability was verified
for amounts of charge of up to 103 e−, the peaks are nicely
separated.

The high resistivity float zone silicon used for the fabri-
cation of the sensors has a charge carrier lifetime at room
temperature at the order of 1 s. This has to be seen in relation
to the drift time in the depleting field, which, depending on the
bias voltage, is at the order of 10–20 ns. Cooling of the sen-
sor increases the charge carrier lifetime to levels of minutes,
so that an efficiency of 100 % for bulk generated electrons
can be assumed with an accuracy of 10−9. The probability to
create an electron-hole pair by the dark matter-electron scat-
tering is fully described by Eq. 1. Highly doped regions on
the front- and backside of the sensor, however, can be con-
sidered as dead material, reducing the effective mass of the
detector and therefore the exposure. The exposure quoted in
the sensitivity studies described in Sect. 4 does not include
the dead material. The amount of dead material at sensor

123

estimated temperature dependence 
(only DC from thermal excitation)  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A comparison with skipper CCD

Type
Pixel 

format 
[μm]

prototype 
mass

operating 
temp

dark 
current

readout 
time 

(1sample)

readout 
noise 

(optimal)

skipper 
CCD

15 x 15 x 
200 0.071 g 140 K < ~1.14  

e-/pix/day
10 μs/pix/
amplifier

0.068  
e-rms/pix

RNDR 
DEPFET 

75 x 75 x 
450 0.024 g ≲ 200 K < 1  

e-/pix/day
4 μs/ 

64 pix
0.2  

e-rms/pix

similar concepts of non-destructive readout, compatible performance;

different architecture, different systematics;

-> good complementary from experimental point of view
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DANAE prototype test setup

Assembly at HLL10 cm

Stirling-cycle  
cryocooler

Vacuum chamber

proto-type : 
75 um x 75 um x 450 um  single pixel,  
64 x 64 matrix 
sensitive volume 0.024 g

Detector Structures

 Macropixel sensors

● Prototypes

- 64 x 64 pixels (500 µm & 300 µm)
- 3.2 x 3.2 cm²
- high framerate (4 kHz)
- near Fano-Limited energy resolution

Johannes Treis / Halbleiterlabor der MPG

Detector prototype at HLL-MPG 
courtesy of J. Treis



Setup at HLL

Vacuum and cooling test in March 2018 
cooling pad reached 150 K
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inner shielding/cooling pad

outer shielding/support



 18

Detector control and readout electronics
detector matrix

J. Treis 
HLL

flexible PCB

Detector Structures

 Macropixel sensors

● Prototypes

- 64 x 64 pixels (500 µm & 300 µm)
- 3.2 x 3.2 cm²
- high framerate (4 kHz)
- near Fano-Limited energy resolution

Johannes Treis / Halbleiterlabor der MPG

Pitch adaptors

Readout board 
(consists of gate-control  

and readout ASICs)
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Image of the detector assembly

To be assembled in July-August 2018
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-> 40 matrices 
~1 g sensitive 

volume

Physics run perspective
- Expect preliminary results from the prototype setup  

(0.024 g sensitive volume) in late 2018 
- physics run with significant result requires more matrices
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Summary

- sub e- ENC low noise semiconductor detector capable of 
detecting the energy deposit from sub-GeV DM-electron recoil;  

- DANAE prototype for test-of-principle measurement with  
64 x 64 pixel matrix in preparation;  

- one of the first generation experiments using non-destructive 
repetitive readout method. 



Collaboration 
A. Bähr A, J. Ninkovic A, J. Treis A,  

H. Kluck B,C, J. Schieck B ,C, H. Shi B, 
 

Max-Planck-Gesellschaft Halbleiterlabor, Germany A,  
Institut für Hochenergiephysik der Österreichischen Akademie der Wissenschaften, Vienna, Austria B, 

Atominstitut, Technische Universität Wien, Vienna, Austria C


  
DANAE (DANAË)  

Direct dArk matter search using DEPFET with repetitive-
Non-destructive-readout Application Experiment

OeAW  funding for detector technology

“Danae” by G. Klimt

Austria Germany
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Expected 1day exposure compared to SENSEI
2

]-Charge [e
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En
tri

es

-110

1
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210

310

410

Exposure: 0.019 gram-days

FIG. 1. Recorded spectrum after selection cuts for the 0.019
gram-days of commissioning data. Gaussian fits to the peaks
show there are 140,302, 4676, 131, and 1 event(s) with 1, 2,
3, and 4 electrons, respectively. No events are seen for 5 �
100 electrons. The gaussian width of the peaks are ⇠0.14e�.

as the noble-liquid detectors mentioned above, have no
sensitivity. Despite large cosmic-ray backgrounds, this
region can be easily probed by a detector on the surface
with a small amount of data. The SENSEI data thus also
place novel constraints on DM particles with masses of
several hundred MeV.

THE SENSEI PROTOTYPE DETECTOR

We use a single Skipper-CCD with an initial active
mass of 0.094 grams of silicon fabricated parasitically in
a production run for astronomical CCDs. The CCD has
724⇥1248 pixels of size 15µm⇥15µm and a thickness of
200µm. The Skipper-CCD was packaged in a light-tight
copper housing that was cooled to an estimated 130 K to
reduce the dark current on the sensor and to reduce the
emission of infrared photons from black-body radiation.
The sensor was read by a modified Monsoon electronics
system described in [11].

This detector was used to take a small amount of com-
missioning data on May 11, 2017, at the Silicon Detec-
tor Facility (SiDet) at FNAL. SiDet has an elevation of
⇠220 m above sea level and a roof consisting of about
7.6 cm of concrete, 2 mm of aluminum, and 1 cm of
wood. The thickness of the light-tight copper housing
in which the sensor was placed is 3 mm. The Skipper-
CCD was read continuously for 427 minutes producing
18 images with 200 rows each. The single-sample noise
of the CCD varied slightly from quadrant to quadrant.
One of the quadrants had unusually high noise due to a
charge transfer ine�ciency problem in the readout stage,
and all data from it were immediately discarded, leaving

Cuts
Ne,min 1 2 3 4 5

1. Single pixel 1 0.62 0.48 0.41 0.37
2. Nearest Neighbor 0.8 0.8 0.8 0.8 0.8
3. Noise 0.88 0.88 0.88 0.88 0.88
4. Bleeding 0.95 0.95 0.95 0.95 0.95
Total 0.67 0.41 0.32 0.27 0.24

Number of events 140,302 4,676 131 1 0

TABLE I. E�ciencies for the data selection cuts for events
with 1 to 5 electrons. The bottom row lists the number of
observed events after cuts.

an active mass of 0.071 grams. The other three had a
single-sample readout noise of ⇠ 4 e�; 800 samples were
taken for each pixel, reducing the noise to ⇠0.14 e�.

DATA SELECTION

The prototype Skipper-CCD has a dark current that
was measured to be ⇠ 1.14 e�/pixel/day (this is orders
of magnitude higher than is expected from the Skipper-
CCDs that will be used by SENSEI in the future, which
are produced in a dedicated production run using high-
resistivity silicon). This leads to a large number of 1-, 2-,
and 3-electron events. In this paper, we do not attempt
to analyze the dark current in detail or to remove any
background events. Instead, we place conservative limits
by assuming that all events are from DM.
After data collection, we implemented several standard

quality cuts for CCD-based detectors [18, 19] as well as
cuts specific to our analysis:

• Single pixel. A DM event consists of one or more
electrons that are created initially in a single pixel and
spread with uniform probability along the height of the
pixel. However, the electrons can drift apart as they
di↵use to the surface, allowing some electrons to di↵use
to a neighboring pixel. To simplify our analysis, we
require the DM signal to fall within a single pixel. This
cut also rejects neighboring dark-current coincidences.

• Nearest Neighbor. A DM event can fall adjacent to
another signal or background event. Due to the single-
pixel cut above and the poor timing resolution, we must
remove the four nearest neighbors from all pixels that
contain one or more electrons.

• Noise. We veto images in which the readout noise
is 30% larger than the expected readout noise as in-
ferred from an over-scan region in which virtual (non-
existent) pixels are read.

• Bleeding. At low temperatures the electron mobility
may be impeded, implying a small probability that an
electron can get stuck in a given pixel for several down-
ward shifts. If an event, such as a cosmic ray, produces
a large number of electrons in some pixel(s), then pix-
els with several electrons may be found upstream in

arXiv:1804.00088v1
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Application of Silicon detector

DAMIC 
nucleus recoil CCD, with physics results

Readout noise determines threshold of ~ 11 e-

 Alvaro E. Chavarria et al.  /  Physics Procedia   61  ( 2015 )  21 – 33 23
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Fig. 1. a) Cross-sectional diagram of a 15 µm× 15 µm pixel in a fully depleted, back-illuminated charge-coupled device (CCD) [8].
The thickness of the gate structure and the backside ohmic contact are ∼0.1µm. As used for DECam, the transparent rear window
includes an anti-reflective coating of induim-tin-oxide (ITO), which contains the undesirable radioactive isotope 115In. b) Depiction of
the WIMP detection principle, where the scattering of a DM particle with a Si nucleus leads to ionization being produced in the bulk
silicon. The charge carriers are then drifted along the z direction and collected at the CCD gates.
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Fig. 2. Depiction of a point-like particle interaction within the CCD bulk. The charge is drifted along the z axis and it diffuses as it
travels toward the gates. This leads to a spatial distribution of the charge on the x-y plane whose variance (σ2) is proportional to the
charge transit time. From this lateral spread it is possible to reconstruct the depth of the interaction. A characteristic value for the
charge spread in a DECam CCD from the backside (250 µm deep) is σ ∼ 7 µm.

250 µm DAMIC CCD running at 133 K the dark current is typically ∼1 e−/pix/day. The exposure length of
a DAMIC image is a few hours, therefore readout noise is the dominant source of noise.

As every image contains millions of pixels, to positively identify a pixel that has collected any charge,
the condition that a pixel value is 5–6σ above the noise level is required. This sets the nominal DAMIC
threshold at ∼50 eVee. The threshold for detection of an ionization event is variable, and depends on the
number of pixels over which the charge is spread out, and consequently, on the depth of the interaction.

Due to the CCD operation, there is no time information on each of the detected energy deposits within a
given exposure. Another noteworthy distinction is that, unlike other particle detectors, the number of events
from instrumental noise in an event sample is not proportional to the exposure length but to the number of
times that the CCD has been read out.

4. Energy response

The charge loss in a CCD is dominated by charge transfer inefficiency (CTI) as the CCD is readout. This
value is generally ∼1×10−6 for a DECam CCD [8]. Thus, <1% of the charge is lost for the furthest-most
pixel in an 8 Mpixel CCD. The well capacity of a CCD pixel is generally >105 electrons. Therefore, a pixel
may collect up to a charge equivalent to ∼360 keVee. In practice, the limitation for the largest energy that can

Physics Procedia 61 (2015) 21 – 33 

For O(MeV) DM-electron scattering, required threshold : O(e- )  
Sub-electron noise level necessary

Figure 6. Parameter space for elastic spin-independent dark matter-nucleon scattering. The first result
from CRESST-III Phase 1 (solid red) is compared with the limit from CRESST-II Phase 2 (dashed
red) [3]. For comparison, exclusion limits (90% C.L.) of other dark matter experiments are shown
[11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. The favoured parameter space reported by CDMS-Si [21] and
CoGeNT [22] are drawn as shaded regions.

4. Conclusion and outlook
The first results on low-mass dark matter obtained with the Phase 1 of CRESST-III confirm that a low
energy threshold represents a crucial requirement for direct dark matter searches aiming to achieve
sensitivity to dark matter particles with masses in the 1 GeV/c2 range and below.
With only 2.39 kg days of raw data taken with Det-A and with an analysis threshold conservatively set
at 100 eV, the CRESST-III experiment improves the sensitivity of CRESST-II by one order of magnitude
for a dark matter particle mass of 500 MeV/c2 and further extends the reach of the experiment down to
350 MeV/c2, reaffirming its leading sensitivity for light dark matter.
Despite the presence of background in the acceptance region, using the full exposure of the CRESST-III
experiment and further extending the lower boundary of the search energy range down to the detector
threshold, a significant progress is expected in the near future in the exploration of the low-mass regime.
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skipper readout

non-destructive readout ➡ possible to have multiple readouts
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Readout noise : 

1  sample : 3.55 e- rms

4k samples : 0.068 e- rms

@ 140 K

expected dark current  
(from DAMIC CCD) :  
     < 10-3 e-/pix/day  

DAMIC CCD with repetitive readout 



Detector Structures – Matrix Devices

readout sequence

Correlated double sampling:
 1st measurement: signal + baseline
 clear: removal of signal charges
 2nd measurement: baseline

 difference = signal
 complete clear is mandatory!

matrix operation

 horizontal supply lines, row selection
 vertical signal lines
 1 active row, other pixels integrating

option to speed up (1)
 readout parallelisation
 2 x readout channels, 2 active rows

Johannes Treis / Halbleiterlabor der MPG

DEPFET CDS circle



CCD (skipper) readout
CCD: readout

4 3rd Berkeley Workshop on the Direct Detection of Dark Matter December 6, 2016

Lowering the noise: Skipper CCD

Main di↵erence: the Skipper CCD allows multiple sampling of the

same pixel without corrupting the charge packet.

The final pixel value is the average of the samples

Pixel value = 1
N⌃

N
i (pixel sample)i
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Lowering the noise: Skipper CCD

Main di↵erence: the Skipper CCD allows multiple sampling of the

same pixel without corrupting the charge packet.
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Fig. 6 Compact RNDR DEPFET superpixel layout in circular geom-
etry as operated for the prototype tests (top) and equivalent circuit rep-
resentation (bottom)

front- and backside, which is expected to be in the range of a
few percent, needs to be determined by simulation using the
final sensor layout.

3.3 Planned improvements for future devices

In addition to the leakage current, a more serious perturba-
tion of the RNDR process arises from the DEPFET’s per-
manent sensitivity. In case signal charge arrives during the
RNDR cycle, the signal charge is altered and the resulting
mean value of the n measurements does not represent the
original signal charge. This is mainly a problem for applica-
tions were the incoming radiation is not synchronized with
the readout cycle and for the background events for applica-
tions where it is. Although running average techniques can be
applied during the RNDR process to detect the occurrence of
these so-called misfit events, it is better to reduce their overall
influence or even to completely avoid it. In this respect, two
different approaches have been pursued to optimize RNDR-
based detectors for future applications:

– A substantial reduction of the initial noise figure σ for a
single reading decreases not only σ

opt
eff (see Eq. 5), but also

Fig. 7 Example of measurement results for RNDR DEPFET proto-
types operated at −40 ◦C: agreement between measured σeff and σeff
predicted both by Monte Carlo and Bähr’s equation (top), single elec-
tron spectra taken for weak (middle) illumination intensities exhibiting
the expected poisson distribution, and peak separation for higher illu-
mination intensities (bottom). From the distance of the single electron
peaks, a σ

opt
eff of 0.2 e− ENC can be derived

123

EPJ C, 77(12), 279 (2017)

confirmed the 1/√N decrease of σeff

minimal noise level limited by 
leakage current at 230 K (-40 ℃)

new architecture with “blind-gate”

possibility of reducing leakage 
current during readout
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Fig. 5 Example performance graphs according to Bähr’s equation:
Dependence of σeff on n and temperature for a pixel with 3 e− ENC
(top) and dependence of σ

opt
eff on temperature for three different initial

sigma values

resulting in an optimum achievable effective noise of:

σ
opt
eff =

√
σ 2

nopt + ∆σ 2 ·
(

1
2
+ 1

3
· nopt − 5

6
· 1
nopt

)
(5)

An example for the dependence can be seen in Fig. 5. The
second summand under the square-root in Eq. 5 describes
the deviation from the expected 1/

√
n behaviour due to the

influence of the increase in noise ∆σ originating from the
leakage current. Inside a silicon detector, this contribution
can be efficiently suppressed, but not eliminated, by cooling.
For low temperatures, the performance curve will approxi-
mate the ideal 1/

√
n behaviour.

A DEPFET based RNDR device optimised for the detec-
tion of the extremely weak signals (i.e. σ < 2–3 e− ENC)
can be operated with an optimum number of readout cycles,
which allows to lower σ

opt
eff down to a level, where the mini-

mum detectable signal (i.e. one electron) can be only gener-

ated by noise fluctuations with 5 sigma probability or lower.
The application of cumulative measurement techniques (i.e.
using the non-destructive readout without clearing of the
pixel charge) helps to reduce this source of background (i.e.
seeming single electron signals due to noise fluctuations)
even further. Here, suppression of the ∆σ -contribution in
the perturbation term of Bähr’s equation to 10−4, and even
lower, helps to achieve a σ

opt
eff of 0.2 e− and below. This is

achieved by adopting either the electronic shutter option or
the Infinipix topology. Nevertheless, even in case the detector
is operated with an effective threshold of one electron, vol-
ume leakage current collected during the sensors integration
time is a source of irreducible background.

To maintain the sensitivity for the WIMP interaction sig-
nature as low as 2–3 e−, the aim must be to lower the prob-
ability of two leakage current electrons within one pixel and
frame to as low a level as possible. This can be achieved
by operating the device at lowest possible temperatures to
decrease the absolute magnitude of the leakage current, or
by increasing the readout rate to limit the integration time, or
by a combination of both methods. Again, cumulative mea-
surements can help to preserve the statistical significance by
preventing performance deterioration due to recombination
noise.

Standard mode RNDR DEPFET in circular geometry fur-
nished with compact subpixels sharing the clear contact
(see Fig. 6) have been operated in single-pixel and small
matrix environments for proof-of-principle measurements
and verification of the performance model. Results have been
reported in [18,19], some results are shown in Fig. 7. The
predictions of Bähr’s equation are nicely confirmed by both
measurements and Monte Carlo simulations modelling the
extended weighting function for the RNDR cycle. The value
for σ

opt
eff of 0.18 e− RMS corresponds to the prediction for a

device with a value for of 3 e− at −50 ◦C and 256 transfer
cycles. The single electron resolving capability was verified
for amounts of charge of up to 103 e−, the peaks are nicely
separated.

The high resistivity float zone silicon used for the fabri-
cation of the sensors has a charge carrier lifetime at room
temperature at the order of 1 s. This has to be seen in relation
to the drift time in the depleting field, which, depending on the
bias voltage, is at the order of 10–20 ns. Cooling of the sen-
sor increases the charge carrier lifetime to levels of minutes,
so that an efficiency of 100 % for bulk generated electrons
can be assumed with an accuracy of 10−9. The probability to
create an electron-hole pair by the dark matter-electron scat-
tering is fully described by Eq. 1. Highly doped regions on
the front- and backside of the sensor, however, can be con-
sidered as dead material, reducing the effective mass of the
detector and therefore the exposure. The exposure quoted in
the sensitivity studies described in Sect. 4 does not include
the dead material. The amount of dead material at sensor
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estimated temperature dependence 
(only DC from thermal excitation)  
to be testified in measurement
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