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Sponsors

ICT-ASIA network: French sponsored IT programmme: 
Foreign Affairs Ministry, CNRS, INRIA, GET, ...

IN2P3: Institute of Nuclear and Particule Physics, a CNRS institute
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• No scientific research without computing expertise

• Experimental design, simulation, experiment construction, data taking, 
data analysis, model interpretation and theory development

All these activities need computing support

•New computing tools are complex and need training

•ACGRID stands for:
•Advanced Computing

•Software engineering: Languages, CASE, Databases, 
•Artificial Intelligence: Symbolic manipulation, Genetic algorithm,
•Distributed computing: parallelism, cluster, GRID, BOINC
•General purpose Packages: ROOT, GEANT4, TAVERNA

•Grid
•Hidden computing from distributed resources
•Analog to the electrical power grid

Computing in research
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School programme
Week I

• All you need to use the GRID
• All you need to GRIDify your application

gLite Middleware

– Vincent Breton: Grids: a new paradigm for science
– Jean Salzemann: Embrace:  Integrated system for 

Bioinformatics
– Matthieu Reichstadt: Bioinformatics portal, AuverGrid
– Vincent Bloch: WISDOM: Wide In Silico Docking On Malaria
– Hung-Chun Lee: AMGA: Access Metadata, GANGA: user 

interface to the GRID
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School programme
Week II

• René BRUN
– ROOT: Object Oriented Data Analysis Framework
– physics, astronomy, biology, genetics, finance, insurance, 

pharmaceuticals, etc.
– PROOF: Parallel ROOT Facility

• Sébastien Incerti: GEANT4
– simulation of the passage of particles through matter.
– high energy, nuclear and accelerator physics, as well as studies in 

medical and space science 
• Georgina Moulton: TAVERNA

– language and software tools to facilitate easy use of workflow and 
distributed compute technology within the eScience community

• Nicolas Maire: BOINC Berkeley Open Infrastructure for Network Computing
– Volunteer computing and desktop grid computing



ROOT Workshop 2007: Graphics News (2D and 3D)
This poster shows some of the new features recently introduced in ROOT 2D and 3D graphics.

OpenGL 3D graphics can be mixed in a TPad with 
standard 2D graphics. Output can be generated 
in various formats (postscript, gif, jpeg etc ..).

TH3 representations:

3D histograms (TH3) can be drawn using 
different kinds of box plots (cubes or spheres). A 
2D contour plot corresponding to a cutting plane 
can be drawn in real time.

TH2 representations:

Lego and surface plots can be drawn with 
several options, projection modes and color 
palettes. Many extensions have been added 
compared to the “non-GL” way, in particular 
in the GUI area.

Parametric functions:

TGLParametricEquation p1("Conchoid",
"1.2 ^ u * (1 + cos(v)) * cos(u)",
"1.2 ^ u * (1 + cos(v)) * sin(u)",
"1.2 ^ u * sin(v) - 1.5 * 1.2 ^ u",
0., 6 * TMath::Pi(), 
0., TMath::TwoPi());

p1.Draw();

Several interactions are possible on 3D OpenGL plots: 
• zooming, panning, rotation,
• bins highlight, 
• moving profile planes, 
• projection on walls, 
• cutting boxes …

TF3 representations:

TF3 fun3("fun3",
"sin(x*x+y*y+z*z-36)",
-2,2,-2,2,-2,2);

fun3.Draw();

One can interact with the function
representation using, for instance, 
the cutting box.

TPie:

The TPie class allows to define and draw pie charts. 
This class offers various options to draw a pie chart 
(flat, 3D effect, label format etc …) and provides a very 
flexible and intuitive way to manipulate the drawing 
interactively. This class can also be used to draw TH1
histograms.

TGraphPolar:

TGraphPolar creates a polar graph (including 
error bars). A TGraphPolar is a TGraphErrors
represented in polar coordinates. It uses the class 
TGraphPolargram to draw the polar axis. 

Exclusion graphs:

A TGraph extension allows to draw exclusion graphs. One 
can choose on which side of the graph the hatches are 
drawn, the width of the hatched zone, the type of hatches (or 
patterns) used.



The ALICE Event Visualization Environment (AliEVE) is based on ROOT 
and its GUI, 2D/3D graphics classes.A small application kernel provides 
for registration and management of visualization objects. CINT scripts are 
used as an extensible mechanism for data extraction, selection and 
processing as well as for steering of event-related tasks. 

AliEVE is used for event visualization in offline and high-level trigger 
frameworks. 

The event below is a simulated peripheral lead-lead collision at 5.5 
TeV/nucleon with 2600 reconstructed tracks (pT>100 MeV, |eta| < 1.5)

For more information see: http://root.cern.ch
For any questions please use the address: rootdev@pcroot.cern.ch

The ROOT GUI classes provide a rich and complete set of widgets 
allowing the construction of modern looking graphical user interfaces.

Like everything else in ROOT the GUI classes are fully cross platform 
and provide the same look and feel on either X11, Win32 or Mac OS X.

Complex GUI’s can easily be constructed using a GUI builder, which 
allows widgets to be dragged and dropped into frames.

The GUI and the ROOT graphics classes are fully integrated and it is 
simple to embed a scientific data display  into a GUI .

ROOT comes with many examples of high level GUI’s like the browser, 
tree viewer, fit panel, etc.

User Interface Classes

Examples

Using the signal/slot communication mechanism GUI elements can be 
easily connected to any number of action (slot) methods.
Signal/slots are integrated into the ROOT core and heavily use CINT to 
connect the signals to the slots and to call the slot methods when signals 
are issued. 

Signals / Slots

On interaction, widgets send out various signals. Any 
public object method can be connected to these signals.

Like all classes in ROOT the GUI classes are fully scriptable allowing for 
fast prototyping via the embedded CINT C++ interpreter. In addition any 
GUI can be saved as C++ macro by typing ctrl-s when the mouse is over a 
GUI window. As macros can be stored in ROOT files one can envisage to 
store the GUI with the data:

Executing the saved macro restores the complete application. Users can 
use the application to perform data analysis with the stored data in the 
same file. 

Fast Prototyping

root[] TMacro m(“myApplication")
root[] m.ReadFile(“myApplication.C")
root[] m.Exec()
root[] TFile f("myFile.root","recreate") 
root[] m.Write()
root[] hpxpy.Write()

root[] TFile f("myFile.root")
root[] f.ls()
TFile**         myFile.root
TFile*         myFile.root
KEY: TMacro myApplication;1
KEY: TH2F     hpxpy;1 py vs px

root[] TMacro *d = f.Get(“myApplication")
root[] d.Exec()

ROOT Users Workshop, CERN, March 26-28, 2007

SetNumber(75)

SetNumber(75)

ValueSet(75)

PositionChanged(75)

SetPosition(75)

Because the value is already 75 no signal “ValueSet()”
is emitted, i.e.  the infinite recursion is prevented.
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[1] http://root.cern.ch
[2] http://www.slac.stanford.edu/xrootd

Low-latency access to data is crucial
Optimizing to process data in it’s current location
Using caching and pre-fetching techniques for data from
mass storages

Dynamic load balancing: pull architecture
Workers ask for more work when they are ready
Packet generation (packetizer):

Adaptive mechanism to avoid node overloading
Packet size calculation based on a fixed time quantum

A PROOF session is controlled by a dedicated class which
can be instantiated on the ROOT shells or within ROOT-enabled
applications (see the grid interface box for an example).
A full-featured graphical controller is also available.

Query editor

Separate
folder for 

each query

Predefined
sessions

Feedback
histograms

Browser for
datasets and

analysis macros

Processing and
performance status

sub
master

workers MSS
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top
master

sub
master

workers MSS
geographical domain

sub
master
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master
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list of output
objects

(histograms, …)

commands,
scripts

PROOF enabled facility

Connection lay-out set up via dedicated daemons in charge of
authenticating the clients and spawning the server applications.
XROOTD [2] has been instrumented for this purpose.

Package manager
- Handling of additional libraries, classes, data files, etc.

Support for dynamic environment setting
- On-the-fly definition of variables and/or sourcing of

relevant scripts
Query manager for easy handling of results
- Results can be saved on any mass storage

Support for ”interactive batch”
- Smooth interactive -> batch transition
- Client disconnection / reconnection

- Users can reconnect later from a different place to
e.g. check a long-query status and retrieve the results

- Background, non-blocking running model
- Multiple-session control from single ROOT shell 

- Concurrent execution of queries on different sessions
Dataset manager and uploader
- Handling of meta information about data sets
- Browsing functionality

Real-time feedback
- Snapshots of selected objects received at tunable frequency

User runs in a unique sandbox
- Flexible authentication framework (password, Krb5, GSI)

B. Bellenot, R. Brun, G. Ganis, J. Iwaszkiewicz, F. Rademakers, CERN, Geneva, 
Switzerland,

M. Ballintijn, MIT, Cambridge, MA, USA

PROOF enables interactive analysis with ROOT [1] on distributed computing 
resources. It realizes basic parallelism by exploiting the independence of 
uncorrelated events.

PROOF is designed for use at
Central Analysis Facilities
Departmental workgroup computing facilities (Tier-2’s)
Multi-core, multi-disks desktops

Transparency: distributed system perceived as an extension
of the local ROOT session (same: syntax, scripts, …)
Scalability: efficient use of the available resources:
performance scales with the number of CPUs and disks. 
Adaptability: adapt to heterogeneous resources

To face the needs of large, multi-user analysis environments expected in the LHC era, 
optimized sharing of resources among users is required. 
The resource scheduling improves the system utilization, insures efficient operation
with any number of users and realizes the experiment’s scheduling policy. To achieve 
the goal, two levels of resource scheduling are introduced:

At worker level, a dedicated mechanism controls the fraction
of resources used by each query, according to the user
priority and current load. 
At master level, a new central component, the scheduler,
decides which resources can be used by a given query,
based on the overall status of the cluster, the query
requirements (data location, estimated time for
completion, …), the client history, etc.

Processing rate

Number of workers

ALICE and PROOF
Central Analysis
Facility (CAF)
34 Xeon 2.8 GHz
4 GB RAM,
GB Ethernet
Data read from mass
storage via XROOTD [2]
Processing rate up to 
700MB/s

ALICE analysis repeated ad infinitum on dual-socket machines
equipped with quad-, dual- and single-core processors
Speed-o-meters show the instantaneous event and MB
processing rates: the advantage of having more CPU is clear
The rate normalized by the clock speed and # of CPU sockets
scales nearly with the # of cores, indicating that the available
computing power is fully exploited
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CT-simulation with a Rando phantom
Experimental data obtained with TLD LiF
dosimeter

CT images used to 
define the geometry:

a thorax slice from a 
Rando

anthropomorphic 
phantom

Comparison with commercial treatment planning 
systems

M. C. Lopes 1, L. Peralta 2, P. Rodrigues 2, A. Trindade 2

1 IPOFG-CROC Coimbra Oncological Regional Center - 2 LIP - Lisbon

Agreement better than 2% between 
GEANT4 and TLD dosimeters 
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1 credit=1/100 cpu PC hour

222 M CPU Hours

478,000 
CPU Hours/day 

~ 20000 CPUs full time
Jan. 30 2007 39 projects
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Last 2 years

Jan 30  2007

• Large CPU power: 20,000 CPU full time and growing
• BUT

•Low reliability: redundant computations 
•Not for time critical application

Complementary to the GRID

222 M hours

914 K users
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Symposium

Researches using grid 

Grids in ASIA and France
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If you want to know more
on:

• Particle Physics

• Automatic Feynman diagram Computations

• BOINC: Feynman@Home Project

• Advanced Computing and Analysis Technologies (ACAT 
workshop series)

• FJPPL: France-Japan Particle Physics Lab.

• Cooperation Asia-Pacific in Nuclear and Particle Physics 
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Bonne chance…


