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Introduction



SIGMA 
The Segmented Inverted-coaxial GerMAnium 

Detector

High performance γ-
ray tracking and 
imaging detector

Excellent energy 
resolution especially at 

low energies

State-of-the-art position 
sensitivity

Large volume, high 
efficiency HPGe 
detector
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SIGMA Design
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Detector Design
• P-type germanium inverted-
coaxial detector 

• N-type being investigated by 
LBNL/ORNL * 

• Point contact technology 

• Currently being manufactured 
by MIRION

* M. Salathe et. al, Nucl. Instr. Meth. A 868 (2017) 19-26
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Point Contact Technology
• Small, point-like contact with wrap 
around outer contact 

• Low capacitance (~1 pF) due to small 
physical size of point-like contact 

• Low C ⇒ low noise ⇒ improved ∆E 

• ~0.5 keV at Eγ = 122 keV* 

• 1.6 keV at Eγ = 1332 keV* 

• Examples ⇒ BeGe, SAGe-well, etc

* L.J. Harkness-Brennan et. al, Nucl. Instr. Meth. A 760 (2014) 28-39



Segmentation Scheme
• 19 segments with 20 signals per event 

• Fewer digital readouts than current 
tracking detectors (AGATA, GRETA) 

• 8 azimuthal segments (1-8) ⇒ ! resolution 

• 8 longitudinal rings (8-16) ⇒ z resolution 

• 2 concentric segments (17, 18) ⇒ r resolution 

• Core (19) and point contact (red)



Cylindrical HPGe detectors employing point electrodes were
first proposed in Ref. [5], where Luke et al. discuss how a
longitudinal impurity gradient is required in order to produce a
significant longitudinal electric field in a 58 mm!58 mm detec-
tor. Calculations of this device show that at a bias just above
depletion, the minimum in the electric field occurs near the point
contact along the longitudinal axis of the detector. If one con-
siders a significantly longer device such as that with the dimen-
sions proposed here, any realistic impurity gradient will be
insufficient to ensure full-volume depletion, leaving an isolated,
non-depleted volume in the bulk even after depletion occurs at
the point contact. The additional bias required to deplete this
region would be too large to be sustained by the detector. Instead,
the introduction of a bore hole along the longitudinal axis
increases the strength of the longitudinal electric field and allows
the entire volume of the crystal to be depleted.

It should be noted that while the discussion here centres
around detectors fabricated from p-type germanium, the Inverted
Coaxial design, like the standard closed-end coaxial detector, may
in principle be manufactured from either p- or n-type material.

The point contact concept employed in this design is similar to
that used in the detectors for the MAJORANA experiment [6]. The
physical dimensions of this contact serve to reduce capacitance,
and therefore series noise [5], providing excellent energy resolu-
tion at low energy. The inverted electrode structure results in
increased carrier drift times relative to the standard coaxial
geometry, while the short-range weighting potential [7,8] asso-
ciated with the point contact results in a signal shape charac-
terised by a sharp rise from the baseline when the charge carriers
are in close proximity to the electrode. Fig. 2 shows calculations
of the weighting potential associated with the pþ contact in a
standard closed-end coaxial p-type detector (top) and a p-type
inverted coaxial detector (bottom). In each case, the drift paths
associated with holes originating at various positions throughout

the crystal are overlaid in white. It can be seen that the drift paths
are modified considerably by the electrode structure of the
inverted coaxial design. Typical hole drift times may be in excess
of 1 ms in this design, compared with a few hundred nanoseconds
in the closed-end coaxial geometry. In this respect, the Inverted
Coaxial device may be thought of as operating as a germanium
drift detector.

2.1. Position sensitivity

As with more conventional designs, segmentation of the outer
contact may be employed to provide three-dimensional position
sensitivity [4]. As illustrated by Fig. 2, in an inverted coaxial
detector one species of charge carrier undergoes a long drift
before being collected at the point contact. Accurately determin-
ing this drift time greatly enhances the achievable position
resolution. However, while the arrival of charge at the point
electrode can be measured with extreme precision, the start time
of the signal must also be determined. This is achieved by
longitudinally segmenting (and instrumenting) the outer contact.
This, coupled with the presence of the central bore hole, ensures
that an interaction at any point in the crystal results in the
creation of electron–hole pairs in a strongly varying weighting
potential (strong weighting field). The signal from the outer
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Fig. 1. Schematic diagrams of a closed-end coaxial p-type HPGe detector (top) and
the new geometry Inverted Coaxial detector (bottom).
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Fig. 2. Calculations of the weighting potential associated with the pþ contact in a
standard, p-type HPGe, closed end coaxial detector (top) and a p-type inverted
coaxial detector of the same dimensions (bottom). Overlaid in white on each plot
are the drift paths associated with holes originating at various points within the
crystal.

R.J. Cooper et al. / Nuclear Instruments and Methods in Physics Research A 665 (2011) 25–3226

Cylindrical HPGe detectors employing point electrodes were
first proposed in Ref. [5], where Luke et al. discuss how a
longitudinal impurity gradient is required in order to produce a
significant longitudinal electric field in a 58 mm!58 mm detec-
tor. Calculations of this device show that at a bias just above
depletion, the minimum in the electric field occurs near the point
contact along the longitudinal axis of the detector. If one con-
siders a significantly longer device such as that with the dimen-
sions proposed here, any realistic impurity gradient will be
insufficient to ensure full-volume depletion, leaving an isolated,
non-depleted volume in the bulk even after depletion occurs at
the point contact. The additional bias required to deplete this
region would be too large to be sustained by the detector. Instead,
the introduction of a bore hole along the longitudinal axis
increases the strength of the longitudinal electric field and allows
the entire volume of the crystal to be depleted.

It should be noted that while the discussion here centres
around detectors fabricated from p-type germanium, the Inverted
Coaxial design, like the standard closed-end coaxial detector, may
in principle be manufactured from either p- or n-type material.

The point contact concept employed in this design is similar to
that used in the detectors for the MAJORANA experiment [6]. The
physical dimensions of this contact serve to reduce capacitance,
and therefore series noise [5], providing excellent energy resolu-
tion at low energy. The inverted electrode structure results in
increased carrier drift times relative to the standard coaxial
geometry, while the short-range weighting potential [7,8] asso-
ciated with the point contact results in a signal shape charac-
terised by a sharp rise from the baseline when the charge carriers
are in close proximity to the electrode. Fig. 2 shows calculations
of the weighting potential associated with the pþ contact in a
standard closed-end coaxial p-type detector (top) and a p-type
inverted coaxial detector (bottom). In each case, the drift paths
associated with holes originating at various positions throughout

the crystal are overlaid in white. It can be seen that the drift paths
are modified considerably by the electrode structure of the
inverted coaxial design. Typical hole drift times may be in excess
of 1 ms in this design, compared with a few hundred nanoseconds
in the closed-end coaxial geometry. In this respect, the Inverted
Coaxial device may be thought of as operating as a germanium
drift detector.

2.1. Position sensitivity

As with more conventional designs, segmentation of the outer
contact may be employed to provide three-dimensional position
sensitivity [4]. As illustrated by Fig. 2, in an inverted coaxial
detector one species of charge carrier undergoes a long drift
before being collected at the point contact. Accurately determin-
ing this drift time greatly enhances the achievable position
resolution. However, while the arrival of charge at the point
electrode can be measured with extreme precision, the start time
of the signal must also be determined. This is achieved by
longitudinally segmenting (and instrumenting) the outer contact.
This, coupled with the presence of the central bore hole, ensures
that an interaction at any point in the crystal results in the
creation of electron–hole pairs in a strongly varying weighting
potential (strong weighting field). The signal from the outer
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Fig. 1. Schematic diagrams of a closed-end coaxial p-type HPGe detector (top) and
the new geometry Inverted Coaxial detector (bottom).
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Fig. 2. Calculations of the weighting potential associated with the pþ contact in a
standard, p-type HPGe, closed end coaxial detector (top) and a p-type inverted
coaxial detector of the same dimensions (bottom). Overlaid in white on each plot
are the drift paths associated with holes originating at various points within the
crystal.
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* R.Cooper et. al, Nucl. Instr. Meth. A 665 (2011) 25-32

Much longer drift paths  
⇒ increased drift 
  times upto 2 μs



Field Simulations



Field Simulations
• Electric field simulations done using 
an adaptation of the FieldGen 
software (ORNL) 

• Fields calculated by solving the 
Poisson equation 

• Weak fields & long drift paths ⇒ 
long drift times to point contact
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i = q�!v ·�!E (1)

Q = q�'0 (2)

Weighting 
Potentials

• Shockley-Ramo theorem 

• Voltage on electrode of 
interest set to 1 V 

• All other electrodes set 
to 0 V



Charge 
Transport

• Charge transport calculated using 
adaptation of SigGen software 
(ORNL) 

• Calculations account for polarity, 
temperature, crystallographic 
axis, crystal impurity, etc 

• Short range field near point 
contact gives sharp rise in charge 
pulses 

• Easy to distinguish multiple 
interactions 
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Drift Time 
Distributions



phi= 0o

phi= 45o



dt ~ z

dt ~ r

phi= 0o

phi= 45o



Can easily determine crystal axis using 
variation in drift time as a function of phi

(r,z) = (20,20) mm



Can easily determine crystal axis using 
variation in drift time as a function of phi

1 2 3 4 5 6 7 8



Drift Paths of 
Electrons

• Final terminating electrode of 
electrons as function of 
position 

• Relative importance of each 
segment 

• Gates on hit segment and 
drift time enable interaction 
positions to be localised to 
narrow region



• Lots of information available 
from just studying the drift 
times



• Point contact trace flat for most of 
trace 

• Hit segment rises early -> enabling 
better determination of t0 

• Drift time calculated as time from 
5% of hit segment to 95% point 
contact 

• These are preliminary limits, true 
limits will be tested when real 
detector arrives

Drift time calculation

dt1 = 95 %PC - 5 %HS

dt1 
dt2

dt2 = 95 %PC - 5 %PC



Position Sensitivity 
Study



0 5 10 15 20 25 30 35 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

20 mm 

r = phi = 0 
2 < z < 20 mm

Pulse Shape 
Analysis

• Interactions occurring in 
different locations result in 
different charge pulses 

• Comparing experimental 
pulses to a simulated 
database enables better 
position sensitivity



Pulse Shape 
Database

• Pulses generated for every 
position on a 1 mm x 1 mm x 
3 degree grid 

• 200 x 10 ns samples per pulse 

• Data output at each position 
contains 
• 20 pulses 
• Drift times 
• x,y,z & r,phi,z coords 
• Hit segment number



1. Select pulse from basis

Position Resolution Study



1. Select pulse 

2. Add realistic noise to all pulses - Vp-p ~ 1 mV* for point contact, 
Vp-p ~ 5-20 mV for outer segments,

Position Resolution Study

* L.J. Harkness-Brennan et. al, Nucl. Instr. Meth. A 760 (2014) 28-39



1. Select pulse 

2. Add noise 

3. Run through grid search algorithm, performing chi2 
minimisation to find most likely interaction position 

3. Position Sensitivity

The performance of tracking and imaging algorithms hinge
on accurate measurement of �-ray interaction energy and po-
sition. With the energy resolution of HPGe point contact de-
tectors known to be class leading, the success of SIGMA as a
tracking and imaging detector will depend on the position res-
olution attainable. To study this, simulated signals have been
generated and processed through a grid search algorithm to re-
construct the initial �-ray interaction position. The grid search
algorithm utilises a simple �2 minimisation technique based on
comparison between the charge pulses and a simulated pulse
shape database; more detail is provided in section 3.1. A pulse
shape database contains simulated charge pulses as a function
of position for use in pulse shape analysis, with the database
used in this work having a grid size of 1 mm x 3o x 1 mm on
a (r,', z) grid. As expected, the grid search algorithm perfectly
reproduces the �-ray interaction position when using the pulses
directly outputted by SigGen. In a laboratory environment,
sources of noise and processing errors are introduced into the
charge pulses. Examples of these e↵ects, such as RMS noise
and pulse alignment error, have been added to the simulation,
with the e↵ects of each on the final position resolution calcu-
lated.

3.1. Position Reconstruction
A grid search algorithm has been used to reconstruct the �-

ray interaction position. Tests were performed to study the most
e↵ective method of calculating the �2, in terms of both perfor-
mance and time, where �2 was calculated as

�2 =
X

i, j

|S m
i, j � S s

i, j|2 (2)

where Sm
i, j and Ss

i, j represent the measured and simulated pulses
summed over the number of segments, i, and the number of
samples, j.

For the �2 study, three sets of search parameters, GS 1! GS
3, were tested,

• GS 1! Point contact + core + hit segment

• GS 2! GS 1 + 8 ⇥ azimuthal segments

• GS 3! All 19 segments + point contact

where the hit segment is defined as the electrode on which the
electrons terminate. Since the size of the charge cloud in not
accounted for in these simulations, there is no charge sharing
and so there is only 1 hit segment for a single interaction. For
the case when the electrons terminate on the core or one of the
8 azimuthal segments, the algorithm discards the hit segment
from the calculation to prevent double counting.

For the study, a simulated pulse is taken for a single position,
with a random Gaussian noise added to each sample to simu-
late RMS noise. The �2 is then calculated against each pulse in
the basis, with the lowest value of �2 taken as the most likely
interaction position. The di↵erence between the known interac-
tion position and the measured position is then recorded. This

process is repeated for each position in the detector on a 1 ⇥ 1
mm grid. For this work to be valid, all knowledge of the input
pulse must be unknown prior to the grid search. Since all of the
e↵ects added to the pulses are based on random distributions,
this condition holds true and all post processing is done with no
knowledge of the initial pulse.

To simulate the electronic noise, a random Gaussian dis-
tributed noise was added to each sample in the chosen pulse.
Based on experimental measurements from a Broad Energy
Germanium (BEGe) detector [5], the electronic noise was mea-
sured to be ⇠1 mV peak-to-peak. For white noise, the rela-
tionship Vrms = 6.6 ⇥ Vpp holds true such that only 0.1% of
the time, the RMS noise, Vrms, will exceed the nominal Peak-
to-Peak value, Vpp, [12], giving a typical RMS noise of 0.15
mV for the point contact. When processed through a typical
100 mV/MeV charge sensitive preamplifier, the average noise
is ⇠1.5 keV which gives a normalised RMS noise of ⇠1% when
assuming a �-decay of E� = 150 keV and 2% at 75 keV. For the
study using normalised pulses, the value of 2% at 75 keV was
used as the standard deviation to demonstrate the performance
capabilities at low energies, with the mean centred at 0. For this
initial study, the RMS noise is set to be equal on all segments,
with a more realistic approach to segment noise applied in sec-
tion 3.2, where the e↵ects of varying RMS noise is discussed in
more detail.

The results are presented numerically in Table 1, showing
the average variation in search time in addition to the devia-
tion from the known position for ', r and z. The results clearly
show that the mean deviation for all 3 parameters decrease sig-
nificantly from GS 1! GS 2 with a smaller change occurring
from GS 2!GS 3. In addition, the time taken to search a single
position increases more than 10 fold from GS 1 ! GS 3. The
major di↵erence between the results arises from the improved
reconstruction of the ' value, with the azimuthal segments con-
taining much of the angular information. To remove the e↵ects
of a bad measurement, each position was simulated 10 times,
with the average deviation presented.

The ' improvement from GS 1! GS 2 can be accounted for
by the addition of extra azimuthal information, however the im-
provement in r and z resolution arise simply due to an increase
in statistics. Since the weighting potential for the core segment
is so large, there exists a significant probability that the core
segment is also the hit segment. In this scenario, the GS 1 �2

is calculated using information from only 2 signals, increasing
the e↵ects of one noisy trace on the overall reconstruction. With
the addition of more segments in GS 2 and GS 3, the e↵ects of
this on the �2 calculation are reduced.

Although this data is all analysed o✏ine, the ultimate goal of
this project would to be capable of utilising Pulse Shape Anal-
ysis (PSA) techniques in an online environment, hence the im-
portance of the search time per event.

As seen before, there exists a strong relationship between po-
sition and drift time to the point contact. Using this, the drift
time can be calculated from the test pulse, with a cut applied to
the database. To calculate the drift time, the start of the pulse,
t0, must be accurately determined. For this work a simple t0
algorithm was used, with future work focussing on developing

4



GS 1 = PC + HS + Core 
GS 2 = GS 1 + 8 x Azimuthal

• Addition of azimuthal segs 
significantly improves phi 
resolution 

• Addition of remaining sigs 
slightly improves resolution 
but increases time to 
perform search 

• Drift time and hit segment 
cuts help reduce search time

Phi deviation as a function of  
interaction position



1. Select pulse 

2. Add noise 

3. Grid search algorithm 

4. Measure average deviation from 
known position for 10 independent 
samples per basis position
FWHM = 0.41 mm averaged 
throughout detector

GS 5 = All segs +  
dt cut + hit_seg cut 

FWHM as a function of  
interaction position

Grid Search Event Time (s) Mean Deviation (o / mm)
r ' z

GS 1 0.057 0.0147 1.7919 0.0225
GS 2 0.256 0.0051 1.2515 0.0060
GS 3 0.499 0.0025 1.2045 0.0026

Table 1: Variation in run time per event and position resolution for 3 di↵erent
combinations of segments when running the grid search algorithm. GS 1 com-
pared the point contact, core and hit segment signals, with GS 2 including the
8 azimuthal segments and GS 3 searching over all segments. For all runs, the
normalised RMS noise was set at 0.02, equivalent to a 500 keV �-ray

more complex algorithms.
Since the point contact pulse remains in the noise for much of

its drift, the t0 algorithm utilises the secondary charge collecting
electrode output. Due to the proximity of the �-ray interaction
to the secondary collecting electrode, the output pulse exhibits
a sharp initial rise enabling the starting point of the drift to be
more accurately determined. This can be seen in the first inter-
action in the bottom panel of Figure 4. To further exaggerate
the initial rise and also dampen the baseline noise, a cumulative
pulse was taken with each bin comprising of an accumulation of
all prior bins. From here, a simple threshold was set to test that
the pulse was starting to rise, in addition to a check to ensure
that the following samples were also rising.

Once measured, a drift time cut of dt± 100 ns can be applied
to the grid search, reducing the event time significantly. When
used in combination with the GS 3 search parameters, the event
time reduced from 0.499 s! 0.054 s, with the r, ' and z reso-
lution remaining the same. A narrower time cut would further
reduce the event time, however a more accurate t0 calculation
would be necessary to ensure the drift times were calculated
correctly.

In addition to the drift time cut, a cut on the electron col-
lecting electrode can be applied to further improve the search
time. As seen in Figure 8, for each segment there exists a small
section of the detector wherein a �-ray interaction would result
in a termination at said electrode. This can be used to signif-
icantly reduce the search space for the grid search algorithm.
Combining this with the drift time cut described above reduces
the search time per event from 0.054 s! 0.019 s whilst main-
taining the position resolution values seen in the GS 3 results.
For all subsequent studies, the GS 3 search parameters are used
in addition to the drift time and hit segment cuts.

3.2. E↵ects of RMS Noise

One of the main benefits of this detector is the extremely low
noise induced on the signals at the point contact. As mentioned
earlier, similar point contact detectors experience peak-to-peak
noise values of ⇠1 mV, equating to a normalised RMS noise
of ⇠1% at 150 keV. The e↵ects of varying the noise level from
0 ! 10% at 150 keV have been studied, with the results for
the average deviation presented in Table 2, in addition to a po-
sition by position scan illustrated in Figure 9. The percentage
of events reconstructed, "recon, to within 1 mm is presented for
each study, with the results for 1 and 2% RMS noise showing

excellent reconstruction capabilities with 100% of events re-
constructed to within 1 mm of the known interaction position.

The e↵ects of RMS noise are clear, with each increase in
noise level resulting in a significant change in the average devia-
tion for all three components. By examining each event individ-
ually, the 3-dimensional Cartesian position variation can also be
measured, providing a value more comparable to published re-
sults for current state-of-the-art detectors. For each event, the
Cartesian 3-vector between the known position and the recon-
structed position was calculated as

p
�x2 + �y2 + �z2, where

�x, y, z represent the deviation in each of the respective dimen-
sions. The FWHM was then calculated as

FWHM = 2.35� = 2.35

sP
N �

2
x,y,z

N
(3)

where �x,y,z is the Cartesian 3-vector. The position resolution
was calculated as 0.105, 0.281, 1.332 and 3.515 mm for 1, 2, 5
and 10 % RMS noise respectively. This is substantially better
than the current ⇠4.5 - 5 mm attainable by the AGATA [3] and
GRETINA [4] detectors.

Figure 9 shows the distribution of the erroneous reconstruc-
tions follows the segmentation scheme seen in Figure 8, with
the increase in RMS noise showing this e↵ect more clearly. The
addition of a segment cut results in a larger error near the cen-
tre of segments, with the errors on the boundaries significantly
reduced. This plot also shows the much greater resolution in z
than r, with the cut on drift time providing a clear z position for
the front end of the detector. The r resolution arises in part due
to the cut on segment, with the core segment showing the worst
resolution in r as a consequence of its size. The resolution in
' is poorest near r = 0 mm, something that is likely caused
by the much smaller deviation in drift time as a function of '
at small drift times, hence more similar charge pulses in these
regions. It is also worth noting that larger errors in ' in these
regions have less of an e↵ect on the 3-dimensional deviation
due to them being closer to the central axis. This is related to
the fact that the distance, d, between two positions separated by
angle, ', at a constant radius, R, is given by d = 2Rsin( '2 ).

When reconstructing �-ray tracks within a detector, the ma-
jority of interactions will be low energy Compton scatters in the
100 - 500 keV range, which when reconstructed sum to equal
the initial �-ray energy. This study shows that even at low en-
ergy, SIGMA will be capable of providing exceptional position
resolution. For higher �-ray energies, the relative contribution
of the noise is reduced and hence these values will be improved
upon.

One thing to consider when performing a realistic simulation
is the fact that electron collecting electrodes, segments 1-19, are
much larger in size than the point contact. This increased size
results in a higher capacitance and hence increased series noise.
To account for this, a realistic peak-to-peak noise, ranging from
5mV ! 15 mV has been added to each segment according to
their relative sizes. When applying this to the 1% RMS noise
simulation presented in Table 2, the FWHM for the position
resolution decreases from 0.11! 0.41 mm.
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• In reality, interactions 
can occur in between 
grid points 

• Events will jump to 
nearest basis point

1 mm

1 
m
m

Grid Size  
Issue



• Max error when 
interaction occurs in 
centre of grid ~0.71 mm 0.5 mm

0.
5 
m
m

Grid Size  
Issue



• Max error when 
interaction occurs in 
centre of grid ~0.71 mm 

• Reducing basis grid size 
removes error 

• FWHM remains ~0.4 
mm with smaller grid 
size of 0.1 x 0.1 mm

Grid Size  
Issue



Summary
• A novel detector has been designed and 
characterised through simulation 

• A test model will be tested in the lab upon 
arrival 

• Sub mm position resolution predicted 

• Tracking and Imaging performance to be 
investigated
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Thank you 

Any Questions?


