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Why are we here?

Our theories of nature are inconsistent with each other => something has to give
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Why are we here?

Our theories of nature are inconsistent with each other => something has to give

Gravity Big Bang/
Inflation

Standard
Model

Dark Matter, 
Dark Energy

Matter/antimatter 
asymmetry

And the really big bad 
ghoul… nonlocality. But 
let’s not go there.



So what does beyond the SM mean?
Beyond the Standard Model

neutralino leptoquarkZ’

Theories which extend the SM 
do so through a variety of new 
particles and force carriers, 
and these in turn resolve the 
contradictions between the SM 
and theories of macroscopic 
reality (gravity/Big Bang…)



1-slide version of this talk

All direct BSM searches have come up empty so 
far; most “motivated” models are in trouble

There are stronger and stronger indirect hints 
of BSM effects, but are they simply a mirage?

See talk by D. Zerwas 

for the direct searches
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750 shades of model building… 



…confront the desert of the real MEW 2017 BSM 
session talks



Moriond experimental summary

Bear the wise words of Tim Gershon in mind for what follows



Hints of BSM in quark transitions?

Over past decades flavour experiments have made enormous progress 
mapping out theoretically clean observables associated with quark 
transitions. SM has passed these tests with remarkable success.



But there is still room for BSM effects
J. Brod, A. Lenz et al.
arXiv:1412.1446
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Figure 1: Constraints on �C
1

, the new-physics contribution to the tree-level Wilson coef-
ficient C

1

, at the scale µW = MW . The red region is associated with constraints from the
B ! D⇡ decay channel, the green and blue rings with the transitions B ! ⇢⇢ and the
observable R⇡�⇡0 calculated from the decay B ! ⇡⇡, respectively. The brown sections are
related to the decays B0 ! D(⇤)0h0 and the blue circle to the total lifetime of b-hadrons. Fi-
nally, the region allowed by the semi-leptonic asymmetry adsl is contained within the orange
boundaries.

To obtain the constraints on new-physics contributions to C
1

and C
2

we perform a pa-
rameter scan for all the observables described above, combining all errors in quadrature. In
Fig. 1 and Fig. 2 we show the regions allowed by each observable at 90% CL; for clarity we
restrict ourselves to the observables that lead to the strongest bounds. Moreover, we did
not consider possible cancellations among the new contributions to C

1

and C
2

, i.e. when
investigating the bounds on �C

1

(MW ), we set �C
2

(MW ) = 0 and vice versa.
We read from the plot the following ranges as rough estimates for possible new-physics

contributions to the current-current operators:

Im�C
1

2 [�0.56;+0.13] , Im�C
2

2 [�0.17;+0.10] , (2.14)

Re�C
1

2 [�0.17;+0.12] , Re�C
2

2 [�0.06;+0.02] . (2.15)

More quantitative statements will be obtained in [5]. Note that the bounds obtained in [4]
from B ! K(⇤)⇡/⇢ observables would slightly shrink the regions given in Eq. (2.14) and
Eq. (2.15), but this does not change our main conclusion: that new physics e↵ects in ImC

1

,
ReC

1

, and ImC
2

can easily be of order 10%.

3 Precision in �

We will now study the implications of our findings for the expected precision of the extraction
of the CKM angle � from tree-level decays. It is defined by � ⌘ arg(�VudV

⇤

ub/VcdV
⇤

cb) and
can be determined from B± ! DK± decays that receive contributions only from tree-level

4
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Figure 2: Constraints on �C

2

, the new-physics contribution to the tree-level Wilson coef-
ficient C

2

, at the scale µW = MW . The red and purple rings enclose the bounds from the
decays B ! D⇡ and B ! Xs�, respectively. The orange star-shaped region is related to the
semi-leptonic asymmetry adsl. The constraint from B ! ⇡⇡ comes from the observable S⇡⇡

and is visualised by the green sections.

operators [6]. The fact that all relevant hadronic matrix elements can be obtained from data
and the absence of penguin contributions leads to the exceptional theoretical cleanness of
this determination.

The sensitivity to the angle � arises via the interference between the b ! cūs and the
b ! uc̄s decay amplitudes. Denoting the B� ! DK�-amplitude by A

1

ei�1 and the B� !
D̄K�-amplitude by A

2

ei(�2��), where we have made the dependence on the CKM angle �
explicit, we get

A(B� ! fDK
�) = A

1

ei�1
⇥
1 + rBe

i(�B��)
⇤
, (3.1)

A(B+ ! fDK
+) = A

1

ei�1
⇥
1 + rBe

i(�B+�)
⇤
, (3.2)

with rB = A
2

/A
1

and the di↵erence of the strong phases �B = �
2

� �
1

. The interference
of the two decay modes is achieved via common final states fD of the decaying D0 and
D̄0 mesons. Di↵erent methods to extract � have been devised, conventionally distinguished
according to the di↵erent D decay modes. In the GLW method [29, 30] one uses D decays
into CP eigenstates. In the ADS method [31, 32] a combination of Cabibbo-favoured and
doubly Cabibbo-suppressed D-decays is chosen such that interference e↵ects are maximised.
Finally, in the GGSZ method [33] three-bodyD decays are studied with a Dalitz-plot analysis.
Subsequently, further methods were studied, see e.g. the review in [34].

The angle � has been measured by BaBar [35] and Belle [36, 37]. Currently the best
experimental precision is achieved by the LHCb collaboration which quotes � =

�
73+9

�10

�
�

[38]
for their “robust” combination which includes only B ! DK modes. However, the B ! D⇡
modes where the smaller interference term is compensated by larger branching ratios also
start to play a role in the extraction of � [38].

5

NP effects are actually allowed at 10% of SM, even in tree level 
in quark transitions! Constraints are not always what they seem



So the SM works?

Well all leptons are 
equal, but some leptons…



LU in the Standard Model

Z

W

In SM the EW force-carriers are blind to lepton 
flavour, within stringent experimental limits.

When we discuss LU we are discussing new BSM 
force-carriers which can in principle have 
different couplings to different lepton flavours.



LU tests in b→clν http://arxiv.org/pdf/1303.0571v1.pdf6

We recently presented an update of the earlier mea-
surement [14] based on the full BABAR data sample [17].
This update included improvements to the event recon-
struction that increased the signal efficiency by more
than a factor of 3. In the following, we describe the anal-
ysis in greater detail, present the distributions of some
important kinematic variables, and expand the interpre-
tation of the results.

We choose to reconstruct only the purely leptonic de-
cays of the τ lepton, τ− → e−νeντ and τ− → µ−νµντ ,
so that B → D(∗)τ−ντ and B → D(∗)ℓ−νℓ decays are
identified by the same particles in the final state. This
leads to the cancellation of various detection efficiencies
and the reduction of related uncertainties on the ratios
R(D(∗)).

Candidate events originating from Υ (4S) → BB de-
cays are selected by fully reconstructing the hadronic de-
cay of one of the B mesons (Btag), and identifying the
semileptonic decay of the other B by a charm meson
(charged or neutral D or D∗ meson), a charged lepton
(either e or µ) and the missing momentum and energy in
the whole event.

Yields for the signal decays B → D(∗)τ−ντ and the
normalization decays B → D(∗)ℓ−νℓ are extracted by an
unbinned maximum-likelihood fit to the two-dimensional
distributions of the invariant mass of the undetected par-
ticles m2

miss = p2miss = (pe+e−−pBtag −pD(∗)−pℓ)2 (where
pe+e− , pBtag , pD(∗) , and pℓ refer to the four-momenta of
the colliding beams, the Btag, the D(∗), and the charged
lepton, respectively) versus the lepton three-momentum
in the B rest frame, |p∗

ℓ |. The m2
miss distribution for de-

cays with a single missing neutrino peaks at zero, whereas
signal events, which have three missing neutrinos, have a
broad m2

miss distribution that extends to about 9GeV2.
The observed lepton in signal events is a secondary par-
ticle from the τ decay, so its |p∗

ℓ | spectrum is softer than
for primary leptons in normalization decays.

The principal sources of background originate fromBB
decays and from continuum events, i.e., e+e− → ff(γ)
pair production, where f = u, d, s, c, τ . The yields and
distributions of these two background sources are derived
from selected data control samples. The background de-
cays that are most difficult to separate from signal decays
come from semileptonic decays to higher-mass, excited
charm mesons, since they can produce similar m2

miss and
|p∗

ℓ | values to signal decays and their branching fractions
and decay properties are not well known. Thus, their
impact on the signal yield is examined in detail.

The choice of the selection criteria and fit configura-
tion are based on samples of simulated and data events.
To avoid bias in the determination of the signal yield,
the signal region was blinded for data until the analysis
procedure was settled.

b c

q q

ντ

τ
−

}D(∗)
B{

W−/H−

FIG. 1. Parton level diagram for B → D(∗)τ−ντ decays.
The gluon lines illustrate the QCD interactions that affect
the hadronic part of the amplitude.

II. THEORY OF B → D(∗)τ−ντ DECAYS

A. Standard Model

Given that leptons are not affected by quantum chro-
modynamic (QCD) interactions (see Fig. 1), the matrix
element of B → D(∗)τ−ντ decays can be factorized in
the form [5]

Mλτ

λ
D(∗)

(q2, θτ ) =
GFVcb√

2

∑

λW

ηλW
Lλτ

λW
(q2, θτ )H

λ
D(∗)

λW
(q2),

(2)

where Lλτ

λW
and H

λ
D(∗)

λW
are the leptonic and hadronic

currents defined as

Lλτ

λW
(q2, θτ ) ≡ ϵµ(λW ) ⟨τ ντ |τ γµ(1− γ5) ντ |0⟩ , (3)

H
λ
D(∗)

λW
(q2) ≡ ϵ∗µ(λW )

〈

D(∗) |c γµ(1− γ5) b|B
〉

. (4)

Here, the indices λ refer to the helicities of the W , D(∗),
and τ , q = pB−pD(∗) is the four-momentum of the virtual
W , and θτ is the angle between the τ and the D(∗) three-
momenta measured in the rest frame of the virtual W .
The metric factor η in Eq. 2 is η{±,0,s} = {1, 1,−1},
where λW = ±, 0, and s refer to the four helicity states
of the virtual W boson (s is the scalar state which, of
course, has helicity 0).
The leptonic currents can be calculated analytically

with the standard framework of electroweak interactions.
In the rest frame of the virtual W (W ∗), they take the
form [18]:

L−
± = −2

√

q2vd±, L+
± = ∓

√
2mτvd0, (5)

L−
0 = −2

√

q2vd0, L+
0 =

√
2mτv(d+ − d−), (6)

L−
s = 0, L+

s = −2mτv, (7)

with

v =

√

1−
m2

τ

q2
, d± =

1± cos θτ√
2

, d0 = sin θτ . (8)

Given that the average q2 in B → D(∗)τ−ντ decays is
about 8 GeV2, the fraction of τ− leptons with positive
helicity is about 30% in the SM.
Due to the nonperturbative nature of the QCD inter-

action at this energy scale, the hadronic currents cannot
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

ℓ | distributions of the D
(∗)ℓ samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken

Challenging analysis, significant backgrounds even at B-factories
Thought for a long time to be impossible at a hadron collider

http://arxiv.org/pdf/1303.0571v1.pdf


LHCb says yes we can LHCB-PAPER-2015-025

Another area where LHCb has performed despite expectations…
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Summary of b→clν results @ MEW 2017

B factories starting to access angular observables, will be 
increasingly important for the interpretation in the future
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Figure 1: Top: (left) electroweak penguin and (right) box SM Feynman diagrams of the
B0! K⇤0`+`� decay. Bottom: possible NP contributions violating lepton universality: (left)
a penguin loop diagram mediated by a new gauge boson Z

0
and (right) a tree-level diagram

involving a scalar leptoquark �.

and “resonant” modes, respectively39

RK⇤0 =
B(B0! K⇤0µ+µ�)

B(B0! K⇤0J/ (! µ+µ�))

�
B(B0! K⇤0e+e�)

B(B0! K⇤0J/ (! e+e�))
.

The experimental quantities relevant for the measurement are the yields and the40

e�ciencies of the four decays entering in the double ratio. Due to the strong correlation41

in the experimental e�ciencies between the non-resonant and the resonant decay modes,42

potential sources of systematic uncertainty are largely reduced. This is particularly43

important because there are significant di↵erences in reconstructing decays with muons44

or electrons in the final state, mostly due to bremsstrahlung radiation and to the trigger45

response (see Sec. 3). The double ratio assumes lepton universality in the decay of the J/ 46

to e+e� and µ+µ� final states [14]. In order to avoid experimental biases, the analysis47

is performed blind [15] by scaling the e�ciency ratio by an unknown, but reproducible,48

factor.49

The analysis is performed in two regions of the di-lepton invariant mass that are50

sensitive to di↵erent Wilson coe�cients and therefore to di↵erent NP contributions: a51

low-q2 bin, between [0.045, 1.1]GeV2/c4, and a central-q2 bin, between [1.1, 6.0]GeV2/c4.52

The lower bound of the low-q2 region corresponds roughly to the di-muon kinematic53

threshold. The choice of the boundary at 1.1GeV2/c4 is made to fully include �! `+`�54

decays, which could potentially dilute NP e↵ects, in the low-q2 interval, however, this55

contribution is found to be small. The upper boundary of the central-q2 bin at 6GeV2/c456

is chosen to reduce contamination from the radiative tail of the J/ resonance.57

2

B+ B+
u u u u

K+ K+
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LHCb RK analysis

Analysis uses double ratio between resonant/non-resonant modes to 
help keep the systematics minimal

LHCb-PAPER-2014-024



RK global picture

A 2.6σ tension when looked at on its own…

LHCb-PAPER-2014-024
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RK* is finally here    



RK* signal yields

Same double-ratio method as RK, backed up by unbiased measurements 
of the electron/muon ratio in the J/ψ and ψ(2S) resonant modes

Low-q2

Low-q2

Central-q2

Central-q2

See CERN Seminar for details

https://indico.cern.ch/event/580620/attachments/1442409/2226501/cern_2017_04_18.pdf


Control channel results

Same double-ratio method as RK, backed up by unbiased measurements 
of the electron/muon ratio in the J/ψ and ψ(2S) resonant modes

See CERN Seminar for details

https://indico.cern.ch/event/580620/attachments/1442409/2226501/cern_2017_04_18.pdf


RK* results compared to RK

Compatible with SM at 2.2-2.5σ in each q2 region
Same pattern as RK : can we get excited yet?
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See CERN Seminar for details

https://indico.cern.ch/event/580620/attachments/1442409/2226501/cern_2017_04_18.pdf


RK* vs. SM theory predictions

I’ll come back to why no combination in a moment, for now just 
notice that the spread of theory predictions at low-q2, is 
significantly greater than their “theory uncertainties”
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See CERN Seminar for details

https://indico.cern.ch/event/580620/attachments/1442409/2226501/cern_2017_04_18.pdf


RK* likelihoods

Excellent agreement in likelihoods between different trigger paths 
in each of the q2 regions. Non-Gaussian likelihood regime.

See CERN Seminar for details

https://indico.cern.ch/event/580620/attachments/1442409/2226501/cern_2017_04_18.pdf


RK* likelihoods

Excellent agreement in likelihoods between different trigger paths 
in each of the q2 regions. Non-Gaussian likelihood regime.
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Discrepancies driven by μ/τ?

New ATLAS/CMS B!K*0μμ results @ Moriond EW 2017 move P5’ central 
values a bit closer to the SM, but with smaller uncertainties

LHCb-PAPER-2015-051
ATLAS & CMS prelim
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Thanks to Tom Blake for the plot!



Discrepancies driven by μ/τ?

New ATLAS/CMS B!K*0μμ results @ Moriond EW 2017 move P5’ central 
values a bit closer to the SM, but with smaller uncertainties
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Discrepancies driven by μ/e? LHCb-PAPER-2016-012

Note : the RK* paper analyzes in a mass window around the K*, while the K*μμ BF analysis 
performed a proper extraction of the P-wave component. This is why we did not convert 
RK* into a measurement of the K*ee BF yet. Also the low-q2 bin is different in the two 
cases, so not fully comparable. Still from the above plot effect seems driven by muons.



A rhetorical interlude
Already heard from many people in the field 

“RK* is LHCb’s 750 GeV moment”

My response : it is exactly nothing like that

The 750 GeV was a statistical fluctuation. We 
already know that what I’ve shown you is not 
a statistical fluctuation. It is either an 
experiment/theory oversight or BSM. That is 
both more exciting and more worrying.



A. Pomerol theory summary of MEW 2016 is still quite relevant here



Indirect signs of BSM or wishful thinking?
So why no combined significance from the SM? 
Because you don’t need me to tell you the sum 
total of what you’ve seen is > 5σ from the SM.

But the recent history of flavour physics is 
littered by exciting deviations (though none 
this big) which have gone away due to either 
theoretical or experimental oversights.

The job now is therefore not to rush to claim 
a discovery, it is to think of how to shed 
more light on what we are seeing.



In any case the global picture is available
Fajfer & Košnik 1511.06024v4

http://arxiv.org/abs/1511.06024v4


Global picture vs. the SM
Fajfer & Košnik 1511.06024v4

In the presence of LU-breaking BSM couplings, different 
modes will exibit different and complementary behaviour. 
These measurements are no longer about disagreeing with 
the SM, they are about discriminating between NP models 
and predicting the existance of specific NP particles or 
force-carriers, which are then “directly” discovered.

http://arxiv.org/abs/1511.06024v4


Indirect probes vs. “direct” searches

Faroughy, Greljo, Kamenik
arXiv:1609.07138



Indirect probes vs. “direct” searches

Faroughy, Greljo, Kamenik
arXiv:1609.07138



As Dirk will testify, the slides I have shown 
you were written before Wednesday. Since then…
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All LFUV

1D Hyp. Best fit 1 � 2 � PullSM p-value Best fit 1 � 2 � PullSM p-value

CNP
9µ -1.10 [�1.27,�0.92] [�1.43,�0.74] 5.7 72 -1.76 [�2.36,�1.23] [�3.04,�0.76] 3.9 69

CNP
9µ = �CNP

10µ -0.61 [�0.73,�0.48] [�0.87,�0.36] 5.2 61 -0.66 [�0.84,�0.48] [�1.04,�0.32] 4.1 78

CNP
9µ = �C0

9µ -1.01 [�1.18,�0.84] [�1.33,�0.65] 5.4 66 -1.64 [�2.12,�1.05] [�2.52,�0.49] 3.2 31

CNP
9µ = �3CNP

9e -1.06 [-1.23,-0.89] [-1.39,-0.71] 5.8 74 -1.35 [�1.82,�0.95] [�2.38,�0.59] 4.0 71

All LFUV

2D Hyp. Best fit PullSM p-value Best fit PullSM p-value

(CNP
9µ , CNP

10µ) (-1.17,0.15) 5.5 74 (-1.13,0.40) 3.7 75

(CNP
9µ , C0

7) (-1.05,0.02) 5.5 73 (-1.75,-0.04) 3.6 66

(CNP
9µ , C90µ) (-1.09,0.45) 5.6 75 (-2.11,0.83) 3.7 73

(CNP
9µ , C100µ) (-1.10,-0.19) 5.6 76 (-2.43,-0.54) 3.9 85

(CNP
9µ , CNP

9e ) (-0.97,0.50) 5.4 72 (-1.09,0.66) 3.5 65

Hyp. 1 (-1.08,0.33) 5.6 77 (-1.74,0.53) 3.8 77

Hyp. 2 (-1.00, 0.15) 4.9 61 (-1.89,0.27) 3.1 39

Hyp. 3 (-0.65,-0.13) 4.9 61 (0.58,2.53) 3.7 73

Hyp. 4 (-0.65,0.21) 4.8 59 (-0.68,0.28) 3.7 72

TABLE II: Most prominent patterns of New Physics in b ! sµµ with high significances. The last four rows corresponds
to hypothesis 1: (CNP

9µ = �C90µ, CNP
10µ = C100µ), 2: (CNP

9µ = �C90µ, CNP
10µ = �C100µ), 3: (CNP

9µ = �CNP
10µ, C90µ = C100µ) and 4:

(CNP
9µ = �CNP

10µ, C90µ = �C100µ). The “All” columns include all available data from LHCb, Belle, ATLAS and CMS, whereas the
“LFUV” columns are restricted to RK , RK⇤ and Q4,5 (see text for more detail). The p-values are quoted in % and PullSM in
units of standard deviation.

have a significant e↵ect in our results, since the isospin
breaking in the SM is small (but accounted for in our
analysis), and we do not consider NP contributions to
four-quark operators.

I The new ATLAS measurements [26] on the angular
observables P1, P 0

4,5,6,8 in B0 ! K?0µ+µ� as well as FL

in the large recoil region.

I The new CMS measurements [27] on the angular
observables P1 and P 0

5 in B0 ! K?0µ+µ�, both at
large and low recoils (we consider only the [16,19] bin
at low recoil). We take FL and AFB from an earlier
analysis [35]. We also include the data from an earlier
analysis at 7 TeV [36]. A very welcome check of the
stability of the CMS results would consist in performing
a simultaneous extraction of FL, P1 and P 0

5, using the
same folding distribution as ATLAS, LHCb and Belle.

I The new measurements of the lepton-flavour non-
universality ratio RK? in two large-recoil bins by the
LHCb collaboration [29]. The likelihood of these mea-
surements is asymmetric, and dominated by statistical
uncertainties. We thus take the two measurements as
uncorrelated, and for each of the two bins, we take a
symmetric Gaussian error that is the larger of the two
asymmetric uncertainties (while keeping the central
value unchanged). This approach makes us underesti-
mate the impact of these measurements on our fit, but
it is conservative until the likelihood is known in detail.

Following Ref. [12], we take into account the corre-

lations whenever available, and assume that the mea-
surements are uncorrelated otherwise. In order to avoid
including measurements with too large correlations, we
include the LHCb measurements of the ratios RK⇤ and
RK , as well as the di↵erential branching ratios B(B0 !
K⇤0µµ) and B(B+ ! K+µµ), but we discard B(B0 !
K⇤0ee)[0.0009,1] and B(B+ ! K+ee)[1,6].

Regarding the theory computation of all observables,
we follow Refs. [12, 22], which take into account the the-
oretical updates for the branching ratios of B ! Xs� ,
B ! Xsµµ and Bs ! µµ in Refs. [37–39]. For B ! K?

form factors at large recoil we use the calculation in
Ref. [40], which has more conservative uncertainties than
the ones in Ref. [41], obtained with a di↵erent method.
For Bs ! � the corresponding calculation is not avail-
able, and therefore we use Ref. [41]. This leads to smaller
hadronic uncertainties quoted for Bs ! �`` and R�, but
we stress that this is only due to the choice of input.

We follow the same statistical method as in Ref. [12]:
We perform a frequentist analysis with all known theory
and experimental correlations taken into account through
the covariance matrix when building the �2 function,
which is minimised to find best-fit points, pulls, p-values
and confidence-level intervals. Depending on the dimen-
sionality of the hypothesis, the minimisation is performed
either using a simple scan or the Markov-Chain Monte
Carlo Metropolis-Hastings algorithm.

Capdevilla et al.
arXiv:1704.05340v1



Interpretations of RK* 1/8 8

FIG. 2: Predictions and experimental measurements for the
Q̂i and B5, B6s observables in specific bins. In each case,
from left to right, the predictions are given for the SM (filled
black box) and for the Scenarios 1 to 5 (in this order) de-
fined in App. C. The dashed red interval corresponds to the
experimental measurement, when available.

searches [72] and electroweak precision observables [73].
However, there is no e↵ect in b ! s⌫⌫̄ processes in the
case of a contribution CNP

1 = �CNP
3 to gauge-invariant

operators [74], which can be achieved with the vector LQ
SU(2) singlet [58, 59] or with a combination of two scalar
LQs [75]. In both cases large e↵ects in b ! s⌧+⌧� (of
the order of 10�3 for Bs ! ⌧+⌧�) are predicted [75].

Assuming that the coupling to the second generation
is sizeable in order to avoid the bounds from direct LHC
searches and electroweak precision observables one finds

C9(10)⌧ ⇡ CSM
9(10) � (+)2

⇡

↵

Vcb

V ⇤
ts

 s
RD(⇤)

RSM
D(⇤)

� 1

!
. (B1)

Furthermore, in LQ models one expects sizeable branch-
ing ratios for b ! s⌧µ processes, reaching 10�5 [75].

Appendix C: Future opportunities for LFUV

The best NP scenarios obtained from the global fits
have a similar goodness of fit and describe the anoma-
lies with an equivalent success. New measurements will
determine eventually which scenario gets singled out. In
this respect, a few of the optimised observables measuring
LFUV proposed in Ref. [11] are particularly promising,
with pioneering measurements from the Belle experiment
for Q4,5 [9].

In order to illustrate the future potential for estab-
lishing which one (if any) of the various NP scenarios
is preferred, we consider not only RK,K?,� but also the

observables Q̂1,2,4,5 and B5,6s in the same q2 bins as

0.6

0.7

0.8

0.9

1.0

FIG. 3: Predictions and experimental measurements for RK ,
RK⇤ and R� with the same conventions as Fig. 2. In the
central box, the predictions for RK are given for the bin
[1,6] GeV2, whereas RK⇤ and R� are given in [1.1,6] GeV2.
The low-recoil bin corresponds to [15,22] GeV2, [15,19] GeV2

or [15,18.8] GeV2 for RK , RK? and R� respectively. The
smaller uncertainties in R� (compared to RK?) is due to the
choice of form factors in each case, see Sec. 2.

the RK? LHCb measurements: [0.045, 1.1], [1.1, 6.0] and
[15, 19] GeV2, and calculate the predictions within the
SM as well as within five “good” scenarios from Section 3:

I Scenario 1: CNP
9µ = �1.1,

I Scenario 2: CNP
9µ = �CNP

10µ = �0.61,

I Scenario 3: CNP
9µ = �C 0

9µ = �1.01,

I Scenario 4: CNP
9µ = �3CNP

9e = �1.06,

I Scenario 5: The best fit point in the six-dimensional
fit (Table III).

The results are summarised in Figs. 2 and 3, where
we show only the most interesting cases. We find that:

I As it is well known, RK cannot distinguish between
Scenario 3 and the SM, but it is optimal to identify NP
in the case of Scenarios 1, 2 and 4. However, it cannot
distinguish well among them. This is true in all the
three bins considered here. RK? has large uncertainties
at large recoil, but it has good sensitivity to Scenario 2
in the bin [1.1,6] (although di�cult to distinguish from
the other NP scenarios). In the same bin R� is slightly
better. The low-recoil bin of RK? and R� is particularly
promising to decouple Scenarios 1 and 5 from each other
and the SM, but only if experimental uncertainties are
small.

I hQ̂2i[0.045,1.1] should be very approximately SM-like.
It may thus be used as a control observable.

I The observable hQ̂5i[1.1,6] emerges as a promising one

Capdevilla et al.
arXiv:1704.05340v1

Notice the large error bands for RK* at low-q2, this is because of the choice of the 
more conservative Khodjamirian et al. form factors
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arXiv:1704.05435v1
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FIG. 3. The LFU ratios RK(⇤) in the SM and two NP benchmark models as function of q2. Conerning the error bands, the
same comments as for Fig. 2 apply.

In Fig. 3 we show RK(⇤) as functions of q2 in the SM and
in the same NP scenarios as in Fig. 2. In the SM, RK(⇤)

are to an excellent approximation q2 independent. For
very low q2 ' 4m2

µ they drop to zero, due to phase space
e↵ects. NP contact interactions lead to an approximately
constant shift in RK . The ratio RK⇤ , on the other hand,
shows a non-trivial q2 dependence in the presence of NP.
In contrast to B ! K``, the B ! K⇤`` decays at low q2

are dominated by the photon pole, which gives a lepton
flavor universal contribution. The e↵ect of NP is there-
fore diluted at low q2. Given the current experimental
uncertainties, the measured q2 shape of RK⇤ is compati-
ble with NP in form of a contact interaction. Significant
discrepancies from the shapes shown in Fig. 3 would im-
ply the existence of light NP degrees of freedom around
or below the scale set by q2 and a breakdown of the ef-
fective Hamiltonian framework.

Assuming that the description in terms of contact
interactions holds, we translate the best fit values of
the Wilson coe�cients into a generic NP scale. Repa-
rameterizing the e↵ective Hamiltonian (5) as HNP

e↵ =
�
P

i Oi/⇤2
i , one gets

⇤i =
4⇡

e

1p
|VtbV ⇤

ts|
1p
|Ci|

vp
2

' 35 TeVp
|Ci|

. (11)

Based on perturbative unitarity we therefore predict the
existence of NP degrees of freedom below a scale of
⇤NP ⇠

p
4⇡ ⇥ 35 TeV/

p
|Ci| ⇠ 100 TeV.

Compatibility with other rare B decay anomalies. It is
natural to connect the discrepancies in RK(⇤) to the other
existing anomalies in rare decays based on the b ! sµµ
transition. In the plots of Fig. 1 we show in dotted gray
the 1, 2, and 3� contours from our global b ! sµµ fit that
does not take into account the measurements of the LFU
observables RK(⇤) and DP 0

4,5
[6]. We observe that the

blue regions prefered by the LFU observables are fully

compatible with the b ! sµµ fit. We have also per-
formed a full fit, taking into account all the observables
from the b ! sµµ fit, the branching ratio of Bs ! µ+µ�

(assuming it not to be a↵ected by scalar NP contribu-
tions), and the BaBar measurement of the B ! Xse

+e�

branching ratio [57]. This fit, shown in red, points to
a non-standard Cµ

9 ' �1.2 with very high singificance.
Wilson coe�cients other than Cµ

9 are constrained by the
global fit.

Compared to the LFU observables, the global b ! sµµ
fit depends more strongly on estimates of hadronic uncer-
tainties in the b ! s`` transitions. To illustrate the im-
pact of a hypothetical, drastic underestimation of these
uncertainties, we also show results of a global fit where
uncertainties of non-factorisable hadronic contributions
are inflated by a factor of 5 with respect to our nominal
estimates. In this case, the global fit becomes dominated
by the LFU observables, but the b ! sµµ observables
still lead to relevant constraints. For instance, the best-
fit value for Cµ

10 in Tab. I would imply a 50% suppresion
of the Bs ! µ+µ� branching ratio, which is already in
tension with current measurements [47], barring cancel-
lations with scalar NP contributions.

Conclusions. The discrepancies between SM predic-
tions and experimental results in the LFU ratios RK and
RK⇤ can be explained by NP four-fermion contact inter-
actions (s̄b)(¯̀̀ ) with left-handed quark currents. Future
measurements of LFU di↵erences of B ! K⇤`+`� angu-
lar observables can help to identify the chirality struc-
ture of the lepton currents. If the hints for LFU vio-
lation in rare B decays are first signs of NP, perturba-
tive unitarity implies new degrees of freedom below a
scale of ⇤NP ⇠ 100 TeV. These results are robust, i.e.
they depend very mildly on assumptions about the size
of hadronic uncertainties in the B ! K(⇤)`+`� decays.

Intriguingly, the measured values of RK and RK⇤ are

Compared to previous slide, different choice of form factors. Statement in the paper 
that deviation from NP shapes at low-q2 would imply new light degrees of freedom
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label representation Wilson coe�cient Relation RK(⇤)

V1 (3, 1, 2/3) CNP
LL C9 = �C10 RK ' RK⇤ < 1

CLR C9 = +C10 RK ' RK⇤ ' 1

V2 (3, 2,�5/6) CRL C0
9 = �C0

10 RK < 1, RK⇤ > 1

CRR C0
9 = +C0

10 RK ' RK⇤ ' 1

V3 (3, 3,�2/3) CNP
LL C9 = �C10 RK ' RK⇤ < 1

TABLE II. Vector leptoquarks and implications for RK⇤ assuming RK < 1, as suggested by data (2), see Table I.

In view of the experimental constraints shown in Fig. 1 we focus on leptoquarks that can give a sizable CNP`
LL =

2CNP`
9 = �2CNP`

10 . This singles out the scalar triplet S3, the vector singlet V1 and the vector triplet V3. This scalar
and the vectors have been considered as a possible explanation of RK (2) in [10, 12, 13, 20] and in [10, 14–17],
respectively. Subdominant contributions from right-handed current can be provided by additional leptoquarks S̃2 or
V2, which induce C`

RL = 2C 0`
9 = �2C 0`

10. In these models [10, 11]

CNP`
LL =kLQ

⇡
p
2

GF�t↵

Y Y ⇤

M2
, kLQ = +1,�1,�1 for S3, V1, V3 , (14)

C`
RL =kLQ

⇡
p
2

GF�t↵

Y Y ⇤

M2
, kLQ = �1/2,+1 for S̃2, V2. (15)

To simpify the notation we employ a common name for the leptoquark mass M and coupling Y .
Model-independent and leptoquark specific predictions for RK versus RK⇤ (plot to the left) and RK versus the

double ratio XK⇤ (plot to the right) are shown in Fig. 2. The green and blue band denote the 1� band of RK (2) and
RK⇤ (3) or XX⇤ (10), respectively. Also shown are BSM scenarios which can (red solid and dashed lines) or cannot
(blue dotted and gray dashed lines) simultaneously explain the data. Concretely, leptoquark S̃2, corresponding to the
blue dotted curve, and which has been considered in the context of RK [12, 18], is disfavoured as the sole source of
LNU by the new measurement of RK⇤ . The numerics are based on the full expressions for the decay rates.

0.6 0.8 1.0 1.2 1.4
0.4

0.6

0.8
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1.8
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R K
*

0.6 0.8 1.0 1.2 1.4
0.4

0.6

0.8
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1.8
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X K
*

FIG. 2. Correlations between RK and RK⇤ (plot to the left) and RK and the double ratio XK⇤ (plot to the right) in BSM
scenarios. Solid red curve: CNP

LL (CNP
9 = �CNP

10 ) corresponding to leptoquarks S3, V1 or V3, blue dotted curve: CRL (leptoquark
S̃2 or V2), gray dashed curve: CRL = �CNP

LL (no single leptoquark), and red dashed curve: CNP
LL and CRL = �1/10CNP

LL (for
instance, S3 plus 10% admixture of S̃2). The colored bands correspond to the LHCb measurements of RK (2) , RK⇤ (3) and
XK⇤ (10).

We find for the dominant, SM-like chiral contribution S3

YbµY ⇤
sµ � YbeY ⇤

se

M2
' 1.1

(35TeV)2
, (S3) (16)

5

and similarly for V1 or V3. To accommodate an admixure of right-handed currents we need contributions from another
leptoquark, such as S̃2

YbµY ⇤
sµ � YbeY ⇤

se

M2
' �0.1

(24TeV)2
. (S̃2) (17)

Understanding the mass range is linked to flavor. The leptoquark coupling matrix Y is a 3⇥ 3 matrix in generation
space, with rows corresponding to quark flavor and columns corresponding to lepton flavor. The presence of both kinds
of fermions in one vertex is beneficial; it allows to probe flavor in new ways beyond SM fermion masses and mixings.
Viable models are those employing a Froggatt-Nielsen U(1)FN to generate mass hierarchies for quarks and charged
leptons together with a discrete, non-abelian group such as A4, which allows to accommodate neutrino properties
[19, 30]. Applied to leptoquark models this allows to select lepton species – for instance having only couplings to one
lepton species, muons, or electrons [20]. Corrections to lepton isolation arise from rotations to the mass basis and at
higher order in the spurion expansion, and induce lepton flavor violation (LFV) [10, 20–22] such as B ! Kµ⌧ , which
can be probed with B-physics experiments but also µ� e-converison, rare K decays and ` ! `0 decays. Together with
B ! K(⇤)⌫⌫̄ modes the latter three types constitute the leading constraints on flavor models and LNU anomalies,
and improved experimental study is promising.

A generic prediction for S3, V1, V3 – all of them couple quark doublets to lepton doublets– is obtained from simple
flavor patterns such as `-isolation, ` = e, µ, [10, 20]

Yq3` ⇠ cl , Yq2` ⇠ cl�
2 , q3 = b, t, q2 = s, c , (18)

where cl ⇠ � ⇠ 0.2. Note that the FN-mechanism is only able to explain parametric suppressions in specific powers
of the parameter � up to numbers of order one. Irrespective of the concrete flavor symmetry, each coupling Y to
lepton doublets brings in a non-abelian spurion insertion suppression, the factor cl, which is unavoidable as lepon
doublets are necessarily charged under the non-abelian group to obtain a viable PMNS-matrix. The suppression of
the additional couplings to right-handed leptons in V1,2 can be achieved using flavor symmetries, see [10, 16]

Putting lepton and neutrino properties aside, a minimal prediction for the relevant leptoquark coupling is Ys`/Yb` ⇠
ms/mb, hence Yb`Y ⇤

s` ⇠ �2 ' few⇥ 0.01. To accommodate (16) this implies values of M around ⇠ 5� 10 TeV, which
may be accessed at least partly with single leptoquark production at the LHC.

The suppression of couplings (18) points to lower values of leptoquark masses, as shown in Fig. 3.

1 2 5 10 20 50

0.001

0.01

0.1

1

MS3 @TeVD
»YY

* »
FIG. 3. Constraints in the |(Y Y ⇤|,MS3) plane: a) the allowed region by �mBs (light blue), b) the allowed range for RK(⇤)

(light red) (12). The light green band corresponds to flavor model predictions (18). The dashed dark blue line corresponds to
the upper limit on the mass of the S3 leptoquark (19).

Also shown are constraints from Bs � B̄s mixing, which is induced at 1 loop through a box diagram and constrains
the square of Y Y ⇤ over M2 [12]. A data-driven upper limit, irrespective of flavor, is obtained as

M . 40TeV , 45TeV , 20TeV for S3, V1, V3 . (19)

If leptoquark explanation, data prefers few-TeV to few-10s-TeV 
scale leptoquarks. Could be findable at LHC.
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B. Fits to RK , RK⇤ and Bs ! µµ

We now add BR(Bs ! µµ) to the data set.4 It is theoretically similarly clean (or cleaner) than the LUV observables, with
NNLO QCD and NLO electroweak corrections known [52], and the sole hadronic parameter, the decay constant fBs , having
been precisely computed by different lattice QCD collaborations [53]. To simplify the fit, we consider the ratio

R =
BR(Bs ! µµ)

BR(Bs ! µµ)SM
=

����
Cµ

10

CSM

10

����
2

, (16)

in which theory uncertainties cancel and which, among the set (C`
9

, C`
10

), only depends on the coefficient Cµ
10

, such that it is
natural to add it to the fit of muon-specific Wilson coefficients. The experimental value is Rexp = 0.83(16), where the results
from CMS and LHCb including run I and run II data are averaged as in ref. [54]. The error includes, in quadrature, the theory
uncertainty on the SM rate, which is tiny compared to the experimental ones.

Including R increases the SM p-value marginally to 3.7 10�4 (3.56�). We next perform the same fits as in the previous
subsection, but to the extended data set. The results are shown in Tab. III and, for the fit of (�Cµ

9

, �Cµ
10

) fit, in Fig. 4.

TABLE III: Best fit values, goodness of fit, SM exclusion level, and confidence intervals for fits of single or pairs of Wilson coefficient, to
RK , RK⇤ and Bs ! µ

+
µ

� data, similar to Table II.

Coeff. best fit �2

min

p-value SM exclusion [�] 1� range 3� range
�Cµ

9

-1.64 5.65 0.130 3.87 [-2.31, -1.12] [<-4, -0.31]
�Cµ

10

0.91 4.98 0.173 3.96 [0.66, 1.18] [0.20, 1.85]
�Cµ

L -0.61 3.36 0.339 4.16 [-0.78, -0.46] [-1.14, -0.16]
Coeff. best fit �2

min

p-value SM exclusion [�] parameter ranges
(�Cµ

9

, �Cµ
10

) (-0.76, 0.54) 3.31 0.191 3.76 Cµ
9

2 [-1.50, -0.16] Cµ
10

2 [0.18, 0.92]

FIG. 4: Fits to RK , RK⇤ and BR(Bs ! µµ). The band for RK⇤ includes only the [1.1,6] GeV2 bin

Again, all four scenarios considered provide good fits. The main impact on the two-parameter fit is that the allowed region is
narrowed down considerably, with large positive correlated values of �Cµ

9

and �Cµ
10

no longer allowed. We note, in particular,

4 The overline refers to the fact that the experiments access the time-integrated branching ratio, which depends on the details of BsB̄s mixing [51].

Proposes new measurement of LU in I6 (or AFB) in order to break 
correlation in RK/RK* measurements btw C10 and C9



Figure 3. The three NP parameter fit using C

NP
7 , C

NP
9,µ and C

NP
9,e . See caption of Fig.1 for the

colour coding.

Figure 4. The three NP parameter fit using C

NP
7 , C

NP
10,µ and C

NP
10,e. See caption of Fig.1 for the

colour coding.

the LHCb collaboration [66]. We carried out our analysis in an effective field theory frame-
work, describing the non-factorizable power corrections by means of 18 free parameters in
our fit along the lines of Ref. [24].
We performed all our fits using two different hadronic models. The first approach, labelled
PMD, relies completely on the phenomenological model in [78] and corresponds to the more
widely used choice in the literature. The second one, named PDD, imposes the phenomeno-
logical model only at q2  1, in a more conservative way which allows the data to drive the
hadronic contributions in the higher invariant mass region.
Regarding the NP contributions we analyze five different benchmark scenarios, differenti-

– 12 –
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ated by distinct choices of NP WCs employed in the fits. Case (I) allows for C

NP

9,µ

and
C

NP

9,e

, while case (II) considers the scenario with C

NP

9,µ

and C

NP

10,µ

; case (III) studies NP
effects coming as C

NP

7

, C

NP

9,µ

and C

NP

9,e

, and case (IV) is equal to the latter but with
C

NP

10

instead of CNP

9

. Finally, case (V) studies the possibility described in the third case
with C

NP

10,µ,e

= �C

NP

9,µ,e

enforced. Our main results are effectively collected in Figs. 1-6 and
reported also in Tables 2-5.

An important feature that arises from this analysis is a concrete measure of the signif-
icance of hadronic contributions while allowing for NP to appear in the observables under
consideration. From our results, we see that in general the PDD approach, which allows
for a more conservative hadronic model, fits the data much better judging by the ICs of
all the scenarios, as compared to PMD which consistently have higher ICs. This leads us
to believe that a global fit done in a fashion as in this analysis highlights the relevance of
the non-trivial interplay of QCD power corrections with the size of NP effects required by
intriguing measurements like R

K

and R

K

⇤ . Waiting for a possible update of the former, and
the compelling measurements of more ratios, such are the ones predicted in Tables 2-3, we
wish to stress the challenge on interpreting the shape of NP in light of the original findings
of our work.

In particular, from our NP analysis of radiative and (semi-)leptonic B decays, we would
like to draw the attention of the reader to:

• A C

NP

9,µ

and C

NP

9,e

NP scenario is usually corroborated as the most satisfactory and
minimal benchmark necessary to explain this set of anomalies. From Fig. 1 we find
that a naive ⇠ 7� evidence in favour of CNP

9,µ

6= 0 boils down to only ⇠ 3� when a
more conservative approach on hadronic effects is taken into account.

• A C

NP

7

, CNP

10,µ

and C

NP

10,e

NP scenario can be employed to explain the set of anomalies.
To our knowledge, NP axial currents have been usually overlooked in the literature.
However, this is actually an interesting case: on the one hand it displays the worst
IC between all PMD fits, as shown in Fig. 4; on the other hand, when the more
conservative approach of hadronic contribution in considered, we found that this
scenario is equally capable of explaining the data, with an IC comparable to the one
for the widely analyzed C

NP

9,µ

and C

NP

9,e

NP scenario.

In conclusion, while our global analysis confirms the need of NP sources to fully explain
the current experimental situation in B physics, it clearly delineates the challenges and the
subtleties present in the attempt to quantify the size and to identify the pattern of the
underling BSM theory addressing the current experimental situation.
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Essentially agrees with general picture of C9/C10 contributions
Tree-level operators can sit at ~50 TeV but loop-level should be 

light, under a TeV. Directly searchable?

7

cannot explain the RK,K⇤ ratios, since they come along
with too large C'D WCs, excluded by EWPD. For the
[C`u]2233 coe�cient no relevant constraints exist. In this
case the NP scale must be very low, . 1 TeV, making
this scenario potentially testable by other experimental
means.

If confirmed, the violation of lepton flavour universal-
ity would have far-reaching consequences, implying the
existence of new physics at energies relatively close to
the TeV scale. In our analysis we have identified the cru-
cial operators that a specific NP model would have to
induce in order to be able to explain the RK,K⇤ anoma-
lies. These minimal requirements can be regarded as a
general guideline for model building. We look forward
for measurements of lepton-flavour universality violating
ratios at low hadronic recoil, as well as of other ratios
such as R� and RXs , clean observables such as Q

5

, and
improved measurements with increased statistics.
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Appendix A: Fermion mass basis

After EW symmetry breaking, the Warsaw basis oper-
ators are rotated to the fermion mass basis by performing

unitary transformations of the fermion fields that diago-
nalize the fermion mass matrices,

uL !VuLuL , dL ! VdLdL , uR ! VuRuR ,

eL !VeLeL , eR ! VeReR , dR ! VdRdR . (A1)

In this way

mdiag

 ⌘ V †
 L

m V R , (A2)

where

m =
vp
2

✓
� � 1

2

v2

⇤2

C '
◆

, (A3)

is a diagonal and positive matrix corresponding to the
physical fermion masses. Here � is the  Yukawa, C ' is
the WC of the Q ' =

�
'†'

�
G SMEFT operators that

correct the SM Yukawa operators G , and  = {u, d, e}.
We note that these definitions imply that the CKM ma-
trix is given by V = V †

uL
VdL . This leads to the following

relations [102]:

⇥
C̃(1)

`q

⇤
aa23

=
⇥
C(1)

`q

⇤
aamn

h
V †
dL

i

2m
[VdL ]n3 ,

⇥
C̃(3)

`q

⇤
aa23

=
⇥
C(3)

`q

⇤
aamn

h
V †
dL

i

2m
[VdL ]n3 ,

⇥
C̃qe

⇤
23aa

=
⇥
Cqe

⇤
mnaa

h
V †
dL

i

2m
[VdL ]n3 ,

⇥
C̃`d

⇤
aa23

=
⇥
C`d

⇤
aamn

h
V †
dR

i

2m
[VdR ]n3 ,

⇥
C̃ed

⇤
aa23

=
⇥
Ced

⇤
aamn

h
V †
dR

i

2m
[VdR ]n3 . (A4)

Throughout the paper we will assume that the WCs
are given in the weak basis where VdL = 1 and VdR = 1.
The operators in this weak basis coincide with the tilde
operators given in Eq. (A4).
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FIG. 1. Predictions for RK and RK⇤
as a function of the

SMEFT Wilson coe�cient C(1)
`q with ⇤ = 1 TeV. The experi-

mental ranges for RK and RK⇤
at 95% CL are also shown for

comparison.

I C(1,3)
`q ! CNP

9µ�e = �CNP

10µ�e : these scenarios accom-
modate the experimental measurements of RK and RK⇤

for CNP

9µ�e . �0.2, corresponding to C(1,3)
`q & 3 ⇥ 10�4

with ⇤ = 1 TeV, see Figure 1.

All the other operators fail:

I C`d ! C0
9µ�e = �C0

10µ�e : gives rise to RK⇤ > 1 in the
central-bin when RK < 1. RK⇤ in the low-bin is also
above the experimental range when RK < 1.

I Ced ! C0
9µ�e = C0

10µ�e : has a very small e↵ect on RK .
For reasonable values of the WC it holds RK ' RSM

K .
Furthermore when RK⇤ < 1 in both bins, RK > 1.

I Cqe ! CNP

9µ�e = CNP

10µ�e : has a very small e↵ect on RK .
For reasonable values of the WC it holds RK ' RSM

K .

We now consider two-operator scenarios . In this case
it is possible to accommodate the hints of LFUV in RK

and RK⇤ with:

I C(1),(3)
`q , Cqe ! CNP

9µ�e , CNP

10µ�e

I C(1),(3)
`q , C`d ! CNP

9µ�e = �CNP

10µ�e , C0
9µ�e = �C0

10µ�e

I C(1),(3)
`q , Ced ! CNP

9µ�e = �CNP

10µ�e , C0
9µ�e = C0

10µ�e

I C(1)

`q , C(3)

`q ! CNP

9µ�e = �CNP

10µ�e

The bounds obtained for the WCs in the scenario of
C(1)

`q and C`d are shown in Figure 2 for illustration. The
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FIG. 2. Constraints on the SMEFT Wilson coe�cients C(1)
`q and

C`d from the measured values of RK and RK⇤
at 95% CL. We

have fixed ⇤ = 1 TeV.

situation would be the same if we replace C(1)

`q by C(3)

`q .
In order to accommodate the anomalies one needs a
NP contribution to C(1)

`q . The bound obtained on C`d
arises because the measurements are compatible with
[RK⇤ ]

central

/RK ' 1 and this double ratio is mainly
sensitive to C`d.2

The following scenarios with two operators fail to
accommodate the data:

I Cqe , C`d ! CNP

9µ�e = CNP

10µ�e , C0
9µ�e = �C0

10µ�e :
within this scenario is not possible to accommodate both
RK⇤ and RK simultaneously.

I C`d , Ced ! C0
9µ�e , C0

10µ�e : again, it is not possible to
accommodate both RK⇤ and RK simultaneously.

I Cqe , Ced ! CNP

9µ�e = CNP

10µ�e , C0
9µ�e = C0

10µ�e : this
scenario cannot generate the needed deviation on RK

with reasonable values of the WCs.

In summary, the explanation of the RK and RK⇤

anomalies within the SMEFT at the level of dimension-
six operators requires the presence of C(1)

`q and/or C(3)

`q .

It is remarkable that, besides the hints of LFUV in
b ! s`+`� transitions, a series of anomalies have also
been observed in b ! sµ+µ� [4, 21, 22]. A plausible sce-
nario is that the NP enters mainly through muons, thus
explaining the deviations from the SM in b ! sµ+µ�

and the observation of LFUV when comparing muon and
electron decay modes. We will adopt this hypothesis in

2
See [19] for a discussion of this double ratio and similar observ-

ables within the WET.



Interpretations of RK* 8/8 Becirevic & Sumensari
arXiv:1704.05835v1

A curious model : don’t couple the leptoquark directly to the s, 
but rather through a loop. Has interesting implications for LFV 
searches, motivates direct searches in tμ/cτ/cμ final statesFigure 1: The only diagram contributing b ! s`

1

`
2

decay in the LQ scenario considered here. In
a non-unitary gauge there is an extra diagram similar to the one depicted above, with W replaced
by a Goldstone boson.

We checked that the above result is finite and gauge invariant by doing the computation
in both the Feynman and the unitary gauge. The loop function vanishes when sending
the quark mass to zero, and therefore the dominant contributions are those coming from
u = u

0 = t, and the one in which u = t, u0 = c, latter being CKM enhanced. This closes
our discussion of the R

2

model with our particular setup specified by the structure of the
gL,R matrices as given in Eq. (6).

2.3 Constraints on g

q`
L,R

The model described above can induce important contributions to some observables which
have already been accurately measured. In other words, we check which quantity can
be particularly sensitive to our model and then use its measured values to constrain the
non-zero entries in the matrices gL,R (6).

First of all, by switching on the couplings to the leptoquark of the top and to both µ and
⌧ leptons, one necessarily generates an extra term to the ⌧ ! µ� decay amplitude. In order
to comply with the experimentally established upper bound B(⌧ ! µ�) < 4.4⇥ 10�8 [14],
we checked the expression derived in Ref. [12, 15] with which we agree, and write:

B(⌧ ! µ�) = ⌧⌧

↵

em

(m2

⌧ �m

2

µ)
3

4m3

⌧

�
|�L|2 + |�R|2

�
,

�L = 0 ,

�R =
3im⌧

64⇡2

m

2

�

X

q2{c,t}

g

qµ⇤
L


g

q⌧
L +

2

3

mq

m⌧
Vqbg

b⌧
R

✓
1 + 4 log

m

2

t

m

2

�

◆�
. (9)

Since we need a significant value for gtµL and g

cµ
L to describe the exclusive b ! sµµ decay

rates, the above condition proves to be a sever bound on the g

b⌧
R , due to the mt/m⌧

enhancement.
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There is a growing list of flavour anomalies, mainly linked to 
lepton universality violation in quark transitions, which may be a 
manifestation of BSM particles or force-carriers
Examples of viable models are leptoquarks, Z’ models … 
All that remains is to directly detect them! Over to you Dirk…



BACKUP



Looking towards the HL-LHC period
the Phase-II project. Table 1.1 summarises the periods of operation of the various phases of the337

LHCb experiment, and the data taking parameters.338

Table 1.1: Summary of LHCb data taking and Running conditions for the current experiment, the
Phase-1 and Phase-2 Upgrades. The future years of data taking will be interrupted by Long Shutdowns 2,
3, 4 and 5, currently scheduled to take place in 2019-2020, 2024-2026, 2030 and 2034, respectively [21].

LHC Period of Maximum L Cumulative
Run data taking [ cm�2s�1 ]

R L dt [ fb�1]
Current detector 1 & 2 2010–2012, 2015–2018 4⇥ 1032 8
Phase-1 Upgrade 3 & 4 2021–2023, 2026–2029 2⇥ 1033 50
Phase-2 Upgrade 5 ! 2031–2033, 2035 ! 2⇥ 1034 300

The challenges of performing precision flavour physics at the high luminosities under consid-339

eration are daunting. The mean number of interactions, µ, in each event will be around 50. The340

increased particle multiplicity and rates will present significant problems for all detectors, as341

will the increased radiation damage for certain components. A thorough study, involving both342

simulation and detector R&D, will be required to find realisable designs for each sub-system.343

Nonetheless, promising potential solutions may already be identified. An essential attribute, not344

present in the current detector or the Phase-I Upgrade, will be precise timing, both in the VELO345

detector, and downstream of the magnet for both charged tracks and neutrals. This information,346

if it approaches a resolution of a few tens of ps per particle, will allow charged tracks and photons347

to be associated to the correct interaction vertex, thereby suppressing combinatoric background348

and also allowing for time-dependent CP measurements.349

The detector design outlined in this document would deliver a similar performance to the350

Phase-I Upgrade, with the potential to exceed it in certain key attributes, bringing significant351

physics gains in addition to those coming from the increased data sample. In particular, a352

high granularity tungsten sampling electromagnetic calorimeter will extend the experiment’s353

capabilities in final states involving photons, ⇡0 mesons and electrons, with which many important354

studies may be conducted. By instrumenting the side walls of the dipole, the tracking acceptance355

can be significantly increased for soft tracks, improving the experiment’s e�ciency for high356

multiplicity decays. The downstream fast-timing capabilities required for rejecting combinatoric357

background can also be used for improving particle identification at low momentum. In addition,358

improvements can be foreseen in the RICH system and the VELO. The initial steps of a limited359

number of these detector upgrade projects could already be installed during LS3, allowing the360

Phase-I experiment to improve its physics reach during Run 4.361

This document is organised as follows. The motivation for a high precision flavour physics362

programme at the HL-LHC is presented in Chapter 2, together with a discussion of other363

interesting physics topics. The capabilities of the accelerator for delivering high luminosity364

collisions at IP8 and the implications for the machine components are briefly summarised in365

Chapter 3. The requirements on the detector and initial thoughts on possible solutions for each366

sub-system are discussed in Chapter 4, while in Chapter 5 the R&D plans are outlined, and a367

selection of potential first steps to be taken in LS3 are given.368

3

Exists

Approved

Proposed

⤾
⤾
x5

x10

LHCb detector timeline

Table 1: Estimated integrated luminosities that will be recorded by ATLAS & CMS, LHCb during the di↵erent
LHC runs. The approximate amount of e+e� collision data that is expected to be recorded by Belle II by the end
of each period is also given (the ⇠ 1 ab�1 of data recorded by Belle prior to the KEKB upgrade is not included).

LHC era HL-LHC era
Run 1 Run 2 Run 3 Run 4 Run 5+

(2010–12) (2015–17) (2019–21) (2024–26) (2028–30+)

ATLAS & CMS 25 fb�1 100 fb�1 300 fb�1 �! 3000 fb�1

LHCb 3 fb�1 8 fb�1 23 fb�1 46 fb�1 100 fb�1

Belle II — 0.5 ab�1 25 ab�1 50 ab�1 —

2 Selected key observables

2.1 The ratio of branching fractions of the very rare dimuon decays of B
mesons: B(B0 ! µ+µ�)/B(B0

s ! µ+µ�)

The dimuon decays of B mesons are highly suppressed and have excellent sensitivity to physics beyond
the SM. The SM predictions of their branching fractions are known to about 10% precision, with further
improvement possible as lattice QCD calculations are refined [5]. Results from CMS [6] and LHCb [7]
based on LHC Run 1 data have provided the first observation of the B0

s ! µ+µ� decay, and the
corresponding branching fraction is now known to about 25% precision. ATLAS have also presented
results of searches for B meson decays to dimuons [8], but do not currently have the mass resolution to
distinguish the B0 and B0

s signals.
In the HL-LHC era, one of the most interesting observables will be the relative branching fractions

of the B0 and B0
s dimuon decays. This will be measured by CMS and LHCb, and also by ATLAS if the

improvement in mass resolution necessary to separate the B0 and B0
s peaks can be achieved (sensitivity

studies from ATLAS are not available at this time). When large B0
s ! µ+µ� samples are available, it will

also be possible to go beyond branching fraction measurements and use additional handles on possible
new physics contributions, such as the e↵ective lifetime.

The sensitivities quoted in Table 2 are extrapolated from current results, assuming the SM value of
the ratio of branching fractions. For the LHCb extrapolation [9], the measured branching fractions are
uncorrelated, to a good approximation, so the uncertainty on the ratio is obtained trivially. In the case
of CMS [10], upgrades to the detector are expected that will improve the mass resolution and hence
the separation of the B0 and B0

s peaks. The extrapolation also takes into account some expected loss
of e�ciency due to the high pile-up conditions, but assumes that the trigger thresholds and analysis
procedures will remain the same as those used for existing data. Systematic uncertainties which arise,
for example, from the lack of knowledge of background decay modes containing misidentified hadrons,
are expected to be controlled to better than the level of statistical precision. (A limiting systematic
uncertainty due to the ratio of b hadron production fractions, currently 6% [11], is below the precision
that it appears possible to achieve during the HL-LHC era.)

2.2 CP violation in B0
s oscillations: �s(B0

s ! J/ �) and �s(B0
s ! ��)

The CP violating phase in B0
s oscillations, labelled �s or �2�s, is very small in the SM (�SMs = �0.0364±

0.0016 rad [12]) but can be enhanced in new physics models. The benchmark channel for the measurement
is B0

s ! J/ �, which has been used by LHCb [13] and ATLAS [14] to measure �s. CMS have also
performed an untagged analysis of B0

s ! J/ � [15]. Significant improvement in the precision is warranted
not only in this channel, but also in the loop-dominated B0

s ! �� decay (a first measurement with this
channel has been performed by LHCb [16]).

All of ATLAS, CMS and LHCb expect to continue studies of B0
s ! J/ � in the HL-LHC era.

2

8 2021-2023 2026-2029 2031 →         



Complementarity in flavour sector
LHCb upgrade Belle II ATLAS/CMS

Rare B decays ***** *** ****

Bs mixing ***** **

Bd mixing ** *****
Incl. processes (Xsγ, 
Xsll, etc.) *****

b-baryon and Bc physics ***** **
Charm, charged final 
states ***** ** ?

Charm, neutral final 
states *** ***

LFV (τ→µγ,µµµ) ** ***** ?



Potential reach of CKM measurements
~2025-2030
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,

Probe ~103 TeV for
non-hierarchical NP

Probe ~10-20 TeV for 
hierarchical tree-level NP

Probe ~1-2 TeV for 
hierarchical loop-level NP

Competitive/complementary 
with direct searches!

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour

J. Charles et al. http://arxiv.org/abs/1309.2293

K0!π0νν, 
KOTO++,
NA62++ (?)

K+!π+νν, NA62++

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour
http://arxiv.org/abs/1309.2293


RK* systematics



K* mass shape of signal in RK*



The HOP

Primary 
Vertex

B 0 vertex

P T
 (e

+
e−

)
P T

 (K
*0

)

P(B0)B 0 Direction of Flight

PT(γ) = PT(K*0) − PT (e+e−)P T
 (γ

)

Figure 3: Sketch of the corrected mass used to reject partially-reconstructed backgrounds.
The transverse momentum lost via bremsstrahlung is evaluated as the di↵erence between the
transverse momentum of the K⇤0 and that of the di-electron system, both calculated with respect
to the B0 direction of flight. The emitted photons lost in the reconstruction are assumed to
follow the di-electron momentum direction.

the size of available data sample for the training procedure, a k-folding technique [39] is232

adopted with k = 10.233

For the non-resonant electron mode, the background contamination can be further234

reduced by exploiting the kinematics of the decay. The ratio of the K⇤0 and the di-lepton235

momentum components transverse to the B0 direction of flight is expected to be unity,236

unless the di-electron has lost some energy due to a bremsstrahlung emission that was237

not recovered in the reconstruction (Fig. 3). Since bremsstrahlung photons are emitted238

in the direction of the lepton, to a good approximation they do not strongly modify the239

di-electron direction, particularly for low di-electron masses, and this ratio can be used240

to correct the momentum of the di-lepton pair. The candidate invariant mass calculated241

using the corrected di-electron momentum has a large resolution, which depends on the242

quality of the B0 flight distance. Nevertheless, since the missing momentum of background243

events does not originate from the di-electron pair, the corrected invariant mass still acts244

as a useful discriminant variable. A requirement on the two-dimensional plane of the245

corrected mass and the quality of the B0 flight distance rejects a large fraction of partially246

reconstructed backgrounds. The requirement is optimised simultaneously with the cut247

on the NNs, but separately for each q2 region, in order to obtain the best significance.248

This is defined as NSp
NS+NB

, where the number of expected signal events, NS, is evaluated249

by scaling the observed number of B0! K⇤0J/ (! `+`�) candidates, and the number of250

expected background events, NB, is obtained by fitting the data sidebands.251

After the full selection, 1–2% of events contain multiple candidates. About half are252

due to cases where the K is mis-identified as the ⇡ and vice versa. In all cases, only one253

candidate, chosen randomly, is retained.254
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Everyone loves a Wilson coefficient

› Differential branching fractions of B0→K(*)0µµ, B+→K(*)+µµ, Bs→fµµ,
B+→p+µµ and Lb→Lµµ
» Presence of hadronic uncertainties in theory predictions

› Angular analyses of B→K(*)µµ, Bs→fµµ, B0→K*0ee and Lb→Lµµ
» Define observables with smaller theory uncertainties

› Test of Lepton Flavour Universality in B+→K+ll and B0→K*0ll
» Cancellation of hadronic uncertainties in theory predictions

Shopping List

CERN SeminarSimone Bifani 5

Different q2 regions 
probe different 

processes, which 
are described by 

the so-called Wilson 
coefficients 



The LHCb detector

Beam

Transverse

pT = Transverse momentum
ET = Transverse energy

➡     ELECTRONS
➡   PHOTONS
➡   HADRONS
➡ MUONS

LHCb : forward spectrometer for flavour physics at LHC



Current status

We see a good global agreement with the Standard Model 
expectations despite earlier tension driven by D0 result

LHCb-PAPER-2016-013



Back to the apex

Continue to improve precision on all measurements to overconstrain the apex. 
Progress in theory/lattice calculations critical to exploit experimental data.

http://ckmfitter.in2p3.fr

http://ckmfitter.in2p3.fr


July 2006
SSI 2006

3
P. Sphicas
Triggering

Collisions at the LHC: summary

Particle

Proton - Proton 2804 bunch/beam
Protons/bunch 1011

Beam energy 7 TeV (7x1012 eV)
Luminosity 1034cm-2s-1

Crossing rate 40 MHz

Collision rate § 107-109

Parton
(quark, gluon)

Proton

Event selection:
1 in 10,000,000,000,000
Event selection:
1 in 10,000,000,000,000

l
l

jetjet

Bunch

SUSY.....

Higgs

Zo

Zo
e+

e+

e-

e-

New physics rate § .00001 Hz 

The traditional view of data processing
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Enter the MHz signal era

The anatomy of an LHCb event in the upgrade era, and implications for the LHCb trigger Ref: LHCb-PUB-2014-027
Public Note Issue: 1
6 Reconstructed yields Date: May 21, 2014

b-hadrons c-hadrons light, long-lived hadrons

Reconstructed yield 0.0317± 0.0006 0.118± 0.001 0.406± 0.002
✏(pT > 2GeV/c) 85.6± 0.6% 51.8± 0.5% 2.34± 0.08%
✏(⌧ > 0.2 ps) 88.1± 0.6% 63.1± 0.5% 99.46± 0.03%
✏(pT)⇥ ✏(⌧) 75.9± 0.8% 32.6± 0.4% 2.30± 0.08%
✏(pT)⇥ ✏(⌧)⇥ ✏(LHCb) 27.9± 0.3% 22.6± 0.3% 2.17± 0.07%

Output rate 270 kHz 800 kHz 264 kHz

Table 6: Per-event yields determined from 100k of upgrade minimum-bias events after partial offline
reconstruction. The first row indicates the number of candidates which had at least two tracks from
which a vertex could be produced. The last row shows the output rate of a trigger selecting such
events with perfect efficiency, assuming an input rate of 30 MHz from the LHC, as expected during
upgrade running. A breakdown of each category is available in Table 14.

Figure 1: HLT partially reconstructed (but fully reconstructible) signal rates as a function of decay
time for candidates with pT > 2 GeV/c (left) and transverse momentum cuts for candidates with
⌧ > 0.2 ps(right). The rate is for two-track combinations that form a vertex only for candidates that
can be fully reconstructed offline, ie: All additional tracks are also within the LHCb acceptance.

page 5

Fitzpatrick&Gligorov http://cds.cern.ch/record/1670985?ln=en

http://arxiv.org/abs/1210.6861
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today



Google was at ~7000 PB/year in 2008, so goodness knows where it is today...

AT&T networks

How much data do we process?
This means about 20000 PB 

of data every year

Twitter 

3 PB
Data
year

Facebook

180 PB

BBC iPlayer

2500 PB 11000 PB

Input data rate of the LHCb 
experiment in 2020  = 5 TB/second

NB : ATLAS/CMS about a bit more than one order of magnitude above LHCb



It’s all about the money
Facebook 

180 PB/yr



It’s all about the money
Facebook 

180 PB/yr

LHCb

20000 PB/yr



It’s all about the money
Facebook 

180 PB/yr

LHCb

20000 PB/yr
Facebook  
Computing

O(500) M$/yr 

LHCb  
Computing

O(10) M$/yr 



It’s all about the money
Facebook 

180 PB/yr

LHCb

20000 PB/yr
Facebook  
Computing

O(500) M$/yr 

LHCb  
Computing

O(10) M$/yr 

Storing and distributing data costs more 
than processing => real time analysis!
Must reduce data rate by O(10-3) for 
affordable long-term processing.



Yes but what is analysis?
1. Align and calibrate your detector

2. Reconstruct your detector using output of 1

3. Select your signal, background control modes, 
   and additional fine detector calibration modes

4. Fit to separate signal from background and 
   extract the physical parameters of interest

The point is that part 4, which most people call 
“analysis” requires only a tiny fraction of data 
collected in each LHC bunch crossing. So we do 1-3 
in real-time, and save 4 for later processing.



But does this matter for B-physics?

The anatomy of an LHCb event in the upgrade era, and implications for the LHCb trigger Ref: LHCb-PUB-2014-027
Public Note Issue: 1
6 Reconstructed yields Date: May 21, 2014

b-hadrons c-hadrons light, long-lived hadrons

Reconstructed yield 0.0317± 0.0006 0.118± 0.001 0.406± 0.002
✏(pT > 2GeV/c) 85.6± 0.6% 51.8± 0.5% 2.34± 0.08%
✏(⌧ > 0.2 ps) 88.1± 0.6% 63.1± 0.5% 99.46± 0.03%
✏(pT)⇥ ✏(⌧) 75.9± 0.8% 32.6± 0.4% 2.30± 0.08%
✏(pT)⇥ ✏(⌧)⇥ ✏(LHCb) 27.9± 0.3% 22.6± 0.3% 2.17± 0.07%

Output rate 270 kHz 800 kHz 264 kHz

Table 6: Per-event yields determined from 100k of upgrade minimum-bias events after partial offline
reconstruction. The first row indicates the number of candidates which had at least two tracks from
which a vertex could be produced. The last row shows the output rate of a trigger selecting such
events with perfect efficiency, assuming an input rate of 30 MHz from the LHC, as expected during
upgrade running. A breakdown of each category is available in Table 14.

Figure 1: HLT partially reconstructed (but fully reconstructible) signal rates as a function of decay
time for candidates with pT > 2 GeV/c (left) and transverse momentum cuts for candidates with
⌧ > 0.2 ps(right). The rate is for two-track combinations that form a vertex only for candidates that
can be fully reconstructed offline, ie: All additional tracks are also within the LHCb acceptance.

page 5



Yes, it does

To reach the efficiency plateau for complex B-decays using a purely inclusive, 
“topological” trigger, would require saturating the entire trigger bandwidth.

Answer => Keep some inclusive B-physics triggers, but move the majority of complicated 
signatures to exclusive selections. Real-time analysis is mandatory.



It also matters for dark matter searches

Real time analysis will allow LHCb to vastly expand its statistical power in dark photon 
searches in both the ee and μμ final states. Soft leptons make any “trigger” unfeasible.



Could also matter for GPDs

ATLAS/CMS HL-LHC 3000fb-1

LHCb upgrade 300fb-1 (Multiply by 20 for ccbar)

B-factories

1*109
bbar
pairs

Belle II 50 ab-1

5*1010

LHCb 8 fb-1

2*1012 6*1013 ~1015

B-factories/Belle II should be scaled by ~10/100/1000 depending on decay mode compared 
to LHCb to account for efficiencies, hermetic detectors, and a cleaner environment.

Effective size of ATLAS/CMS sample depends on their trigger evolution.



Could also matter for GPDs

ATLAS/CMS HL-LHC 3000fb-1

LHCb upgrade 300fb-1 (Multiply by 20 for ccbar)

B-factories

1*109
bbar
pairs

Belle II 50 ab-1

5*1010

LHCb 8 fb-1

2*1012 6*1013 ~1015

GPDs already use a kind of real-time analysis, in particular for dijet searches at very 
low masses. In the future this may expand to more such states, as well as B-physics



The scale of the problem

73

HLT Farm : ~1500 
servers, running ~50k 
logical processes, 
two 4 Tb disks each.



Real time alignment and calibration

74

alignment and calibration alignment

Online alignment stability

update alignment constants only when above threshold
(dashed lines)

VELO opens and closes each fill (protect sensors during
injection): expect updates every few fills
tracking system (TT, IT, OT): expect updates every few weeks
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Real time alignment and calibration
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alignment and calibration alignment

Online alignment stability

update alignment constants only when above threshold
(dashed lines)

VELO opens and closes each fill (protect sensors during
injection): expect updates every few fills
tracking system (TT, IT, OT): expect updates every few weeks
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Calibrating the straw-tube tracker
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alignment and calibration calibration

Outer tracker drift time calibration

measured drift times can be compared to estimated ones
(drift radius estimate known from tracking)
most common cause of discrepancies: time shift between
proton collision time and LHCb clock
evaluated each run, and global drift time offset corrected for
next run if above threshold
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alignment and calibration alignment

RICH mirror alignment

framework also used to monitor muon and RICH mirror
alignment
misalignment between tracker and RICH leads to shift of track
projection point on photodetector plane from centre of
Cherenkov ring
Cherenkov angle ∆θ shows sinusoidal shift with angle around
projection point φ
iterative procedure in online alignment framework (filling
histograms, fit for alignment constants)
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Calibrating the RICH

77

alignment and calibration calibration

RICH calibration
RICH gas refractive index

depends on temperature, pressure, composition of gas (changes
with time)
fit difference between expected and measured Cherenkov angle
to extract scale factor

HPD images
electric and magnetic fields distort drifting charges inside HPDs
calibrate/correct anode image to give nice Cherenkov ring

bad good

calibration run and updated automatically for each run
M. Schiller (CERN) LHCb prompt calib. & det. performance September 1st, 2015 14 / 20

For optimal physics must calibrate 
and align the gaseous Ring-Imaging 
Cherenkov Detectors in real time.

Monitor & adjust mirror alignment, 
image distortion, and refractive 
index of the gas.

System is automated, can update 
image and refractive index 
parameters within less than a 
minute if needed. Alignment takes 
longer but also changes much less 
frequently (1-2 times per year).



Aside on the buffer
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HLT Farm : ~1500 
servers, running ~50k 
logical processes, 
two 4 Tb disks each.



Data compression, aka TURBO stream



Data compression, aka TURBO stream



The devil is in the details

81



The devil is in the details

82



Real time signals in 2015

Trigger level signal purities and resolutions for charged particles identical to the 
best possible offline ones. Published first papers 2 weeks after data taken! 83

conclusion

conclusion

first experiment of this scale to perform alignment and
calibration online

works extremely well; get beautiful peaks out of the trigger
(TURBO stream)
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(for details, see talk by Alex Pearce on Monday)

tremendous improvements in track reconstruction (time)

offline track reconstruction now also used in HLT
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More real-time signals



Even more real-time signals



Even more real-time signals
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Which is quite a challenge by the way

Modern computing architectures are highly parallel, but HEP code is not. Must rewrite 
our entire software framework over the next 4 years to fully exploit upgrade! 87


