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The	experiment
CEBAF	and	Hall	B	

• Emax	=	6	GeV	
• Imax=200μA	
• CLAS	detector

EG1a	experiment	
• September	to	December	
1998	

• E=2.565	GeV	
• I	=	2	nA	
• Beam	pol	70%

Jefferson Lab Six individually instrumented sectors

Toroidal magnetic field

Multi-particle final states

Large acceptance
Emax = 6 GeV

Imax = 200µA

Beam polarization 80%

C
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S

C
EB
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• NH3	target	
• Pt=+39%,	-55%	
• DNP	polarization	
• 12C	and	empty	
targets	

The	polarized	target
Polarized target

polarized by DNP in
direction of beam

5 Tesla magnetic fi eld
He-4 cooling bath T=1 K

fi eld uniformity dB
B ∼ 10−4

NH3 : Pt = +79% and −72%
12C and empty target cell for
background studies

Angela Biselli - APS Meeting, March 2006, Dallas – p.5/25



The	analysis
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The	analysis
Well	known	things	now,	not	so	well	
known	back	then:	
• Carbon	normalization	
• CC	inefficiencies	
• PbPt	extraction	
• Acceptance	

~e~p ! ep⇡0

45° and 70°. The remaining elastic radiative events were
removed by means of a cut on the reconstructed electron
scattering angle (!) "32#. This cut removed 15% of the origi-
nal dataset.

E. Fiducial cuts and acceptance corrections

The efficiency can vary by more than an order of magni-
tude near the boundaries of the six azimuthal sectors of
CLAS, therefore only events in the region where the accep-
tance is uniform were included. Limiting electrons to this
fiducial region, gives an elastic scattering cross section that
is consistent with the world’s data to within a few percent.
Although the objective of the present analysis is to extract
asymmetries, a good understanding of the acceptance is nec-
essary. Calculating the asymmetries involves integrations
over ranges in Q2, $*, !*, and W, and since the acceptance
is a function of these variables, it does not cancel out when
ratios of the integrated quantities are taken. Fiducial cuts
define a region in ! and $ depending on the momentum for
both the electron and the proton. The area inside the line in
Fig. 6%a& is an example of the region selected by the fiducial

cuts for electrons detected in the first CLAS sector and with
momenta between 1.9 GeV/c and 2.1 GeV/c . The cuts not
only remove data close to the sector boundaries, but further
remove events from regions where scintillators are inefficient
or which have other tracking inefficiencies. Figure 6%b& dis-
plays the effect of a cut to remove an inefficient scintillator
in the third CLAS sector. The total amount of data removed
by the fiducial cuts for events with one electron and one
proton and W!1.4 GeV/c2 is of the order of 60%. Data
were $ acceptance corrected event by event using an ana-
lytical calculation based on the assumption that acceptance
within the fiducial region is 100%. Figure 7 shows the ac-
ceptance as a function of $* and !* calculated for two in-
tervals in Q2 within a W range of 1.1–1.3 GeV/c2.

F. Experimental definition of the asymmetries

The experimentally measured number of counts, Ni j , are
grouped according to different combinations of beam %i& and
target %j& polarizations. Under the assumption of constant ef-
ficiency, these may be written in terms of the cross sections
in Eqs. %7& as

FIG. 6. %Color& %a& $ vs ! for electrons in the first CLAS sector for a momentum %p& bin from 1.9 to 2.1 GeV/c . The line indicates the
cut applied to remove the external fringes and the depletion due to CC inefficiencies. %b& p vs ! for electrons in the third CLAS sector after
applying the cut shown in %a&. The region inside the two lines corresponds to an inefficient scintillator.
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FIG. 7. Acceptance calculation for two intervals in Q2 for 1.1 GeV/c2!W!1.3 GeV/c2. The lower interval has a region around $*
"0° where the acceptance is zero.
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where #0
N and #e

N are the contributions from the scattering
from 15N and the liquid helium coolant, and Pa and Pb are
the magnitudes of positive and negative target polarizations,
respectively. The left-hand sides of these equations (Ni j)
have been normalized to the same total beam charge. The
asymmetries may be written in terms of these quantities as
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where
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and

&#2"1!%$. "13$

Extraction of the nuclear background cross section #0
N and

constant % are discussed in the next two sections.

G. Background subtraction

The data have a large background #0
N due to scattering

from 15N and the helium cooling bath. Data taken with 12C
and 4He targets were used to remove this contribution.
While the 12C and 15N targets had similar radiation lengths,
they displaced different amounts of helium. A two-step pro-
cedure to handle this problem was employed. The first step
was to determine how to add 12C and empty target data
properly in order to have the same ratio of heavier nuclei and
helium as in the 15NH3 data. Using a calculation based on
the target thicknesses, densities, and window contributions,
the background spectrum was calculated as NBG#NC
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FIG. 8. "a$ Exclusive W spectra for 15NH3 "circles$ and 12C "triangles$. The spectra are normalized to each other using the integrals of
the W tails in the range 0.6 GeV/c2 to 0.85 GeV/c2. "b$ Overlay of MX

2 spectra for 15NH3 "circles$ and 12C "triangles$. The 12C was
normalized using the constant found from the W tail integrals.
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FIG. 9. The product !PePt! as a function of Q2 for positive
"filled circles$ and negative "open triangles$ target polarization runs.
The six values for each polarization were fitted with a constant in
order to obtain the average values PePt

a#0.275$0.007 and PePt
b

#"0.385$0.008. The values for the '2 per degree of freedom of
the fits were 5.884/5 and 11.87/5, respectively "note suppressed
zero$.
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The	results
0.5 GeV2 < Q2 < 0.9 GeV2 0.9 GeV2 < Q2 < 1.5 GeV2

At

Aet

Asymmetries	integrated	over	cos(θ*)

Models:	
—Maid	2000	
-	-	Sato	Lee	
._.	DM

Aet	characterized	by	M1+2		well	know	from	x-section	
At	sensitivity	to	background	multipolesCarlo simulation in order to improve the model representa-

tion of the data. The difference between asymmetries calcu-
lated with radiative and nonradiative events revealed that ra-
diative corrections influence the data by at most a few
percent.

V. RESULTS

Data for a beam energy of 2.565 GeV, within the
!(1232) region (1.1 GeV/c2!W!1.3 GeV/c2), span a
range in momentum transfer Q2 from 0.4 GeV2/c2 to
1.5 GeV2/c2, as can be seen in Fig. 10. The data were di-
vided in two Q2 bins, 0.5 GeV2/c2!Q2!0.9 GeV2/c2 and
0.9 GeV2/c2!Q2!1.5 GeV2/c2, and the asymmetries At
and Aet were extracted according to the definitions in Eqs.
"11# as a function of the angle of the pion in the center of
mass $*, integrated over cos %*, and conversely as a func-
tion of cos %*, integrated over $*. The Q2 dependences in-
tegrated over $* and cos %* were extracted as well. The
results are shown in Figs. 11–13 and listed in Tables II–VI.
The beam asymmetry was not extracted because it could not
be separated from the background stemming from !(1232)
→&"p that is produced by the scattering of neutrons in 15N.
According to Eq. "7# the asymmetries depend on sin$*,

cos$*, sin 2$*, and cos 2$*, giving a well defined func-
tional dependence in $* that is model independent, and the
data were found to agree with this expectation. The target
asymmetry was found to be an odd function, and a fit to the

function (A cos$*sin$*#B sin$*#C sin3$*)/D#E cos$*
#F cos 2$* gave '2 per number of degree of freedom "ndf#
values of 7.9/9 and 15.4/9 for the low and high Q2 bin re-
spectively. The double spin asymmetry was fitted with the
even function (A#B cos$*#C cos2$*)/D#E cos$*
#F cos 2$* and the values '2/ndf$4.4/9 for 0.5 GeV2/c2
!Q2!0.9 GeV2/c2 and 4.8/7 for 0.9 GeV2/c2!Q2

!1.5 GeV2/c2 were found.

A. Comparison with models

As noted in the Introduction, comparisons of the present
results with four theoretical approaches were carried out.
These include MAID2000 (1) "MAID#, an effective Lagrang-
ian model (4) "DM#, and the dynamical models of SL (2,5)
and DMT (3).

B. !2 comparison

All the models predict the correct sign and the correct
order of magnitude, but do not yield equally good overall fits
to the data. A simultaneous '2 comparison of all angular
distributions, as well as the Q2 distributions were performed
to establish quantitatively which model gives the best de-
scription of the data. A '2 comparison for subsets of the
experimental distributions was performed as well to under-
stand the model sensitivity to the different asymmetries. In
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FIG. 11. Asymmetries At and Aet as a function of the center-of-mass angle of the pion $* integrated over cos %* for 0.5 GeV2/c2
!Q2!0.9 GeV2/c2 "left# and 0.9 GeV2/c2!Q2!1.5 GeV2/c2 "right#. The curves represent the predictions from the MAID2000 model
"solid#, the Davidson-Mukhopadhyay model "dash-dotted#, the Sato-Lee model "dashed#, and the DMT model "dotted#.

A. BISELLI et al. PHYSICAL REVIEW C 68, 035202 "2003#
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(Paul’s	favorite	question)What	is	the	next	step?

The	eg1b	experiment
• Same	setup	
• Ebeam=1.6,	2.5,	4.2,	5.7	GeV	
• Both	in-bending	and	out-bending	
• Both	NH3,	ND3	
• Beam	polarization	70%	
• NH3	polarization	~70%	
• Run	in	2000

~e~p ! ep⇡0

• Ebeam=1.6	GeV	in-bending		
• Both	NH3	
• three	Q2	bins	
• seven	W	bins		

• 4	in	the	delta	region	
• 3	from	1.3	to	1.7	GeV

First	measurement	of	the	target	and	double	spin	
asymmetries	in	the	region	above	the	Δ(1232)	resonance	

Biselli	et	al.	Phys.	Rev.	C	78,	045204
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The	results

• Asymmetries	extracted	in	
3x8x10x15	bins.		

• ~2400	non-zero	data	points	for	
each	asymmetry	

A. S. BISELLI et al. PHYSICAL REVIEW C 78, 045204 (2008)

beam polarization is measured with the Møller polarimeter
and it is know with an accuracy of 2%, which results in a
systematic uncertainty on the asymmetry up to 2%. The target
polarization, extracted from the product PePt as described in
Sec. V F, has a systematic and statistical uncertainty associated
with it. The statistical uncertainty gives a negligible systematic
variation of the asymmetry, whereas the systematic error due
to the uncertainty of the ratio GE/GM and to the carbon
normalization gives a total systematic uncertainty on the
asymmetry of 3.2%.

Another source of error is the model dependence of the bin
centering correction. To study this effect a different model,
MAID03, was used for the correction and the difference
was assigned as a systematic uncertainty. A point by point
variation from 1 to 15% was found depending on the W
range and the asymmetry considered. For the most part
these uncertainties were negligible compared to the statistical
error.

The multipion background correction requires an estimate
of the number of events contaminating the pion sample, fback.
The fraction has both a statistical and systematic uncertainty
that contributes to the systematic uncertainty of the asymmetry.
The main source of systematic uncertainty was the assumption
that the background does not depend on the polar angle of the
pion in the center-of-mass, θ∗. An overall uncertainty of 20%
was assigned to fback, to account for fluctuations in different
cos θ∗ intervals. A change of this amount causes a point-by-
point variation in the asymmetry up to 10%, most of the time
negligible compared to the statistical uncertainty.

The effect of cuts was studied as well, in particular the
fiducial and missing mass cuts. To study the impact of these
cuts on the analysis, the asymmetries were measured using
complementary cuts and compared to each other. The two sets
of data points were found statistically compatible and therefore
no systematic uncertainty was assigned.

The overall systematic uncertainties were found by combin-
ing the different contributions in quadrature and are reported
point by point in the CLAS Physics Data Base [36]. It was
found that the systematic uncertainties were smaller than the
statistical ones for most of the data points.

VI. RESULTS

Target (At ) and double spin (Aet) asymmetries were
measured as a function of the invariant mass W , the momentum
transfer squared Q2, and the center-of-mass pion angles, θ∗

and φ∗. The data were divided into 8 bins in W, 3 bins in Q2,
10 bins in cos θ∗, and 15 bins in φ∗. The results consist of
2435 data points for each asymmetry, after eliminating bins
with nearly zero acceptance. Table I summarizes the binning
and Fig. 7 illustrates the kinematic coverage in Q2 and W .

The results were compared with five theoretical approaches:
MAID07, MAID03, MAID00, and the DMT model every-
where, and the Sato and Lee model in the #(1232) region.
Figures 8 and 9 show a sample of the results as a function
of cos θ∗. The error bars indicate the statistical uncertainties,
whereas the brown boxes indicate the systematic uncertainties.
The complete numerical results are reported in the CLAS

TABLE I. Binning for the 1.6 − GeV data set.

Bin Range Bin size No. of bins

1.1–1.3 GeV 0.05 GeV 4
W 1.3–1.7 GeV 0.10 GeV 4

0.187–0.317 GeV2 0.130 GeV2 1
Q2 0.317–0.452 GeV2 0.135 GeV2 1

0.452–0.770 GeV2 0.318 GeV2 1
cos θ∗ −1.0–1.0 0.2 10
φ∗ −180◦–180◦ 24◦ 15

W [GeV]
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FIG. 7. (Color online) Kinematic coverage in Q2 and W . The
dashed lines indicate how the data were subdivided.
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FIG. 8. (Color online) The target asymmetries At for Q2 =
0.385 GeV2, φ∗ = 120◦, and invariant masses W = 1.225 GeV
(a) and W = 1.35 GeV2 (b). Systematic uncertainties are shown
as shaded bars. The curves correspond to the MAID07 (solid),
DMT (dotted), Sato and Lee (dashed), and MAID03 (dashed dotted)
calculations.
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FIG. 9. (Color online) The target asymmetries Aet for Q2 =
0.252 GeV2, φ∗ = 120◦, and invariant masses W = 1.225 GeV (a)
and W = 1.65 GeV (b). Systematic uncertainties are shown as shaded
bars. The curves correspond to the MAID07 (solid), DMT (dotted),
Sato and Lee (dashed), and MAID03 (dashed dotted) calculations.
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beam polarization is measured with the Møller polarimeter
and it is know with an accuracy of 2%, which results in a
systematic uncertainty on the asymmetry up to 2%. The target
polarization, extracted from the product PePt as described in
Sec. V F, has a systematic and statistical uncertainty associated
with it. The statistical uncertainty gives a negligible systematic
variation of the asymmetry, whereas the systematic error due
to the uncertainty of the ratio GE/GM and to the carbon
normalization gives a total systematic uncertainty on the
asymmetry of 3.2%.

Another source of error is the model dependence of the bin
centering correction. To study this effect a different model,
MAID03, was used for the correction and the difference
was assigned as a systematic uncertainty. A point by point
variation from 1 to 15% was found depending on the W
range and the asymmetry considered. For the most part
these uncertainties were negligible compared to the statistical
error.

The multipion background correction requires an estimate
of the number of events contaminating the pion sample, fback.
The fraction has both a statistical and systematic uncertainty
that contributes to the systematic uncertainty of the asymmetry.
The main source of systematic uncertainty was the assumption
that the background does not depend on the polar angle of the
pion in the center-of-mass, θ∗. An overall uncertainty of 20%
was assigned to fback, to account for fluctuations in different
cos θ∗ intervals. A change of this amount causes a point-by-
point variation in the asymmetry up to 10%, most of the time
negligible compared to the statistical uncertainty.

The effect of cuts was studied as well, in particular the
fiducial and missing mass cuts. To study the impact of these
cuts on the analysis, the asymmetries were measured using
complementary cuts and compared to each other. The two sets
of data points were found statistically compatible and therefore
no systematic uncertainty was assigned.

The overall systematic uncertainties were found by combin-
ing the different contributions in quadrature and are reported
point by point in the CLAS Physics Data Base [36]. It was
found that the systematic uncertainties were smaller than the
statistical ones for most of the data points.

VI. RESULTS

Target (At ) and double spin (Aet) asymmetries were
measured as a function of the invariant mass W , the momentum
transfer squared Q2, and the center-of-mass pion angles, θ∗

and φ∗. The data were divided into 8 bins in W, 3 bins in Q2,
10 bins in cos θ∗, and 15 bins in φ∗. The results consist of
2435 data points for each asymmetry, after eliminating bins
with nearly zero acceptance. Table I summarizes the binning
and Fig. 7 illustrates the kinematic coverage in Q2 and W .

The results were compared with five theoretical approaches:
MAID07, MAID03, MAID00, and the DMT model every-
where, and the Sato and Lee model in the #(1232) region.
Figures 8 and 9 show a sample of the results as a function
of cos θ∗. The error bars indicate the statistical uncertainties,
whereas the brown boxes indicate the systematic uncertainties.
The complete numerical results are reported in the CLAS

TABLE I. Binning for the 1.6 − GeV data set.

Bin Range Bin size No. of bins

1.1–1.3 GeV 0.05 GeV 4
W 1.3–1.7 GeV 0.10 GeV 4

0.187–0.317 GeV2 0.130 GeV2 1
Q2 0.317–0.452 GeV2 0.135 GeV2 1

0.452–0.770 GeV2 0.318 GeV2 1
cos θ∗ −1.0–1.0 0.2 10
φ∗ −180◦–180◦ 24◦ 15
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FIG. 7. (Color online) Kinematic coverage in Q2 and W . The
dashed lines indicate how the data were subdivided.
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as shaded bars. The curves correspond to the MAID07 (solid),
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beam polarization is measured with the Møller polarimeter
and it is know with an accuracy of 2%, which results in a
systematic uncertainty on the asymmetry up to 2%. The target
polarization, extracted from the product PePt as described in
Sec. V F, has a systematic and statistical uncertainty associated
with it. The statistical uncertainty gives a negligible systematic
variation of the asymmetry, whereas the systematic error due
to the uncertainty of the ratio GE/GM and to the carbon
normalization gives a total systematic uncertainty on the
asymmetry of 3.2%.

Another source of error is the model dependence of the bin
centering correction. To study this effect a different model,
MAID03, was used for the correction and the difference
was assigned as a systematic uncertainty. A point by point
variation from 1 to 15% was found depending on the W
range and the asymmetry considered. For the most part
these uncertainties were negligible compared to the statistical
error.

The multipion background correction requires an estimate
of the number of events contaminating the pion sample, fback.
The fraction has both a statistical and systematic uncertainty
that contributes to the systematic uncertainty of the asymmetry.
The main source of systematic uncertainty was the assumption
that the background does not depend on the polar angle of the
pion in the center-of-mass, θ∗. An overall uncertainty of 20%
was assigned to fback, to account for fluctuations in different
cos θ∗ intervals. A change of this amount causes a point-by-
point variation in the asymmetry up to 10%, most of the time
negligible compared to the statistical uncertainty.

The effect of cuts was studied as well, in particular the
fiducial and missing mass cuts. To study the impact of these
cuts on the analysis, the asymmetries were measured using
complementary cuts and compared to each other. The two sets
of data points were found statistically compatible and therefore
no systematic uncertainty was assigned.

The overall systematic uncertainties were found by combin-
ing the different contributions in quadrature and are reported
point by point in the CLAS Physics Data Base [36]. It was
found that the systematic uncertainties were smaller than the
statistical ones for most of the data points.

VI. RESULTS

Target (At ) and double spin (Aet) asymmetries were
measured as a function of the invariant mass W , the momentum
transfer squared Q2, and the center-of-mass pion angles, θ∗

and φ∗. The data were divided into 8 bins in W, 3 bins in Q2,
10 bins in cos θ∗, and 15 bins in φ∗. The results consist of
2435 data points for each asymmetry, after eliminating bins
with nearly zero acceptance. Table I summarizes the binning
and Fig. 7 illustrates the kinematic coverage in Q2 and W .

The results were compared with five theoretical approaches:
MAID07, MAID03, MAID00, and the DMT model every-
where, and the Sato and Lee model in the #(1232) region.
Figures 8 and 9 show a sample of the results as a function
of cos θ∗. The error bars indicate the statistical uncertainties,
whereas the brown boxes indicate the systematic uncertainties.
The complete numerical results are reported in the CLAS

TABLE I. Binning for the 1.6 − GeV data set.

Bin Range Bin size No. of bins

1.1–1.3 GeV 0.05 GeV 4
W 1.3–1.7 GeV 0.10 GeV 4

0.187–0.317 GeV2 0.130 GeV2 1
Q2 0.317–0.452 GeV2 0.135 GeV2 1

0.452–0.770 GeV2 0.318 GeV2 1
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FIG. 10. Aet as a function of the invariant mass W , integrated over
the whole range in cos θ∗, Q2, and 60◦ < φ∗ < 156◦. The curves
correspond to the MAID07 (solid), DMT (dotted), Sato and Lee
(dashed), MAID03 (dashed dotted), MAID00 (long-dashed-dotted)
calculations. The long-dashed curve is the MAID00 calculation
without the D13(1520) contribution.

Physics Data Base [36]. We see that the models reproduce well
the general trends of the data. The asymmetry signs and the
sign changes are generally predicted correctly. Discrepancies
are visible at the quantitative level and are different for different
models as discussed in Sec. VI A. This shows the sensitivity of
this data set to the specific model ingredients for the resonant
and nonresonant amplitudes in the first, second, and third
resonance regions.

Integrated asymmetries were also extracted as a function
of the invariant mass W and the momentum transfer Q2. The
asymmetries as a function of the invariant mass were calculated
integrating over the whole range in cos θ∗,Q2, and over a
partial range in φ∗ from 60◦ to 156◦ to avoid regions with
acceptance less than 2%. Figures 10 and 11 show the results
compared to the models. The asymmetries as a function of
the momentum transfer were calculated integrating over the
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FIG. 11. At as a function of the invariant mass W , integrated
over the whole range in cos θ∗, Q2, and 60◦ < φ∗ < 156◦. The
curves correspond to the MAID07 (solid), DMT (dotted), Sato and
Lee (dashed), MAID03 (dashed dotted), and MAID00 (long-dashed-
dotted) calculations.

whole range in cos θ∗, over a partial range in φ∗ from 60◦ to
156◦, and over 12 bins in W from 1.1 to 1.7 GeV in steps of
0.05 GeV. Figures 12 and 13 show the results compared to the
models.

Figure 12 shows the Q2 dependence of the double spin
asymmetry Aet for 12 bins in W . The negative asymmetry
and the approximate linear dependence on Q2, as well as
the negative slope observed in the region of the #(1232)
resonance, are well described by all models. In the mass
region of the Roper resonance P11(1440), and the D13(1520)
and S11(1535) resonances at 1.45 < W < 1.60 GeV, the
asymmetry is large, positive, and increases rapidly with Q2.
The DMT and MAID models all underestimate the magnitude.
The strength of the P11(1440) in this low Q2 range is known
to be small [6], and the S11(1535) has been well measured in η
electroproduction. The excitation strength of the D13(1520)
and the relative strength of the A1/2 and A3/2 amplitudes
of this resonance are the main source of uncertainty. The
discrepancy with model parametrizations is likely related to
an overestimation of the relative strength of the dominant
A3/2 amplitude in comparison with the A1/2. This sensitivity
to the dominant A3/2 amplitudes is also shown in Fig. 10,
where the magnitude of the computed Aet increases without
the D13(1520) resonance contribution, bringing it in better
agreement with the data in the mass range near 1520 MeV.
In the mass range 1.6 < W < 1.7 GeV the F15(1680) is the
dominant resonance. The asymmetry increases rapidly with Q2

and changes sign at Q2 ∼ 0.35 GeV2. The MAID07 model
approximately describes the Q2 dependence, including the
sign change. We remark that the observed behavior of Aet with
Q2 in the region above the #(1232) is consistent with the
behavior measured in the nπ+ channel [30].

The target asymmetry At depends on the imaginary part of
interferences involving resonant and nonresonant amplitudes,
and its interpretation is less straightforward than the double
spin asymmetry. The asymmetry At is shown in Fig. 13 as
a function of Q2. There is not a simple explanation of the
discrepancies between the models and data for this observable,
as the results may depend on the phases of amplitudes that are
also strongly energy-dependent. In contrast to the double spin
asymmetry, At is well described in the mass region of the
#(1232) only by the SL model, while the DMT and MAID
parametrizations show significant discrepancies with the data.
The higher-mass regions are reasonably well described by
the MAID parametrizations, whereas the DMT model shows
strong discrepancies, including the wrong sign for the four
higher-mass bins.

A. χ 2 comparison

To evaluate in a more rigorous way how well the models
describe the data, a χ2 comparison was performed. The χ2

was defined as:

χ2 =
∑

i

(
xdata

i − xmodel
i

)2

(
σ data

i

)2 , (24)

where xdata
i is the value of each experimental point for all

the asymmetries and xmodel
i is the corresponding value of the
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(dashed), MAID03 (dashed dotted), MAID00 (long-dashed-dotted)
calculations. The long-dashed curve is the MAID00 calculation
without the D13(1520) contribution.

Physics Data Base [36]. We see that the models reproduce well
the general trends of the data. The asymmetry signs and the
sign changes are generally predicted correctly. Discrepancies
are visible at the quantitative level and are different for different
models as discussed in Sec. VI A. This shows the sensitivity of
this data set to the specific model ingredients for the resonant
and nonresonant amplitudes in the first, second, and third
resonance regions.

Integrated asymmetries were also extracted as a function
of the invariant mass W and the momentum transfer Q2. The
asymmetries as a function of the invariant mass were calculated
integrating over the whole range in cos θ∗,Q2, and over a
partial range in φ∗ from 60◦ to 156◦ to avoid regions with
acceptance less than 2%. Figures 10 and 11 show the results
compared to the models. The asymmetries as a function of
the momentum transfer were calculated integrating over the
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whole range in cos θ∗, over a partial range in φ∗ from 60◦ to
156◦, and over 12 bins in W from 1.1 to 1.7 GeV in steps of
0.05 GeV. Figures 12 and 13 show the results compared to the
models.

Figure 12 shows the Q2 dependence of the double spin
asymmetry Aet for 12 bins in W . The negative asymmetry
and the approximate linear dependence on Q2, as well as
the negative slope observed in the region of the #(1232)
resonance, are well described by all models. In the mass
region of the Roper resonance P11(1440), and the D13(1520)
and S11(1535) resonances at 1.45 < W < 1.60 GeV, the
asymmetry is large, positive, and increases rapidly with Q2.
The DMT and MAID models all underestimate the magnitude.
The strength of the P11(1440) in this low Q2 range is known
to be small [6], and the S11(1535) has been well measured in η
electroproduction. The excitation strength of the D13(1520)
and the relative strength of the A1/2 and A3/2 amplitudes
of this resonance are the main source of uncertainty. The
discrepancy with model parametrizations is likely related to
an overestimation of the relative strength of the dominant
A3/2 amplitude in comparison with the A1/2. This sensitivity
to the dominant A3/2 amplitudes is also shown in Fig. 10,
where the magnitude of the computed Aet increases without
the D13(1520) resonance contribution, bringing it in better
agreement with the data in the mass range near 1520 MeV.
In the mass range 1.6 < W < 1.7 GeV the F15(1680) is the
dominant resonance. The asymmetry increases rapidly with Q2

and changes sign at Q2 ∼ 0.35 GeV2. The MAID07 model
approximately describes the Q2 dependence, including the
sign change. We remark that the observed behavior of Aet with
Q2 in the region above the #(1232) is consistent with the
behavior measured in the nπ+ channel [30].

The target asymmetry At depends on the imaginary part of
interferences involving resonant and nonresonant amplitudes,
and its interpretation is less straightforward than the double
spin asymmetry. The asymmetry At is shown in Fig. 13 as
a function of Q2. There is not a simple explanation of the
discrepancies between the models and data for this observable,
as the results may depend on the phases of amplitudes that are
also strongly energy-dependent. In contrast to the double spin
asymmetry, At is well described in the mass region of the
#(1232) only by the SL model, while the DMT and MAID
parametrizations show significant discrepancies with the data.
The higher-mass regions are reasonably well described by
the MAID parametrizations, whereas the DMT model shows
strong discrepancies, including the wrong sign for the four
higher-mass bins.

A. χ 2 comparison

To evaluate in a more rigorous way how well the models
describe the data, a χ2 comparison was performed. The χ2

was defined as:

χ2 =
∑

i

(
xdata

i − xmodel
i

)2

(
σ data

i

)2 , (24)

where xdata
i is the value of each experimental point for all

the asymmetries and xmodel
i is the corresponding value of the
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• At	agreement	with	MAID



14

The	results	Aet	vs	Q2

A. S. BISELLI et al. PHYSICAL REVIEW C 78, 045204 (2008)

TABLE II. χ 2 per number of degree of freedom (ndf) comparison
between the data and the five models.

Model At Aet At Aet

W < 1.3 GeV W > 1.3 GeV
ndf = 1306 ndf = 1129

MAID07 1.98 1.04 0.99 1.30
MAID03 1.75 1.05 1.20 1.86
MAID00 1.97 1.03 1.97 1.07
SL 1.00 1.05 – –
DMT 2.09 1.02 1.71 1.17

theoretical prediction. Because the model is given without
errors, only the experimental statistical uncertainties σ data

i

were used in the denominator. The comparison gave the
results listed in Table II. The calculation led us to make
a few conclusions about the models. First, in the #(1232)
region, all the models are in good agreement with the
measured double spin asymmetry, Aet. This is not surprising
because Aet is dominated by the resonance multipoles (i.e.,
|M1+|2, Re{E∗

1+M1+}) [31] that dominate the unpolarized
cross section. Because the model fits are based on unpolarized
cross sections, this agreement is expected. At higher W none of
the models give a consistently good description of the data for
both the target and the double spin asymmetry. The MAID07
parametrization shows improvements for At over previous
versions, whereas Aet is not as well reproduced as by the
older MAID00 version. At this level it is not possible to draw
further conclusions and only including these data in a new
global fit for these models will give a better understanding of
the sensitivity of the data and possibly identify the origin of the
discrepancies.

VII. SUMMARY

In this article we have presented a set of longitudinal
target polarization asymmetries At and beam-target double
polarization asymmetries Aet for the reaction ep → epπ0

covering the first, second, and part of the third nucleon
resonance regions in a wide range of azimuthal and polar
center-of-mass angles for the final state π0. The data also
cover a range in photon virtuality Q2. For the first time, target
polarization asymmetries have been measured in the resonance
region and in the mass range above the #(1232) resonance. The
new data complement the already published results obtained
in the #(1232) region [13] for different kinematics. Longitu-
dinal target asymmetries and beam-target asymmetries were
measured in 2435 bins each. The polarization asymmetries
show strong sensitivity to both resonant and nonresonant
amplitudes and are highly selective of model parametrizations
for amplitudes underlying the π0 electroproduction process.
Due to the large number of data points, only samples of specific
kinematics and integrated quantities are compared with model
predictions. Although the models agree well with the double
spin asymmetries in the #(1232) mass region, three of the four
models surveyed have a substantial disagreement beyond the
#(1232) region and all models show a significant disagreement
with the single spin target asymmetry data. The discrepan-
cies, when quantified using the statistical interpretation from
Ref. [37] of the χ2 values in Table II above, amount to less than
a 5% probability that the measured double spin asymmetry data
set Aet would be consistent with any of the given models for
W above the #(1232). For the single spin target asymmetry
At the probability is less than 59%. The full impact of the
complete data set on our understanding of the nucleon structure
in the regime of strong QCD and confinement can be obtained
only by including these new data sets in global analyses that
incorporate all exclusive pion electroproduction cross sections
and polarization observables. This effort is currently underway
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FIG. 12. Aet as a function of the photon
virtuality Q2, integrated over the whole range in
cos θ∗, 60◦ < φ∗ < 156◦, and 12 invariant mass
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The curves correspond to the MAID07 (solid),
DMT (dotted), Sato and Lee (dashed), and
MAID03 (dashed dotted) calculations.
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Δ(1232)	region:		
• linear,	negative	slope	,	well	described	by	all	models	
Higher	resonance	region:	
• positive	slope,	rapidly	increasing	with	Q2,	models	underestimate	the	magnitude	
• Sensitivity	to	the	relative	strength	of	the	A1/2	A3/2	of	the	D13(1520)
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FIG. 13. At as a function of the photon
virtuality Q2, integrated over the whole range in
cos θ∗, 60◦ < φ∗ < 156◦, and 12 invariant mass
regions from 1.1 to 1.7 GeV in steps of 0.05
GeV. The curves correspond to the MAID07
(solid), DMT (dotted), Sato and Lee (dashed),
and MAID03 (dashed dotted) calculations.

and is the subject of forthcoming publications [38]. The full
set of data is available at the CLAS Physics Data Base [36].
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48].
In the range of Q

2 covered by the data [7] (Table II),
there is no information on the helicity amplitudes for
the resonances from the third resonance region. The
data [7] cover only part of this region and do not allow
us to extract reliably the corresponding amplitudes (ex-
cept those for N(1680)F15). For the �

⇤

p! N(1440)P11,
N(1520)D13, and N(1535)S11 amplitudes extracted from
the data [7], the evaluation of the uncertainties caused by
the lack of information on the resonances from the third
resonance region is described in Sec. V.

Finally, we extract the �

⇤

p ! �(1232)P33 amplitudes
from the data reported in Tables III and IV. These
are low Q

2 data for ⇡

0 and ⇡

+ electroproduction dif-
ferential cross sections [6] and data for ⇡

0 electroproduc-
tion di↵erential cross sections at Q

2 = 1.15, 1.45 GeV2

[1] and 3 � 6 GeV2 [5]. In the analysis of these data,
the influence of higher resonances on the results for the
�(1232)P33 was evaluated by employing the spread of the
�

⇤

p ! N(1440)P11, N(1520)D13, and N(1535)S11 am-
plitudes obtained in the previous stages of our analysis
of the data from Tables I and II.

Although the data for Q

2 = 0.75 � 1.45 GeV2 (Table
IV) cover a wide range in W , the absence of ⇡

+ electro-
production data for these Q

2, except Q

2 = 0.9 GeV2,
does not allow us to extract the amplitudes for the
N(1440)P11, N(1520)D13, N(1535)S11 resonances with
model uncertainties comparable to those for the am-
plitudes found from the data of Tables I and II. For
Q

2 ' 0.95 GeV2, there are DESY ⇡

+ electroproduction
data [43], which cover the second and third resonance
regions, allowing us to extract amplitudes for all reso-
nances from the first and second resonance regions at
Q

2 = 0.9 � 0.95 GeV2. To evaluate the uncertainties
caused by the higher mass resonances, we have used for
Q

2 = 0.9�0.95 GeV2 the same procedure as for the data
from Table II.

III. ANALYSIS APPROACHES

The approaches we use to analyse the data, DR and
UIM, are described in detail in Refs. [40, 41] and were
successfully employed in Refs. [40–42] for the analyses
of pion-photoproduction and low-Q2-electroproduction
data. In this Section we discuss certain aspects in these
approaches that need a di↵erent treatment as we move
to higher Q

2.

A. Dispersion relations

We use fixed-t dispersion relations for invariant ampli-
tudes defined in accordance with the following definition
of the electromagnetic current I

µ for the �

⇤

N ! ⇡N

Number

of data �

2

N

Obser- Q2 W points Ref.
vable (GeV2) (GeV) (N) DR UIM

d�

d⌦ (⇡+) 0.3 1.1-1.55 2364 2.06 1.93 [4]
A

t

(⇡0) 0.252 1.125-1.55 594 1.36 1.48 [8]
A

et

(⇡0) 0.252 1.125-1.55 598 1.19 1.23 [8]
d�

d⌦ (⇡0) 0.4 1.1-1.68 3530 1.23 1.24 [1]
d�

d⌦ (⇡+) 0.4 1.1-1.55 2308 1.92 1.64 [4]
A

LT

0(⇡0) 0.4 1.1-1.66 956 1.24 1.18 [2]
A

LT

0(⇡+) 0.4 1.1-1.66 918 1.28 1.19 [3]
A

t

(⇡0) 0.385 1.125-1.55 696 1.40 1.61 [8]
A

et

(⇡0) 0.385 1.125-1.55 692 1.22 1.25 [8]
d�

d⌦ (⇡0) 0.525 1.1-1.66 3377 1.33 1.35 [1]
d�

d⌦ (⇡+) 0.5 1.1-1.51 2158 1.51 1.48 [4]
d�

d⌦ (⇡0) 0.65 1.1-1.68 6149 1.09 1.14 [1]
d�

d⌦ (⇡+) 0.6 1.1-1.41 1484 1.21 1.24 [4]
d�

d⌦ (⇡+) ' 0.6 1.4-1.76 477 1.72 1.74 [43]
A

LT

0(⇡0) 0.65 1.1-1.66 805 1.09 1.13 [2]
A

LT

0(⇡+) 0.65 1.1-1.66 812 1.09 1.04 [3]
A

t

(⇡0) 0.611 1.125-1.55 930 1.38 1.40 [8]
A

et

(⇡0) 0.611 1.125-1.55 923 1.26 1.28 [8]

TABLE I: The data sets included in the first stage of the
analysis, as discussed in the text. The columns correspond-
ing to DR and UIM show the results for �2 per data point
obtained, respectively, using fixed-t dispersions relations and
the unitary isobar model described in Sec. III.

Number of �2/N
Obser- Q2 W data points
vable (GeV2) (GeV) (N) DR UIM

d�

d⌦ (⇡+) 1.72 1.11-1.69 3530 2.3 2.5
2.05 1.11-1.69 5123 2.3 2.2
2.44 1.11-1.69 5452 2.0 2.0
2.91 1.11-1.69 5484 1.9 2.1
3.48 1.11-1.69 5482 1.3 1.4
4.16 1.11-1.69 5778 1.1 1.1

A
LT

0(⇡+) 1.72 1.12-1.68 699 2.9 3.0
2.05 1.12-1.68 721 3.0 2.9
2.44 1.12-1.68 725 3.0 3.0
2.91 1.12-1.68 767 2.7 2.7
3.48 1.12-1.68 623 2.4 2.3

TABLE II: The ~ep! en⇡+ data from Ref. [7].

process [49]:

I

µ ⌘ ū(p2)�5Iµ

u(p1)�⇡

, (1)
Iµ = B1

2 [�µ

k/� k/�

µ] + 2P

µ

B2 + 2q

µ

B3 (2)
+2k

µ

B4 � �

µ

B5 + k/P

µ

B6 + k/k

µ

B7 + k/q

µ

B8,

where k, q, p1, p2 are the four-momenta of the virtual
photon, pion, and initial and final nucleons, respectively;
P = 1

2 (p1 + p2), B1(s, t,Q2), B2(s, t,Q2), ...B8(s, t,Q2)
are the invariant amplitudes that are functions of the
invariant variables s = (k+p1)2, t = (k�q)2, Q

2 ⌘ �k

2;
u(p1), u(p2) are the Dirac spinors of the initial and final
state nucleon, and �

⇡

is the pion field.
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FIG. 8: Our results for the longitudinal target asymmetry A
t

in comparison with experimental data for Q2 = 0.385 GeV2

[8]. Solid (dashed) curves correspond to the results obtained using DR (UIM) approach. Rows correspond to 7 W
bins with W mean values of 1.125, 1.175, 1.225, 1.275, 1.35, 1.45, and 1.55 GeV. Columns correspond to � bins with
� = ±720,±960,±1200,±1440,±1680. The solid circles are the average values of the data for positive �’s and those at
negative �’s taken with opposite signs.

Q2 �2/d.p.
(GeV2)

DR UIM MAID2007

0.4 2.0 2.3 2.6
0.75 1.3 1.8 1.3
1.45 0.9 1.1 1.0
3 1.6 1.9 4.8
4.2 1.5 1.8 2.9
5 1.0 1.3 2.6

TABLE XIII: Our results obtained within DR and UIM, and
the results of the MAID2007 solution [39] for �2 per data
point for �

LT

at W = 1.23 GeV for ep! ep⇡0 data [1, 5].

spherical symmetry in the N and (or) �(1232) wave func-
tions. In this connection it is interesting that both dy-
namical models [25, 27] give practically zero ‘bare’ values
for R

EM

(as well as for R

SM

). The entire E

3/2
1+ ampli-

tude in these models is due to the quadrupole deforma-

tion that arises through the interaction of the photon
with the meson cloud.

The knowledge of the Q

2 behavior of the ratios
R

EM

, R

SM

is of great interest as a measure of the Q

2

scale where the asymptotic domain of QCD may set in
for this resonance transition. In the pQCD asymptotics
R

EM

! 100% and R

SM

! const. The measured val-
ues of R

EM

, R

SM

show that in the range Q

2
< 6 GeV2,

there is no sign of an approach to the asymptotic pQCD
regime in either of these ratios.

B. N(1440)P11 resonance

The results for the �

⇤

p ! N(1440)P11 helicity am-
plitudes are presented in Fig. 13. The high Q

2 am-
plitudes (Q2 = 1.72 � 4.16 GeV2) and the results for
Q

2 = 0.4, 0.65 GeV2 were already presented and dis-
cussed in Refs. [41, 82]. In the present paper the data for
Q

2 = 0.4, 0.65 GeV2 were reanalysed taking into account
the recent CLAS polarization measurements on the tar-
get and beam-target asymmetries [8]. Also included are

Fits	results	for	At	an	Aet	
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FIG. 9: Our results for the beam-target asymmetry A
et

in comparison with experimental data for Q2 = 0.385 GeV2 [8]. Solid
(dashed) curves correspond to the results obtained using DR (UIM) approach. Rows correspond to 7 W bins with W mean values
of 1.125, 1.175, 1.225, 1.275, 1.35, 1.45, and 1.55 GeV. Columns correspond to � bins with � = ±720,±960,±1200,±1440,±1680.
The average values of the data for positive and negative �’s are shown by solid circles.

new results extracted at Q

2 = 0.3, 0.525, 0.9 GeV2.
By quantum numbers, the most natural classification

of the Roper resonance in the constituent quark model is
a first radial excitation of the 3q ground state. How-
ever, the di�culties of quark models to describe the
low mass and large width of the N(1440)P11, and also
its photocouplings to the proton and neutron, gave rise
to numerous speculations. Alternative descriptions of
this state as a gluonic baryon excitation [30, 31], or a
hadronic N� molecule [33], were suggested. The CLAS
measurements, for the first time, made possible the de-
termination of the electroexcitation amplitudes of the
Roper resonance on the proton up to Q

2 = 4.5 GeV2.
These results are crucial for the understanding of the na-
ture of this state. There are several specific features in
the extracted �

⇤

p ! N(1440)P11 amplitudes that are
very important to test models. First, the specific behav-
ior of the transverse amplitude A1/2, which being large
and negative at Q

2 = 0, becomes large and positive at
Q

2 ' 2 GeV2, and then drops slowly with Q

2. Sec-
ond, the relative sign between the longitudinal S1/2 and
transverse A1/2 amplitudes. And third, the common sign
of the amplitudes A1/2, S1/2 extracted from the data on

�

⇤

p ! ⇡N includes signs from the �

⇤

p ! N(1440)P11

and N(1440)P11 ! ⇡N vertices; both signs should be
taken into account while comparing with model predic-
tions. All these characteristics are described by the light-
front relativistic quark models of Refs. [15, 19] assuming
that N(1440)P11 is the first radial excitation of the 3q

ground state. Although the models [15, 19] fail to de-
scribe numerically the data at small Q

2, this can have the
natural explanation in the meson-cloud contributions,
which are expected to be large for low Q

2 [83].

C. N(1535)S11 resonance

For the first time, the �

⇤

N ! N(1535)S11 trans-
verse helicity amplitude has been extracted from the
⇡ electroproduction data in a wide range of Q

2 (Fig.
14), and the results confirm the Q

2-dependence of this
amplitude observed in ⌘ electroproduction. Numerical
comparison of the results extracted from the ⇡ and ⌘

photo- and electroproduction data depends on the rela-
tion between the branching ratios to the ⇡N and ⌘N

channels. Consequently, it contains an arbitrariness con-

At	and	Aet	vs	cos(θ)	for	Q2=	
0.385	GeV2		
	

W

φ
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FIG. 7: A
t

(left panel) and A
et

(right panel) as functions of the invariant mass W , integrated over the whole range in cos ✓,
0.252 < Q2 < 0.611 GeV2 and 600 < � < 1560. Experimental data are form Ref. [8]. Solid and dashed curves correspond to
our results obtained using DR and UIM approaches, respectively.

Q2 A1/2 A3/2 S1/2

(GeV2)

0.3 �52.9± 1.8± 1.7 76.1± 2.2± 1.7 �46.1± 2.4± 2.9
0.4 �58.3± 1.8± 2.1 69.1± 1.8± 2.1 �41.7± 2.0± 2.6
0.5 �60.4± 2.1± 1.7 58.5± 1.8± 2.2 �37.5± 2.5± 2.7
0.65 �65.2± 1.7± 2.0 53.1± 1.5± 2.1 �35.1± 2.0± 2.9
0.9 �61.9± 2.3± 4.1 44.4± 2.6± 3.0 �31.6± 3.2± 3.8
1.72 �40.6± 1.2± 4.0 20.0± 1.2± 3.6 �10.5± 1.0± 2.8
2.05 �38.5± 1.5± 2.9 17.0± 1.5± 2.8 �8.2± 1.5± 2.7
2.44 �36.3± 1.3± 2.5 12.3± 1.7± 2.3 �4.6± 1.8± 1.9
2.91 �31.9± 1.8± 2.6 7.7± 2.0± 3.4 �2.8± 2.0± 1.6
3.48 �23.6± 2.2± 3.1 6.8± 2.1± 5.5 �4.0± 2.5± 2.6
4.16 �20.0± 4.1± 3.2 5.5± 3.1± 7.3 �1.6± 4.7± 3.2

TABLE XII: The average values of the �⇤p ! N(1520)D13

helicity amplitudes found using DR and UIM (in units of
10�3GeV�1/2). The first uncertainty is statistical, and the
second one is the model uncertainty discussed in Sec. VI.

ously in inclusive measurements.
Fig. 10 shows the long-standing discrepancy between

the measured G

⇤

M

(Q2) and the constituent quark model
predictions; here in comparison with the LF relativistic
quark model of Ref. [18]. Within dynamical reaction
models [25–28], the meson-cloud contribution was identi-
fied as the source of this discrepancy. The importance of
the pion (cloud) contribution for the �

⇤

p! �(1232)P33

transition is confirmed also by the lattice QCD calcu-
lations [29]. In Fig. 10, the results of the dynamical
model of Ref. [27] are plotted. They show the total am-
plitude (‘dressed’ form factor) and the amplitude with
the subtracted meson-cloud contribution (‘bare’ form fac-
tor). Very close results are obtained within the dynami-

cal model of Refs. [25, 26]. The meson-cloud contribution
makes up more than 30% of the total amplitude at the
photon point, and remains sizeable while Q

2 increases.
Figure 10 also shows the prediction [37] obtained in

the large-N
c

limit of QCD, by relating the N ! � and
N ! N GPDs. A quantitative description of G

⇤

M

(Q2) is
obtained in the whole Q

2 range.
A consistent picture emerges from the data for the ra-

tios R

EM

and R

SM

: R

EM

remains negative, small and
nearly constant in the entire range 0 < Q

2
< 6 GeV2;

R

SM

remains negative, but its magnitude strongly rises
at high Q

2. It should be mentioned that the observed
behavior of R

SM

at large Q

2 sharply disagrees with the
solution of MAID2007 [39] based on the same data set.
The magnitude of the relevant amplitude S

3/2
1+ can be di-

rectly checked using the data for the structure function
�

LT

, whose cos ✓ behavior at W = 1.23 GeV is dominated
by the interference of this amplitude with M

3/2
1+ :

D

LT

1 (ep! ep⇡

0) ⇡ 8
3

⇣
S

3/2
1+

⌘
⇤

M

3/2
1+ . (29)

The comparison of the experimental data for the
ep ! ep⇡

0 structure functions with our results and the
MAID2007 solution is shown in Figs. 11 and 12. At
Q

2 = 0.4�1.45 GeV2 (Fig. 11), MAID2007 describes the
angular behavior of �

LT

. However, it increasingly under-
estimates the strong cos ✓ dependence of this structure
function with rising Q

2, which is the direct consequence
of the small values of R

SM

in the MAID2007 solution.
At Q

2 � 3 GeV2 this is demonstrated in Fig. 12. In
terms of �

2 per data point for �

LT

at W = 1.23 GeV,
the situation is presented in Table XIII.

In constituent quark models, the nonzero magnitude
of E

3/2
1+ can arise only due to a deformation of the SU(6)

Fits	results	for	At	an	Aet	vs	W

• Smaller	magnitude	of	S1/2	for	the	Roper	
• Larger	A1/2	and	smaller	|S1/2|	amplitudes	for	γ	p	→	N(1535)S11	
transition	

• Minor	impact	on	the	γ∗p	→	∆(1232)P33	and	N(1520)D13	
amplitudes

—	DR	
-	-	UIM
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TABLE I. Composition of the three targets used in this analysis,
in units of g/cm2 as a function of the total length of the target L (range
1.8–2.2 cm) and effective ammonia length lA (range 0.53–0.73 cm).

Target NH3 ND3 He Al C

NH3 0.917lA – 0.145(L − lA) 0.09 –
ND3 – 1.056lA 0.145(L − lA) 0.09 –
Carbon – – 0.145(L − 0.23) 0.09 0.499

momentum, q⃗ is the momentum transfer to the scattered
electron, and p⃗π is the detected pion momentum.

Following the conventions of the MAID group [15], the
beam and target asymmetries can be expressed as

ALL = −σez/σ0, (2)

AUL = σz/σ0, (3)

where

σez =
√

2ϵ(1 − ϵ)[PxσT L′x cos(φ∗) + PyσT L′y sin(φ∗)

+PzσT L′z cos(φ∗)] +
√

1 − ϵ2(PxσT T ′x + PzσT T ′z),

σz =
√

2ϵ(1 + ϵ)(PxσT Lx sin(φ∗) + PyσT Ly cos(φ∗)

+PzσT Lz sin(φ∗)) + ϵ(PxσT T x sin(2φ∗)

+PyσT Ty cos(2φ∗) + PzσT T z sin(2φ∗))

+Py(σTy + ϵσLy),

and

σ0 = σT + ϵσL +
√

2ϵ(1 + ϵ) cos(φ∗)σT L

+ ϵ cos(2φ∗)σT T ,

where the direction cosines are defined as Pz = cos(θq), Py =
− sin(θq) sin(φ∗), and Px = sin(θq) cos(φ∗), and the virtual

TABLE II. Run period names, electron beam energy, and CLAS
torus current of the different parts of the experiment analyzed. Also
listed are the product of the absolute value of beam and target
polarization for the polarized proton and deuteron runs (see Sec. IV F).
The last two columns list the ratios of bound protons in the NH3 and
carbon targets (Rp

A>2) and bound neutrons in the ND3 and carbon
targets (Rd

A>2) (see Sec. IV H for full details).

Run period Beam energy I torus PBPT (p) PBPT (d) R
p
A>2 Rd

A>2

Part 1p6i 1.603 GeV 1500 A 0.55 0.21 0.86 0.99
(Part 1p6o) 1.603 GeV −1500 A – – – –
Part 1p7o 1.721 GeV −1500 A 0.58 0.21 0.81 0.99
Part 2p2i 2.285 GeV 1500 A 0.50 – 0.86 –
Part 2p5i 2.559 GeV 1500 A – 0.21 – 0.99
Part 2p5o 2.559 GeV –1500 A 0.61 0.25 0.86 1.01
Part 4p2i 4.236 GeV 2250 A 0.54 0.18 0.85 0.99
Part 4p2o 4.236 GeV –2250 A 0.55 0.18 0.88 1.01
Part 5p6i 5.612 GeV 2250 A 0.50 0.20 0.815 0.99
Part 5p72i 5.722 GeV 2250 A 0.50 0.20 0.815 0.99
Part 5p72o 5.722 GeV –2250 A 0.50 0.19 0.83 0.99
(Part 5p74o) 5.740 GeV –2250 A 0.50 0.19 – –

TABLE III. Particles to be identified for each of the topologies of
this analysis.

Topology Final state particles

ep → eπ+n Electron, π+, neutron
ed → eπ−p(p) Electron, π−, proton
ep → eπ+(n) Electron, π+

ed → eπ−(pp) Electron, π−

photon polarization as

ϵ = 1/[1 + 2(1 + ν2/Q2) tan2(θe)],

where ν is the virtual photon energy. The angles θe and θq are
relative to the beam line direction for the scattered electron
and the momentum transfer, respectively. The cross sections
σL,σT ,σT L, σT T ,σT L′ , and σT T ′ are functions of the three
variables W,Q2, and θ∗.

In the case of π− electroproduction from polarized
deuterons, the above relations do not account for modifications
from the proper treatment of the deuteron wave function
(including the D state in particular) as well as final state
interactions (such as charge-exchange reactions). These effects
should be taken into account when interpreting the asymme-
tries presented in this paper in terms of reduced cross sections.

III. EXPERIMENT

The “eg1b” experiment used 1.6- to 5.7-GeV longitudinally
polarized electrons from CEBAF at Jefferson Lab impinging
on a 0.02 radiation length longitudinally polarized solid
ammonia target immersed in liquid helium [16]. The target
polarization direction is along the incident electron direction,
not the direction of the momentum transfer vector, resulting

FIG. 1. Electron-pion missing mass spectra from Part 4p2o for
the topology ep → eπ+n (a) and topology ep → eπ+(n) (b). Counts
from the ammonia NH3 target are shown as the solid circles and counts
from the carbon target (scaled by the ratio of integrated luminosities
on bound nucleons) are shown as the open circles.
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FIG. 14. Same as Fig. 13, except for a beam energy range of 2.2–2.5 GeV.

Part 4p2o. The dashed lines show the cuts used to optimize the
signal-to-background ratio. The kinematic dependence of the
angular resolution was found to be sufficiently weak to justify
the use of a single cut value for all kinematic values. The cut
values are listed in Table V.

D. Kinematic binning

The kinematic range of the experiment is 1.1 < W <
2.6 GeV and 0.05 < Q2 < 5 GeV2. As shown in Fig. 5, the
range in Q2 changes with W . We therefore made six bins in
Q2, where the limits correspond to electron scattering angles
of 7.5, 10.0, 13.3, 17.6, 23.4, 31.0, and 42.0 degrees. To study
possible resonance structure in the ep → eπ+n reaction, we
used nominal W bins of width 0.03, 0.04, or 0.05 GeV for
beam energies near 1.7, 2.5, and 4.2–5.7 GeV, respectively.
The bin widths increase slightly for W > 2 GeV. These bin
sizes are comparable to the experimental resolution. For the
ed → eπ−p(p) reaction, we used W bin widths that are three
times larger than for the ep → eπ+n reaction (i.e., 0.09, 0.12,
or 0.15 GeV). This sacrifice was made so the majority of bins

had at least 10 counts (the minimum needed for Gaussian
statistical uncertainties).

An examination of event rates showed a strong forward
peaking in cos(θ∗) for all the topologies studied, roughly
independent of (W,Q2). We use 12 bins in cos(θ∗), with
boundaries at −1.0, −0.8, −0.6, −0.4, −0.2, 0, 0.2, 0.4,
0.6, 0.7, 0.8, 0.9, and 0.995. Finer bins in cos(θ∗) were
used for cos(θ∗) > 0 because the cross sections tend to be
forward peaked, especially at the higher values of W and
Q2. Because the pion polar angle was limited to 48 degrees
in the laboratory frame, most of the bins with cos(θ∗) < 0
are empty. The uppermost boundary of 0.995 was chosen
instead of 1.0 because the average resolution in φ∗ becomes
worse than 30 degrees above cos(θ∗) = 0.995, making it
increasingly problematic to determine the φ∗ dependence of
spin asymmetries at very forward angles.

We use 12 bins in φ∗, equally spaced between 0 and 2π .
We chose 12 bins to be able to distinguish between terms
proportional to sin(φ∗) and those proportional to sin(2φ∗).

For most bins, the average values of (W,Q2, cos(θ∗),φ∗,ϵ)
are very close to the bin centers. No bin-centering corrections
were applied to the data. Instead, the count-weighted average
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TABLE I. Composition of the three targets used in this analysis,
in units of g/cm2 as a function of the total length of the target L (range
1.8–2.2 cm) and effective ammonia length lA (range 0.53–0.73 cm).

Target NH3 ND3 He Al C

NH3 0.917lA – 0.145(L − lA) 0.09 –
ND3 – 1.056lA 0.145(L − lA) 0.09 –
Carbon – – 0.145(L − 0.23) 0.09 0.499

momentum, q⃗ is the momentum transfer to the scattered
electron, and p⃗π is the detected pion momentum.

Following the conventions of the MAID group [15], the
beam and target asymmetries can be expressed as

ALL = −σez/σ0, (2)

AUL = σz/σ0, (3)

where

σez =
√

2ϵ(1 − ϵ)[PxσT L′x cos(φ∗) + PyσT L′y sin(φ∗)

+PzσT L′z cos(φ∗)] +
√

1 − ϵ2(PxσT T ′x + PzσT T ′z),

σz =
√

2ϵ(1 + ϵ)(PxσT Lx sin(φ∗) + PyσT Ly cos(φ∗)

+PzσT Lz sin(φ∗)) + ϵ(PxσT T x sin(2φ∗)

+PyσT Ty cos(2φ∗) + PzσT T z sin(2φ∗))

+Py(σTy + ϵσLy),

and

σ0 = σT + ϵσL +
√

2ϵ(1 + ϵ) cos(φ∗)σT L

+ ϵ cos(2φ∗)σT T ,

where the direction cosines are defined as Pz = cos(θq), Py =
− sin(θq) sin(φ∗), and Px = sin(θq) cos(φ∗), and the virtual

TABLE II. Run period names, electron beam energy, and CLAS
torus current of the different parts of the experiment analyzed. Also
listed are the product of the absolute value of beam and target
polarization for the polarized proton and deuteron runs (see Sec. IV F).
The last two columns list the ratios of bound protons in the NH3 and
carbon targets (Rp

A>2) and bound neutrons in the ND3 and carbon
targets (Rd

A>2) (see Sec. IV H for full details).

Run period Beam energy I torus PBPT (p) PBPT (d) R
p
A>2 Rd

A>2

Part 1p6i 1.603 GeV 1500 A 0.55 0.21 0.86 0.99
(Part 1p6o) 1.603 GeV −1500 A – – – –
Part 1p7o 1.721 GeV −1500 A 0.58 0.21 0.81 0.99
Part 2p2i 2.285 GeV 1500 A 0.50 – 0.86 –
Part 2p5i 2.559 GeV 1500 A – 0.21 – 0.99
Part 2p5o 2.559 GeV –1500 A 0.61 0.25 0.86 1.01
Part 4p2i 4.236 GeV 2250 A 0.54 0.18 0.85 0.99
Part 4p2o 4.236 GeV –2250 A 0.55 0.18 0.88 1.01
Part 5p6i 5.612 GeV 2250 A 0.50 0.20 0.815 0.99
Part 5p72i 5.722 GeV 2250 A 0.50 0.20 0.815 0.99
Part 5p72o 5.722 GeV –2250 A 0.50 0.19 0.83 0.99
(Part 5p74o) 5.740 GeV –2250 A 0.50 0.19 – –

TABLE III. Particles to be identified for each of the topologies of
this analysis.

Topology Final state particles

ep → eπ+n Electron, π+, neutron
ed → eπ−p(p) Electron, π−, proton
ep → eπ+(n) Electron, π+

ed → eπ−(pp) Electron, π−

photon polarization as

ϵ = 1/[1 + 2(1 + ν2/Q2) tan2(θe)],

where ν is the virtual photon energy. The angles θe and θq are
relative to the beam line direction for the scattered electron
and the momentum transfer, respectively. The cross sections
σL,σT ,σT L, σT T ,σT L′ , and σT T ′ are functions of the three
variables W,Q2, and θ∗.

In the case of π− electroproduction from polarized
deuterons, the above relations do not account for modifications
from the proper treatment of the deuteron wave function
(including the D state in particular) as well as final state
interactions (such as charge-exchange reactions). These effects
should be taken into account when interpreting the asymme-
tries presented in this paper in terms of reduced cross sections.

III. EXPERIMENT

The “eg1b” experiment used 1.6- to 5.7-GeV longitudinally
polarized electrons from CEBAF at Jefferson Lab impinging
on a 0.02 radiation length longitudinally polarized solid
ammonia target immersed in liquid helium [16]. The target
polarization direction is along the incident electron direction,
not the direction of the momentum transfer vector, resulting

FIG. 1. Electron-pion missing mass spectra from Part 4p2o for
the topology ep → eπ+n (a) and topology ep → eπ+(n) (b). Counts
from the ammonia NH3 target are shown as the solid circles and counts
from the carbon target (scaled by the ratio of integrated luminosities
on bound nucleons) are shown as the open circles.
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