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Introduction

� Run 1 of the LHC provided us with a rich set of results
→ Rise of the precision era for rare decays

� Selective set of results with Run 1 and plans with Run 2 data and
beyond in light of current anomalies

K.A. Petridis (UoB) Flavour Trends 2017 Paris 2 / 21



LHCb signal yields
channel Run 1 Run 2 Run 3,4 (50fb−1)
B0 → K∗0(K+π−)µ+µ− 2,400 9,000 80,000
B0 → K∗+(K 0

Sπ
+)µ+µ− 160 600 5,500

B0 → K 0
Sµ

+µ− 180 650 5,500
B+ → K+µ+µ− 4,700 17,500 150,000
Λb → Λµ+µ− 370 1500 10,000
B+ → π+µ+µ− 93 350 3,000
B0

s → µ+µ− 15 60 500
B0 → K∗0e+e− (low q2) 150 550 5,000
Bs → φγ 4,000 15,000 150,000

Naively scaling with luminosity and linear scaling of σbb̄ with
√

s. Extrapolated yields rounded to the nearest 50/500

� Our measurements of dB/dq2 obtained by normalising rare yield to that of
normalisation channel B → J/ψK∗

� For higher statistics decays, dominant uncertainty of integrated BF is the
knowledge of B(B → J/ψK∗)
→ More b → s`` decays in Run 1 than B → J/ψK∗ of B-factories!

� Dominant systematic uncertainty on BFs: Knowledge equivalent J/ψ BF
→ Belle2 could help here also resolving isospin asymmetries at Υ(4S) M.Jung
[1510.03423]

� With the LHCb upgrade even “tough” modes will be sufficiently populated
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An intriguing set of results

1. Measurements of differential branching fractions of B → K (∗)µ+µ−,
Λb → Λµ+µ−, Bs → φµ+µ−

� 1σ to 3σ depending on final state

2. Tests of lepton universality between B+ → K+µ+µ− and B+ → K+e+e−

� 2.6σ

3. Angular analyses of B → K (∗0)µ+µ−, Bs → φµ+µ−, Λb → Λµ+µ−

� ∼ 3σ
Measurements form a consistent picture.
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Interpretations
� Several attempts to interpret b → sµ+µ− and b → sγ data
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Figure 1 – Allowed regions in the Re(CNP
9 )-Re(CNP

10 ) plane (left) and the Re(CNP
9 )-Re(C0

9) plane (right). The blue
contours correspond to the 1 and 2� best fit regions from the global fit. The green and red contours correspond
to the 1 and 2� regions if only branching ratio data or only data on B ! K⇤µ+µ� angular observables is taken
into account.

(including braching ratios and non-LHCb measurements) into sets with data below 2.3 GeV2,
between 2 and 4.3 GeV2, between 4 and 6 GeV2, and above 15 GeV2 (the slight overlap of the
bins, caused by changing binning conventions over time, is of no concern as correlations are
treated consistently). The resulting 1� regions are shown in fig. 2 (the fit for the region between
6 and 8 GeV2 is shown for completeness as well but only as a dashed box because we assume
non-perturbative charm e↵ects to be out of control in this region and thus do not include this
data in our global fit). We make some qualitative observations, noting that these will have to
be made more robust by a dedicated numerical analysis.

• The NP hypothesis requires a q2 independent shift in C9. At roughly 1�, this hypothesis
seems to be consistent with the data.

• If the tensions with the data were due to errors in the form factor determinations, naively
one should expect the deviations to dominate at one end of the kinematical range where
one method of form factor calculation (lattice at high q2 and LCSR at low q2) dominates.
Instead, if at all, the tensions seem to be more prominent at intermediate q2 values where
both complementary methods are near their domain of validity and in fact give consistent
predictions15.

• There does seem to be a systematic increase of the preferred range for C9 at q2 below
the J/ resonance, increasing as this resonance is approached. Qualitatively, this is the
behaviour expected from non-factorizable charm loop contributions. However, the central
value of this e↵ect would have to be significantly larger than expected on the basis of
existing estimates 20,21,22,23,24, as conjectured earlier 23.

Concerning the last point, it is important to note that a charm loop e↵ect does not have to
modify the H� and H0 helicity amplitudese in the same way (as a shift in C9 induced by NP
would). Repeating the above exercise and allowing a q2-dependent shift of C9 only in one of
these amplitudes, one finds that the resulting corrections would have to be huge and of the same
sign. It thus seems that, if the tensions are due to a charm loop e↵ect, this must contribute to
both the H� and H0 helicity amplitude with the same sign as a negative NP contribution to C9.

eThe modification of the H+ amplitude is expected to be suppressed 22,24.

Altmannshofer,Straub[1503.06199]

� Modified vector coupling CNP
9 6= 0

at ∼ 4σ
→ New vector Z ′, leptoquarks,
vector-like confinement...
Buttazzo et al [1604.03940], Bauer et al
[PRL116,141802(2016)], Crivellin et al
[PRL114,151801(2015)], Altmannshofer et al
[PRD89(2014)095033]...

Could the SM errors be wrong?  

•  Largest individual uncertainty on P5’ from cc-loop effects  

•  But in reality: 
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Note however 
that can’t just 
effect P5’- would 
see correlated 
effect in other 
observables 

� Potential problem with our
understanding of the contribution
from B → Xcc̄ (→ µµ)K Lyon,Zwicky
[1406.0566], Altmannshofer,Straub[1503.06199],
Ciuchini et al [1512.07157]...

→ Mimics vector-like new physics
effects (corrections to C9)
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Impact on dilepton vector coupling

� Dependence of observables on vector couplings enters through
C eff

9 = C9 + Y (q2)

→ Y (q2) summarises contributions from bsq̄q operators

P. Owen

Effects of    
• At low q2, main contribution is from the J/ψ. 

• Using simple B-W model, get large contributions all the way down 
to q2=0. 

• At high q2 get large (positive) contribution from heavy      resonances.

5

of the resonances that are subsequently anal-
ysed, resolution e↵ects are neglected. While
the  (2S) state is narrow, the large branching
fraction means that its non-Gaussian tail is
significant and hard to model. The  (2S) con-
tamination is reduced to a negligible level by
requiring mµ+µ� > 3770 MeV/c2. This dimuon
mass range is defined as the low recoil region
used in this analysis.

In order to estimate the amount of back-
ground present in the mµ+µ� spectrum, an un-
binned extended maximum likelihood fit is per-
formed to the K+µ+µ� mass distribution with-
out the B+ mass constraint. The signal shape
is taken from a mass fit to the B+!  (2S)K+

mode in data with the shape parameterised
as the sum of two Crystal Ball functions [17],
with common tail parameters, but di↵erent
widths. The Gaussian width of the two compo-
nents is increased by 5 % for the fit to the low
recoil region as determined from simulation.
The low recoil region contains 1830 candidates
in the signal mass window, with a signal to
background ratio of 7.8.

The dimuon mass distribution in the low
recoil region is shown in Fig. 1. Two peaks
are visible, one at the low edge corresponding
to the expected decay  (3770) ! µ+µ� and
a wide peak at a higher mass. In all fits, a
vector resonance component corresponding to
this decay is included. Several fits are made to
the distribution. The first introduces a vector
resonance with unknown parameters. Subse-
quent fits look at the compatibility of the data
with the hypothesis that the peaking structure
is due to known resonances.

The non-resonant part of the mass fits con-
tains a vector and axial vector component. Of
these, only the vector component will inter-
fere with the resonance. The probability den-
sity function (PDF) of the signal component
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Figure 1: Dimuon mass distribution of data with
fit results overlaid for the fit that includes con-
tributions from the non-resonant vector and ax-
ial vector components, and the  (3770),  (4040),
and  (4160) resonances. Interference terms are
included and the relative strong phases are left
free in the fit.

is given as

Psig / P (mµ+µ�) |A|2 f 2(m2
µ+µ�) , (1)

|A|2 = |AV
nr +

X

k

ei�kAk
r |2 + |AAV

nr |2 , (2)

where AV
nr and AAV

nr are the vector and axial
vector amplitudes of the non-resonant decay.
The shape of the non-resonant signal in mµ+µ�

is driven by phase space, P (mµ+µ�), and the
form factor, f(m2

µ+µ�). The parametrisation of
Ref. [18] is used to describe the dimuon mass
dependence of the form factor. This form fac-
tor parametrisation is consistent with recent
lattice calculations [19]. In the SM at low re-
coil, the ratio of the vector and axial vector
contributions to the non-resonant component is
expected to have negligible dependence on the
dimuon mass. The vector component accounts
for (45± 6) % of the di↵erential branching frac-
tion in the SM (see, for example, Ref. [20]).
This estimate of the vector component is as-
sumed in the fit.

The total vector amplitude is formed by sum-
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Phys. Rev. Lett. 111, 112003 (2013)
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Phase = phase at pole + π/2
(Same convention as this ref)

� At low q2 main culprit is the J/ψ

→ Corrections to C eff
9 (∆C9) all

the way down to q2 = 0
→ Effect strongly dependent on
relative phase with penguin

� More data will help resolve
apparent q2 dependence of C9
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Measuring phase differences [Eur. Phys.J. C(2017)77:161]

� Measure relative phase between narrow resonances and penguin amplitudes
� Use expression of differential decay rate in terms of short- and long-distance

contributions
→ Model resonances as relativistic Breit–Wigners multiplied by relative scale
and phase inspired by Lyon Zwicky [1406.0566], Hiller et al. [1606.00775]

→ C eff
9 =

∑

j

ηje
iδjAres(q2) + C9
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Fig. 3 Fits to the dimuon mass
distribution for the four different
phase combinations that
describe the data equally well.
The plots show cases where the
J/ψ and ψ(2S) phases are both
negative (top left); the J/ψ
phase is positive and the ψ(2S)
phase is negative (top right); the
J/ψ phase is negative and the
ψ(2S) phase is positive (bottom
left); and both phases are
positive (bottom right). The
component labelled interference
refers to the interference
between the short- and
long-distance contributions to
the decay. The χ2 value of the
four solutions is almost
identical, with a value of 110 for
78 degrees of freedom
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Table 3 Branching fractions
and phases for each resonance in
the fit for the four solutions of
the J/ψ and ψ(2S) phases.
Both statistical and systematic
contributions are included in the
uncertainties. There is a
common systematic uncertainty
of 4.5%, dominated by the
uncertainty on the
B+ → J/ψK+ branching
fraction, which provides the
normalisation for all
measurements

Resonance J/ψ negative/ψ(2S) negative J/ψ negative/ψ(2S) positive

Phase [rad] Branching fraction Phase [rad] Branching fraction

ρ(770) −0.35 ± 0.54 (1.71 ± 0.25) × 10−10 −0.30 ± 0.54 (1.71 ± 0.25) × 10−10

ω(782) 0.26 ± 0.39 (4.93 ± 0.59) × 10−10 0.30 ± 0.38 (4.93 ± 0.58) × 10−10

φ(1020) 0.47 ± 0.39 (2.53 ± 0.26) × 10−9 0.51 ± 0.37 (2.53 ± 0.26) × 10−9

J/ψ −1.66 ± 0.05 – −1.50 ± 0.05 –

ψ(2S) −1.93 ± 0.10 (4.64 ± 0.20) × 10−6 2.08 ± 0.11 (4.69 ± 0.20) × 10−6

ψ(3770) −2.13 ± 0.42 (1.38 ± 0.54) × 10−9 −2.89 ± 0.19 (1.67 ± 0.61) × 10−9

ψ(4040) −2.52 ± 0.66 (4.17 ± 2.72) × 10−10 −2.69 ± 0.52 (4.25 ± 2.83) × 10−10

ψ(4160) −1.90 ± 0.64 (2.61 ± 0.84) × 10−9 −2.13 ± 0.33 (2.67 ± 0.85) × 10−9

ψ(4415) −2.52 ± 0.36 (6.04 ± 3.93) × 10−10 −2.43 ± 0.43 (7.10 ± 4.48) × 10−10

Resonance J/ψ positive/ψ(2S) negative J/ψ positive/ ψ(2S) positive

Phase [rad] Branching fraction Phase [rad] Branching fraction

ρ(770) −0.26 ± 0.54 (1.71 ± 0.25) × 10−10 −0.22 ± 0.54 (1.71 ± 0.25) × 10−10

ω(782) 0.35 ± 0.39 (4.93 ± 0.58) × 10−10 0.38 ± 0.38 (4.93 ± 0.58) × 10−10

φ(1020) 0.58 ± 0.38 (2.53 ± 0.26) × 10−9 0.62 ± 0.37 (2.52 ± 0.26) × 10−9

J/ψ 1.47 ± 0.05 – 1.63 ± 0.05 –

ψ(2S) −2.21 ± 0.11 (4.63 ± 0.20) × 10−6 1.80 ± 0.10 (4.68 ± 0.20) × 10−6

ψ(3770) −2.40 ± 0.39 (1.39 ± 0.54) × 10−9 −2.95 ± 0.14 (1.68 ± 0.61) × 10−9

ψ(4040) −2.64 ± 0.50 (4.05 ± 2.76) × 10−10 −2.75 ± 0.48 (4.30 ± 2.86) × 10−10

ψ(4160) −2.11 ± 0.38 (2.62 ± 0.82) × 10−9 −2.28 ± 0.24 (2.68 ± 0.81) × 10−9

ψ(4415) −2.42 ± 0.46 (6.13 ± 3.98) × 10−10 −2.31 ± 0.48 (7.12 ± 4.94) × 10−10

123

� Fit dimuon spectrum of
B+ → K+µ+µ− to obtain:
→ Relative phases between
resonant and penguin amplitudes
→ C9 and C10

→ Further constrain lattice input
Bailey et al [PRD93,025026(2016] on
form-factor f+(q2)

� Note have 4 degenerate solutions for
phases depending on relative sign
between J/ψ and ψ(2s) phases

K.A. Petridis (UoB) Flavour Trends 2017 Paris 7 / 21



Measuring phase differences cont’d [Eur. Phys.J. C(2017)77:161]

� Results show minimal interference
with J/ψ and ψ(2S) resonances
→ Given this model, the J/ψ and
ψ(2S) resonances play
sub-dominant role below their pole
mass

� Phases of ψ(3770), ψ(4040),
ψ(4160) in good agreement with
Lyon Zwicky [1406.0566]

Eur. Phys. J. C   (2017) 77:161 Page 7 of 15  161 

Fig. 3 Fits to the dimuon mass
distribution for the four different
phase combinations that
describe the data equally well.
The plots show cases where the
J/ψ and ψ(2S) phases are both
negative (top left); the J/ψ
phase is positive and the ψ(2S)
phase is negative (top right); the
J/ψ phase is negative and the
ψ(2S) phase is positive (bottom
left); and both phases are
positive (bottom right). The
component labelled interference
refers to the interference
between the short- and
long-distance contributions to
the decay. The χ2 value of the
four solutions is almost
identical, with a value of 110 for
78 degrees of freedom
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Table 3 Branching fractions
and phases for each resonance in
the fit for the four solutions of
the J/ψ and ψ(2S) phases.
Both statistical and systematic
contributions are included in the
uncertainties. There is a
common systematic uncertainty
of 4.5%, dominated by the
uncertainty on the
B+ → J/ψK+ branching
fraction, which provides the
normalisation for all
measurements

Resonance J/ψ negative/ψ(2S) negative J/ψ negative/ψ(2S) positive

Phase [rad] Branching fraction Phase [rad] Branching fraction

ρ(770) −0.35 ± 0.54 (1.71 ± 0.25) × 10−10 −0.30 ± 0.54 (1.71 ± 0.25) × 10−10

ω(782) 0.26 ± 0.39 (4.93 ± 0.59) × 10−10 0.30 ± 0.38 (4.93 ± 0.58) × 10−10

φ(1020) 0.47 ± 0.39 (2.53 ± 0.26) × 10−9 0.51 ± 0.37 (2.53 ± 0.26) × 10−9

J/ψ −1.66 ± 0.05 – −1.50 ± 0.05 –

ψ(2S) −1.93 ± 0.10 (4.64 ± 0.20) × 10−6 2.08 ± 0.11 (4.69 ± 0.20) × 10−6

ψ(3770) −2.13 ± 0.42 (1.38 ± 0.54) × 10−9 −2.89 ± 0.19 (1.67 ± 0.61) × 10−9

ψ(4040) −2.52 ± 0.66 (4.17 ± 2.72) × 10−10 −2.69 ± 0.52 (4.25 ± 2.83) × 10−10

ψ(4160) −1.90 ± 0.64 (2.61 ± 0.84) × 10−9 −2.13 ± 0.33 (2.67 ± 0.85) × 10−9

ψ(4415) −2.52 ± 0.36 (6.04 ± 3.93) × 10−10 −2.43 ± 0.43 (7.10 ± 4.48) × 10−10

Resonance J/ψ positive/ψ(2S) negative J/ψ positive/ ψ(2S) positive

Phase [rad] Branching fraction Phase [rad] Branching fraction

ρ(770) −0.26 ± 0.54 (1.71 ± 0.25) × 10−10 −0.22 ± 0.54 (1.71 ± 0.25) × 10−10

ω(782) 0.35 ± 0.39 (4.93 ± 0.58) × 10−10 0.38 ± 0.38 (4.93 ± 0.58) × 10−10

φ(1020) 0.58 ± 0.38 (2.53 ± 0.26) × 10−9 0.62 ± 0.37 (2.52 ± 0.26) × 10−9

J/ψ 1.47 ± 0.05 – 1.63 ± 0.05 –

ψ(2S) −2.21 ± 0.11 (4.63 ± 0.20) × 10−6 1.80 ± 0.10 (4.68 ± 0.20) × 10−6

ψ(3770) −2.40 ± 0.39 (1.39 ± 0.54) × 10−9 −2.95 ± 0.14 (1.68 ± 0.61) × 10−9

ψ(4040) −2.64 ± 0.50 (4.05 ± 2.76) × 10−10 −2.75 ± 0.48 (4.30 ± 2.86) × 10−10

ψ(4160) −2.11 ± 0.38 (2.62 ± 0.82) × 10−9 −2.28 ± 0.24 (2.68 ± 0.81) × 10−9

ψ(4415) −2.42 ± 0.46 (6.13 ± 3.98) × 10−10 −2.31 ± 0.48 (7.12 ± 4.94) × 10−10

123
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Table 4 Coefficients of the form factor f+(q2) as introduced in Eq. 8
with both prior (from Ref. [42]) and posterior values shown

Coefficient Ref. [42] Fit result

b+0 0.466 ± 0.014 0.465 ± 0.013

b+1 −0.89 ± 0.13 −0.81 ± 0.05

b+2 −0.21 ± 0.55 0.03 ± 0.32
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Fig. 4 Two-dimensional likelihood profile for the Wilson coefficients
C9 and C10. The SM point is indicated by the blue marker. The intervals
correspond to χ2 probabilities with two degrees of freedom

A two-dimensional likelihood profile of C9 and C10 is also
obtained as shown in Fig. 4. The intervals correspond to
χ2 probabilities assuming two degrees of freedom. Only the
quadrant with C9 and C10 values around the SM prediction
is shown. The other quadrants can be obtained by mirror-
ing in the axes. The branching fraction of the short-distance
component provides a good constraint on the sum of |C9|2
and |C10|2 (see Eq. 1). This gives rise to the annular shape in
the likelihood profile in Fig. 4. In addition, there is a modest
ability for the fit to differentiate between C9 and C10 through
the interference of the C9 component with the resonances.
The visible interference pattern excludes very small values
of |C9|. Overall, the correlation between C9 and C10 is approx-
imately 90%. The best-fit point for the Wilson coefficients (in
a given quadrant of the C9 and C10 plane) and the correspond-
ing B+→ K+µ+µ− branching fraction are the same for the
four combinations of the J/ψ and ψ(2S) phases. Including
statistical and systematic uncertainties, the fit results deviate

from the SM prediction at the level of 3.0 standard devia-
tions. The uncertainty is dominated by the precision of the
form factors. The best-fit point prefers a value of |C10| that
is smaller than |CSM

10 | and a value of |C9| that is larger than
|CSM

9 |. However, if C10 is fixed to its SM value, the fit prefers
|C9| < |CSM

9 |. This is consistent with the results of global
fits to b→ sℓ+ℓ− processes. Given the model assumptions
in this paper, the interference with the J/ψ meson is not
able to explain the low value of the branching fraction of the
B+ → K+µ+µ− decay while keeping the values of C9 and
C10 at their SM predictions.

7 Systematic uncertainties

Sources of systematic uncertainty are considered separately
for the phase and branching fraction measurements. In both
cases, the largest systematic uncertainties are accounted for
in the statistical uncertainty as they are included as nuisance
parameters in the fit. For smaller sources of uncertainty, the
fit is repeated with variations of the inputs and the difference
is assigned as a systematic uncertainty. A summary of the
remaining systematic uncertainties can be found in Table 5.

The parameters governing the behaviour of the tails of
the resolution function are particularly correlated with the
phases. The systematic uncertainty on the resolution model
is included in the statistical uncertainty by allowing the reso-
lution parameter values to vary in the fit. If the tail parameters
are fixed to their central values, the statistical uncertainties
on the phase measurements decrease by approximately 20%.
The choice of parameterisation for the resolution model is
validated using a large sample of simulated events and no
additional uncertainty is assigned for the choice of model. For
the branching fraction measurement, the uncertainty arising
from the resolution model is negligible compared to other
sources of systematic uncertainty.

Similarly to the resolution model, the systematic uncer-
tainty associated with the knowledge of the f+(q2) form
factor is included in the statistical uncertainty. If the form-
factor parameters are fixed to their best-fit values, the statis-
tical uncertainties on the phases decrease by 4% (1%) for the
J/ψ (ψ(2S)) measurements. For the branching fraction, the
uncertainty is 2%, which is of similar size as the statistical
uncertainty.

Table 5 Summary of
systematic uncertainties. The
branching fraction refers to the
short-distance SM contribution.
A dash indicates that the
uncertainty is negligible

Source J/ψ phase ψ(2S) phase Branching fraction C9,10

Broad components 20 mrad 10 mrad 1.0% 0.05

Background model 10 mrad 10 mrad 1.0% 0.05

Efficiency model 3 mrad 10 mrad 1.0% 0.05

B(B+→ J/ψK+) – – 4.2% 0.19

123

� Constrains on C9 and C10
consistent agreement with other
global analyses [Straub et al Flavio]

� Interference with resonances
exclude C9 = 0 at more than 5σ!

� Significantly improve precision on
b+

1 and b+
2

� Working on measurement in
B0 → K∗0µ+µ−

� Phases per helicity amplitude
K.A. Petridis (UoB) Flavour Trends 2017 Paris 8 / 21
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Measurement of Bs → µ+µ− [arXiv:1703.05747]

� The process Bs → µ+µ− is both GIM and helicity suppressed in SM
� Small theoretical uncertainties (Lattice QCD for needed for B meson decay

constants)
→ Increased sensitivity to effects of new physics entering in dilepton
(pseudo-)scalar and axial-vector couplings

� Experimental challenge: Reduce huge
background from combinations of muons
from different B decays

� B(B → µX ) ∼ 10%
B(Bs → µ+µ−) ∼ 10−9

• Main challenge is to deal with huge background from random 
combinations of muons from different B decays. 

•                        ~ 10%,                               ~ 10-9.

6

B0
(s) ! µ+µ�analysis in a nutshell    

B(B0
s ! µ+µ�)B(B ! µX)

Signal discrimination: BDT 

� Goal is to differentiate signal events from combinatorial background bb→µµX 
 
 
 
 
 
 
 
 
 

� BDT training, choice of variable and BDT parameters optimization based on 
MC signal and bb→µµX background (new sample equivalent to 7 fb-1) 
 

� 12 variables used (previously 9) based on kinematic and topological 
information 

� chosen to avoid correlation with invariant mass 
 

 
 

Bs2MuMu @ LHCb Justine Serrano 9 

• Train multivariate selection to remove this.

• Dangerous peaking backgrounds from 
B—>hh and B—>µh.

• Normalise signal yield to B+ ! J/ K+

• Fit dimuon mass in bins of the multivariate response.

and                     with the ratio of  
Bs/B+ production fractions.

B0 ! K+⇡�

arXiv:1703.05747

→ Use a mulitvariate classifier to separate signal and background
→ Use of PID to reduce peaking backgrounds from B → hh, B → µh

K.A. Petridis (UoB) Flavour Trends 2017 Paris 9 / 21



New measurement with Run2 data [arXiv:1703.05747]

� Accounting for increase in cross-section: Run1+Run2∼ 1.75×Run1
� Improvements in isolation algorithem → lower backgrounds compared to

previous publication

� Fit dimuon mass in bins of
multivariate classifier to determine
signal yield

� Cross-check yields of peaking
backgrounds through control
samples in the data
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Figure 1: Mass distribution of the selected B0
(s) ! µ+µ� candidates (black dots) with BDT > 0.5.

The result of the fit is overlaid and the di↵erent components are detailed.

distribution is made with an exponential function multiplied by the acceptance function
of the detector. The B0

s candidates are selected using criteria similar to those applied
in the branching fraction analysis, the main di↵erences being a reduced dimuon mass
window, [5320, 6000] MeV/c2, and looser particle identification requirements on the muon
candidates. The former change allows the fit model for the B0

s ! µ+µ� signal to be
simplified by removing most of the B0 ! µ+µ� and exclusive background decays that
populate the lower dimuon mass region, while the latter increases the signal selection
e�ciency. Furthermore, instead of performing a fit in bins of BDT, a requirement of BDT
> 0.55 is imposed. All these changes minimise the statistical uncertainty on the measured
e↵ective lifetime. This selection results in a final sample of 42 candidates.

The mass fit includes the B0
s ! µ+µ� and combinatorial background components.

The parameterisations of the mass shapes are the same as used in the branching fraction
analysis. The correlation between the mass and the reconstructed decay time of the
selected candidates is less than 3%.

The variation of the trigger and selection e�ciency with decay time is corrected for in
the fit by introducing an acceptance function, determined from simulated signal events
that are weighted to match the properties of the events seen in data. The use of simulated
events to determine the decay-time acceptance function is validated by measuring the
e↵ective lifetime of B0 ! K+⇡� decays selected in data. The measured e↵ective lifetime
is 1.52 ± 0.03 ps, where the uncertainty is statistical only, consistent with the world
average [15]. The statistical uncertainty on the measured B0 ! K+⇡� lifetime is taken
as the systematic uncertainty associated with the use of simulated events to determine
the B0

s ! µ+µ� acceptance function.
The accuracy of the fit for the B0

s ! µ+µ� e↵ective lifetime is estimated using a
large number of simulated experiments with properties similar to those found in the

6
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New measurement with Run2 data [arXiv:1703.05747]

Nature 522, 68-72 New: LHCb 1703.05747

New                    results
• Using ratio of signal and normalisation yields and their 

efficiencies from simulation, determine branching fractions.

9

B0
(s) ! µ+µ�

• In general results consistent with the SM. 
• Also measure effective lifetime:                                                            , 

not yet enough data to be sensitive to NP.

1 Supplementary material630
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Extended Data Figure 6 | Likelihood contours for the ratios of the branching frac-

tions with respect to their SM prediction, in the SB0

SM versus SB0
s

SM plane. a, The
(black) cross marks the central value returned by the fit. The SM point is shown as the (red)

square located, by construction, at SB0

SM = SB0
s

SM = 1. Each contour encloses a region approxi-
mately corresponding to the reported confidence level. The SM branching fractions are assumed
uncorrelated to each other, and their uncertainties are accounted for in the likelihood contours.

b, c, Variations of the test statistic �2�lnL for SB0
s

SM and SB0

SM are shown in b and c, respectively.
The SM is represented by the (red) vertical lines. The dark and light (cyan) areas define the
±1� and ±2� confidence intervals, respectively.
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large number of simulated experiments with properties similar to those found in the248

data. The contamination from B0! µ+µ�, B! h+h0� and semileptonic decays above249

5320 MeV/c2 is small and not included in the fit. The e↵ect on the e↵ective lifetime from250

the unequal production rate of B0
s and B0

s mesons [41] is negligible. A bias may also arise if251

Aµ+µ�
�� 6= ±1, with the consequence that the underlying decay time distribution is the sum252

of two exponential distributions with the lifetimes of the light and heavy mass eigenstates.253

In this case, as the selection e�ciency varies with the decay time, the returned value of254

the lifetime from the fit is not exactly equal to the definition of the e↵ective lifetime even255

if the decay time acceptance function is correctly accounted for. This e↵ect has been256

evaluated for the scenario where there are equal contributions from both eigenstates to257

the decay. The result can also be biased if the decay time distribution of background has258

a much longer mean lifetime than B0
s ! µ+µ� decays; this is mitigated by an upper decay259

time cut of 13.5 ps. Any remaining bias is evaluated using the background decay time260

distribution of the much larger B0! K+⇡� data sample. All of these e↵ects are found to261

be small compared to the statistical uncertainty and sum up to 0.05 ps, with the main262

contributions arising from the fit accuracy and the decay time acceptance (0.03 ps each).263

The mass distribution of the selected B0
s ! µ+µ� candidates is shown in Fig. 2 (top).264

Figure 2 (bottom) shows the background-subtracted B0
s ! µ+µ� decay time distribution265

with the fit function superimposed. The fit results in ⌧ (B0
s ! µ+µ�) = 2.04±0.44±0.05 ps,266

where the first uncertainty is statistical and the second systematic. This measurement is267

consistent with the Aµ+µ�
�� = 1 (�1) hypothesis at the 1.0 (1.4) � level.268

In summary, a search for the rare decays B0
s ! µ+µ� and B0 ! µ+µ� is performed269

in pp collision data corresponding to a total integrated luminosity of 4.4 fb�1. The270

B0
s ! µ+µ� signal is seen with a significance of 7.8 standard deviations and provides the271

first observation of this decay from a single experiment. The time-integrated B0
s ! µ+µ�

272

branching fraction is measured to be
�
3.0 ± 0.6+0.2

�0.1

�
⇥10�9, the most precise measurement273

of this quantity to date. In addition the first measurement of the B0
s ! µ+µ� e↵ective274

lifetime, ⌧ (B0
s ! µ+µ�) = 2.04±0.44±0.05 ps, is presented. No evidence for a B0 ! µ+µ�

275

signal is found, and the upper limit B(B0 ! µ+µ�) < 3.4 ⇥ 10�10 at 95% confidence level276

is set. The results are in agreement with the SM predictions and set tighter constraints277

on possible New Physics contributions to these decays.278
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� New result consistent with SM. Observation of B0
s → µ+µ− by LHCb alone

� Also performed first measurement of the effective lifetime
τ(Bs → µ+µ−) = 2.04± 0.44± 0.05 ps
→ More data required to test SM
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Full angular analysis of B0 → K ∗0µ+µ− [JHEP02(2016)104]

� Working hard to update this
analysis with Run2 data

� Run1 analysis statistically
dominated

ATLAS,CMS Moriond 2017. Plot courtesy of Tom Blake
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Figure 8: For 4 favoured scenarios, we show the 3 � regions allowed by B ! Kµµ

observables only (dashed green), by B ! K⇤µµ observables only (long-dashed blue), by

Bs ! �µµ observables only (dot-dashed purple) and by considering all data (red, with

1,2,3 � contours). Same conventions for the constraints as in Fig. 7.

• (CNP
9 = CNP

10 , CNP
90 = CNP

100 ), disfavoured by the data on Bs ! µµ, which prefer a SM

value for C10, leading to a tension with the value of CNP
9 needed for B ! K⇤µµ

• (CNP
9 = �CNP

10 , CNP
90 = �CNP

100 ) and (CNP
9 = CNP

90 , CNP
10 = CNP

100 ) which could be interesting

candidates but get lower pulls (2.0 and 3.9 � respectively).

We see therefore that Z 0 scenarios could alleviate part of the discrepancies observed in

b ! sµµ data, but with only one or two Wilson coe�cients receiving NP contributions,

31
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Imaginary contributions to C9 and C10
� We have measured complete set of CP asymmetric observables LHCb

[JHEP02(2016)104]

→ Sensitive to imaginary NP contributions

Altmannshofer et al [EPJC(2013)73], LHCb [JHEP02(2016)104]
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Figure 9: Predictions for the CP asymmetries A7, A8 and A9 as function of the di-muon invari-
ant mass squared q2 in various scenarios that address the observed discrepancies in
B ! K⇤µ+µ�. The values for the Wilson coe�cients corresponding to each scenario
are indicated explicitly in the plots. SM predictions for the CP asymmetries are
negligibly small throughout the whole q2 range.
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� With 300fb−1 collected by Run 5, LHCb could have ∼500,000
B0 → K∗0µ+µ−

� More than entire Run 1 B0 → J/ψK∗0 sample!
� Uncertainties in plots shrink by ∼ ×10 assumptions about systs

→ Sensitive to NP contributions of order shown

K.A. Petridis (UoB) Flavour Trends 2017 Paris 13 / 21



Other K+π− states [JHEP11(2016)047]

� Measure S-wave fraction in 644 < mKπ < 1200 MeV/c2 [JHEP11(2016)047]

→ Enables first determination of P-wave only B0 → K∗0(892)µ+µ−

differential branching fraction

B Likelihood fit projections

Figures 6–9 show the projections of the fitted probability density function on mK⇡µµ,
mK⇡ and cos ✓K . Figure 6 shows the wider q2 bins of 1.1 < q2 < 6.0 GeV2/c4 and 15.0 <
q2 < 19.0 GeV2/c4, Figs. 7–9 show the mK⇡µµ, mK⇡ and cos ✓K projections respectively for
the finer q2 bins. In all figures, the solid line denotes the total fitted distribution. The
individual components, signal (blue shaded area) and background (red hatched area), are
also shown.
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Figure 6: Angular and mass distributions for the q2 bins 1.1 < q2 < 6.0GeV2/c4 (left) and
15.0 < q2 < 19.0 GeV2/c4 (right). The distributions of cos ✓K and mK⇡ are shown for candidates
in the signal mK⇡µµ window of ±50 MeV/c2 around the known B0 mass.
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Figure 4: Results for the S-wave fraction (FS) in bins of q2 in the range (left) 644 < mK⇡ <
1200MeV/c2 and (right) 796 < mK⇡ < 996MeV/c2. The uncertainties shown are the quadratic
sum of the statistical and systematic uncertainties. The shape of FS is found to be compatible
with the smoothly varying distribution of FL, as measured in Ref. [27].

Table 1: S-wave fraction (FS) in bins of q2 for two mK⇡ regions. The first uncertainty is statistical
and the second systematic.

q2 bin (GeV2/c4) FS|996
796 FS|1200

644

0.10 < q2 < 0.98 0.021+0.015
�0.011 ± 0.009 0.052+0.035

�0.027 ± 0.013

1.1 < q2 < 2.5 0.144+0.035
�0.030 ± 0.010 0.304+0.058

�0.053 ± 0.013

2.5 < q2 < 4.0 0.029+0.031
�0.020 ± 0.010 0.071+0.069

�0.049 ± 0.015

4.0 < q2 < 6.0 0.117+0.027
�0.023 ± 0.008 0.254+0.048

�0.044 ± 0.012

6.0 < q2 < 8.0 0.033+0.022
�0.019 ± 0.009 0.082+0.049

�0.045 ± 0.016

11.0 < q2 < 12.5 0.021+0.021
�0.016 ± 0.007 0.049+0.048

�0.039 ± 0.014

15.0 < q2 < 17.0 �0.008+0.033
�0.014 ± 0.006 �0.016+0.069

�0.030 ± 0.012

17.0 < q2 < 19.0 0.018+0.013
�0.017 ± 0.009 0.034+0.024

�0.032 ± 0.019

1.1 < q2 < 6.0 0.101+0.017
�0.017 ± 0.009 0.224+0.032

�0.033 ± 0.013

15.0 < q2 < 19.0 0.010+0.017
�0.014 ± 0.007 0.019+0.030

�0.025 ± 0.015

10

� Additional data should provide sensitivity to potential non-resonant P-wave
contributions
→ Orthogonal constraints provided theory uncertainties under contro Das et al

[1406.6681] What are prospects here? Our measurements could help
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Other K+π− states cont’d [JHEP12(2016)065]

� Angular moment and differential branching fraction analysis in
1330 < mKπ < 1530 MeV/c2 [JHEP12(2016)065]

→ Measure 40 normalised angular moments sensitive to interference
between S-, P- and D-wave
→ No significant D-wave component observed in contrast to
B0 → J/ψK+π−
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Figure 1: Background-subtracted m(K+⇡�) distribution for B0! K+⇡�µ+µ� decays in the
range 1.1 < q2 < 6.0 GeV2/c4. The region 1330 < m(K+⇡�) < 1530 MeV/c2 is indicated by the
blue, hatched area.
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Figure 2: Angle conventions for (a) B0 ! K�⇡+µ�µ+ and (b) B0 ! K+⇡�µ+µ�, as described
in Ref. [12]. The leptonic and hadronic frames are back-to-back with a common ŷ axis. For the
dihedral angle � between the leptonic and hadronic decay planes, there is an additional sign flip
�! �� compared to previous LHCb analyses [1–4].

and 8.0 GeV2/c4, and in the range 1.1 < q2 < 6.0 GeV2/c4 for which the angular moments
are also measured. The measurements are based on samples of pp collisions collected by
the LHCb experiment in Run 1, corresponding to integrated luminosities of 1.0 fb�1 at a
centre-of-mass energy of 7 TeV and 2.0 fb�1 at 8 TeV.

2 Angular distribution

The final state of the decay B0! K+⇡�µ+µ� is fully described by five kinematic variables:
three decay angles (✓`, ✓K , �), m(K+⇡�), and q2. Figure 2a shows the angle conventions
for the B0 decay (containing a b quark): the back-to-back leptonic and hadronic systems
share a common ŷ axis and have opposite x̂ and ẑ axes. The negatively charged lepton is
used to define the leptonic helicity angle ✓` for the B0. The quadrant of the dihedral angle
� between the dimuon and the K⇤0 ! K�⇡+ decay planes is determined by requiring the

2
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Figure 5: Di↵erential branching fraction of B0 ! K+⇡�µ+µ� in bins of q2 for the range
1330 < m(K+⇡�) < 1530MeV/c2. The error bars indicate the sums in quadrature of the
statistical and systematic uncertainties.

Table 2: Di↵erential branching fraction of B0 ! K+⇡�µ+µ� in bins of q2 for the range
1330 < m(K+⇡�) < 1530MeV/c2. The first uncertainty is statistical, the second systematic
and the third due to the uncertainty on the B0 ! J/ K⇤(892)0 and J/ ! µ+µ� branching
fractions.

q2 [ GeV2/c4] dB/dq2 ⇥ 10�8 [c4/ GeV2]
[0.10, 0.98] 1.60 ± 0.28 ± 0.04 ± 0.11
[1.10, 2.50] 1.14 ± 0.19 ± 0.03 ± 0.08
[2.50, 4.00] 0.91 ± 0.16 ± 0.03 ± 0.06
[4.00, 6.00] 0.56 ± 0.12 ± 0.02 ± 0.04
[6.00, 8.00] 0.49 ± 0.11 ± 0.01 ± 0.03
[1.10, 6.00] 0.82 ± 0.09 ± 0.02 ± 0.06

The 41 background-subtracted and acceptance-corrected moments are estimated as

�i =

nsigX

k=1

wkfi(⌦k) � x

nbkgX

k=1

wkfi(⌦k) (5)

and the corresponding covariance matrix is estimated as

Cij =

nsigX

k=1

w2
kfi(⌦k)fj(⌦k) + x2

nbkgX

k=1

w2
kfi(⌦k)fj(⌦k). (6)

Here nsig and nbkg correspond to the candidates in the signal and background regions,
respectively. The signal region is defined within ±50 MeV/c2 of the mean B0 mass, and
the background region in the range 5350 < m(K+⇡�µ+µ�) < 5700 MeV/c2. The scale
factor x is the ratio of the estimated number of background candidates in the signal region
over the number of candidates in the background region and is used to normalise the
background subtraction. It has been checked in data that the angular distribution of the
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Figure 6: Measurement of the normalised moments, �i, of the decay B0! K+⇡�µ+µ� in the
range 1.1 < q2 < 6.0 GeV2/c4 and 1330 < m(K+⇡�) < 1530 MeV/c2. The error bars indicate the
sums in quadrature of the statistical and systematic uncertainties.

background is independent of m(K+⇡�µ+µ�) within the precision of this measurement,
and that the uncertainty on x has negligible impact on the results. The weights, wk, are
the reciprocals of the candidates’ e�ciencies and account for the acceptance, described in
Sec. 5.

The covariance matrix describing the statistical uncertainties on the 40 normalised
moments is computed as

C ij =


Cij +

�i�j

�2
1

C11 �
�iC1j + �jC1i

�1

�
1

�2
1

, i, j 2 {2, ..., 41}. (7)

The results for the normalised moments, �i, are given in Fig. 6. The uncertainties
shown are the sums in quadrature of the statistical and systematic uncertainties. The
results are also presented in Table 3. The various sources of the systematic uncertainties
are described in Sec. 9.

The distributions of each of the decay angles within the signal region are shown in

9

� In Run 1: 230 candidates, by Run 4 7500 candidates (×3 as many
candidates as current B0 → K∗0(892)µ+µ− yield)
→ Estimates of B → K∗J=0,2 form-factors exist Lu et al [PRD85(2012)] but more
input from theory required to constrain Wilson coefficients from these
measurements. What are prospects here?
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What about baryonic decays

� For example: Run 1: 370 Λb → Λ(→ pπ)µ+µ− events

LHCb [JHEP06(2015)115]

the predictions in the low-q2 region.

Table 4: Measured di↵erential branching fraction of ⇤0
b ! ⇤µ+µ�, where the uncertainties

are statistical, systematic and due to the uncertainty on the normalisation mode, ⇤0
b ! J/ ⇤,

respectively.

q2 interval [ GeV2/c4 ] dB(⇤0
b ! ⇤µ+µ�)/dq2 · 10�7[( GeV2/c4)�1]

0.1 – 2.0 0.36 + 0.12
� 0.11

+ 0.02
� 0.02 ± 0.07

2.0 – 4.0 0.11 + 0.12
� 0.09

+ 0.01
� 0.01 ± 0.02

4.0 – 6.0 0.02 + 0.09
� 0.00

+ 0.01
� 0.01 ± 0.01

6.0 – 8.0 0.25 + 0.12
� 0.11

+ 0.01
� 0.01 ± 0.05

11.0 – 12.5 0.75 + 0.15
� 0.14

+ 0.03
� 0.05 ± 0.15

15.0 – 16.0 1.12 + 0.19
� 0.18

+ 0.05
� 0.05 ± 0.23

16.0 – 18.0 1.22 + 0.14
� 0.14

+ 0.03
� 0.06 ± 0.25

18.0 – 20.0 1.24 + 0.14
� 0.14

+ 0.06
� 0.05 ± 0.26

1.1 – 6.0 0.09 + 0.06
� 0.05

+ 0.01
� 0.01 ± 0.02

15.0 – 20.0 1.20 + 0.09
� 0.09

+ 0.02
� 0.04 ± 0.25
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Figure 5: Measured ⇤0
b ! ⇤µ+µ� branching fraction as a function of q2 with the predictions of

the SM [15] superimposed. The inner error bars on data points represent the total uncertainty
on the relative branching fraction (statistical and systematic); the outer error bar also includes
the uncertainties from the branching fraction of the normalisation mode.
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Figure 8: Measured values of (left) the leptonic and (right) the hadronic forward-backward
asymmetries in bins of q2. Data points are only shown for q2 intervals where a statistically
significant signal yield is found, see text for details. The (red) triangle represents the values for
the 15 < q2 < 20 GeV2/c4 interval. Standard Model predictions are obtained from Ref. [17].
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Figure 9: Two-dimensional 68% CL region (black) as a function of A`
FB and fL. The shaded

area represents the region where the PDF is positive over the complete cos ✓` range. The best fit
point is given by the (blue) star.

interval 15 < q2 < 20 GeV2/c4) as a two-dimensional 68 % confidence level (CL) region,
where the likelihood-ratio ordering method is applied by varying both observables and
therefore taking correlations into account. Confidence regions for the other q2 intervals
are shown in Fig. 10, see Appendix.
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Figure 8: Measured values of (left) the leptonic and (right) the hadronic forward-backward
asymmetries in bins of q2. Data points are only shown for q2 intervals where a statistically
significant signal yield is found, see text for details. The (red) triangle represents the values for
the 15 < q2 < 20 GeV2/c4 interval. Standard Model predictions are obtained from Ref. [17].
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Figure 9: Two-dimensional 68% CL region (black) as a function of A`
FB and fL. The shaded

area represents the region where the PDF is positive over the complete cos ✓` range. The best fit
point is given by the (blue) star.

interval 15 < q2 < 20 GeV2/c4) as a two-dimensional 68 % confidence level (CL) region,
where the likelihood-ratio ordering method is applied by varying both observables and
therefore taking correlations into account. Confidence regions for the other q2 intervals
are shown in Fig. 10, see Appendix.
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� Additional observables eg Ap
FB giving access to different combinations of

Wilson coefficients
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What about baryonic decays cont’d

vDyk, Meinel [1603.02974],[LHCb implications 2015]
(toy model low recoil)

Physik Institut

New Types of Constraints
moch fit of C9(90) given hypothetical measurements, while keeping

C10(100) = C10(100) ' (�4, 0) fixed

-4 -2 0 2 4

-4

-2

0

2

4

C9

C
9'

black square: SM point

– existing constraints
⇢±

1 blue banded constraints
⇢2 golden banded constraint

– new constraints
⇢�3 green banded constraints
⇢4 red hyperbolic constraint

04.11.2015 ⇤
b

! ⇤(! p⇡�)`+`� Page 8

FL (common with B → Kµ+µ−)
A`FB (common with B → Kµ+µ−)

A`pFB (unique to Λb → Λµ+µ− [not
measured yet])
Ap

FB (unique to Λb → Λµ+µ−)

� Ongoing work on Λb → Λ∗(→ pK )µ+µ− BF measurement, CP asymmetry
measurements etc

� With 10,000 candidates by Run 4 and 60,000 by Run 5, LHCb will uniquely
contribute to these new observables
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Measurements with Λb → Λ∗(→ pK )µ+µ− [arXiv:1703.00256]

� Using Run1 data, perform first observation of this mode. Measure:
� The CP asymmetry relative to Λb → pKJ/ψ (∆ACP)

� Cancellation of detector and production asymmetry

� The T̂ -odd CP asymmetry: aT̂−odd
CP ≡ 1

2 (AT̂ − AT̂ )

� AT̂ (AT̂ ) is a triple product asymmetry of the Λb(Λb)

� These aymmetries have different dependencies on strong phases and
sensitivities to NP
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Figure 3: Invariant mass distributions of (top) ⇤0
b ! pK�µ+µ� and (bottom) ⇤0

b ! pK�J/ 
candidates, with fit results superimposed. Plots refer to the (left) ⇤0

b and (right) ⇤0
b subsamples.

according to Eq. 3. The asymmetries AbT and AbT are included in the fit as

N⇤0
b ,C bT >0 = 1

2
N⇤0

b
(1 + AbT ), N⇤0

b ,C bT <0 = 1
2
N⇤0

b
(1 � AbT ),

N⇤0
b ,�C bT >0 = 1

2
N⇤0

b
(1 + AbT ), N⇤0

b ,�C bT <0 = 1
2
N⇤0

b
(1 � AbT ),

(11)

and the observables a
bT -odd
CP and a

bT -odd
P are computed from AbT and AbT , which are found to

be uncorrelated. Background yields are fitted independently for each subsample, while all
the signal shape parameters are shared among the subsamples.

The invariant mass distributions of ⇤0
b ! pK�µ+µ� and ⇤0

b ! pK�J/ candidates,
with fit results superimposed, are shown in Fig. 3. The Araw asymmetries are found to be
(�2.8 ± 5.0) ⇥ 10�2 for signal decays and (2.0 ± 0.7) ⇥ 10�2 for the control mode, which
yields e�ciency-uncorrected �ACP = (�4.8 ± 5.0) ⇥ 10�2. The total signal yields from
the fits to the data are 600 ± 44 candidates for ⇤0

b ! pK�µ+µ�, and 22 911 ± 230 for
⇤0

b ! pK�J/ decays. The uncertainties are statistical only. This represents the first
observation of the ⇤0

b ! pK�µ+µ� decay mode.
The invariant mass distributions of the ⇤0

b ! pK�µ+µ� subsamples used for the AbT
and AbT measurements, with fit results superimposed, are shown in Fig. 4. From the signal
yields, the triple-product asymmetries are found to be AbT = (�2.8 ± 7.2) ⇥ 10�2 and
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Observation of the decay
⇤0
b ! pK�µ+µ� and a search for

CP violation

The LHCb collaboration†

Abstract

A search for CP violation in the decay ⇤0

b

! pK�µ+µ� is presented. This decay is
mediated by flavour-changing neutral-current transitions in the Standard Model and
is potentially sensitive to new sources of CP violation. The study is based on a data
sample of proton-proton collisions recorded with the LHCb experiment, correspond-
ing to an integrated luminosity of 3 fb�1. The ⇤0

b

! pK�µ+µ� decay is observed for
the first time, and two observables that are sensitive to di↵erent manifestations of
CP violation are measured, �A

CP

⌘ A
CP

(⇤0

b

! pK�µ+µ�)�A
CP

(⇤0

b

! pK�J/ )

and a
b
T -odd

CP

, where the latter is based on asymmetries in the angle between the µ+µ�

and pK� decay planes. These are measured to be

�A
CP

= (�3.5 ± 5.0 (stat) ± 0.2 (syst))⇥ 10�2,

a
b
T -odd

CP

= ( 1.2 ± 5.0 (stat) ± 0.7 (syst))⇥ 10�2,

and no evidence for CP violation is found.

Submitted to JHEP

c� CERN on behalf of the LHCb collaboration, licence CC-BY-4.0.

†Authors are listed at the end of this paper.
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� No evidence for CP asymmetry observed
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B+ → π+µ+µ− differential branching fraction [JHEP10(2015)034]

� Very relevant if tensions persist → test MFV nature of new physics
� Latest lattice results enable further precision tests of CKM paradigm

Buras,Blanke[1602.04020], FNAL/MILC[1602.03560]

� Current measurement from penguin decays of |Vtd/Vts | = 0.201± 0.020
FNAL/MILC[PRD93,034005(2016]

LHCb [JHEP10(2015)034] FNAL/MILC[1602.03560], FNAL/MILC[PRD93,034005(2016)]
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Figure 4: The di↵erential branching fraction of B+! ⇡+µ+µ� in bins of dilepton invariant mass
squared, q2, compared to SM predictions taken from Refs. [1] (APR13), [6] (HKR15) and from
lattice QCD calculations [7] (FNAL/MILC15).

and in the region 15.0 < q2 < 22.0 GeV2/c4 is

B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
= 0.037 ± 0.008 (stat) ± 0.001 (syst) .

These results are the most precise measurements of these quantities to date.

5.2 CKM matrix elements

The ratio of CKM matrix elements |Vtd/Vts| can be calculated from the ratio of branching
fractions, B(B+ ! ⇡+µ+µ�)/B(B+ ! K+µ+µ�), and is given in terms of measured
quantities

|Vtd/Vts|2 =
B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
⇥

R
FKdq2

R
F⇡dq2

(3)

where F⇡(K) is the combination of form factor, Wilson coe�cients and phase space factor for
the B+ ! ⇡(K) decay. The values of

R
F⇡,Kdq2 are calculated using the EOS package [29],

with B+ ! ⇡+ form factors taken from Refs. [30,31] and B+ ! K+ form factors taken from
Ref. [32]. The EOS package is a framework for calculating observables, with uncertainties,
in semileptonic b-quark decays for both SM and new physics parameters. In order to
take into account the correlations between the theory inputs for the matrix element ratio
calculation, the EOS package is used to produce a PDF as a function of the B+! ⇡+µ+µ�

9

|Vtd |  × 10
3

|Vts |  × 10
3

7 8 9 35 39 43

∆Mq:

this work

PDG

B→K(π)µ
+
µ

−

CKM unitarity:

full

tree

   

   |Vtd  / Vts |  

0.18 0.19 0.20 0.21 0.22 0.23      

FIG. 16. (left) Recent determinations |Vtd| and |Vts|, and (right) their ratio. The filled circles

and vertical bands show our new results in Eqs. (9.17)–(9.19), while the open circles show the

previous values from Bq-mixing [102]. The squares show the determinations from semileptonic

B ! ⇡µ+µ� and B ! Kµ+µ� decays [183], while the plus symbols show the values inferred

from CKM unitarity [158]. The error bars on our results do not include the estimated charm-sea

uncertainties, which are too small to be visible.

where the errors are from the lattice mixing matrix elements, the measured �Mq, the re-
maining parametric inputs to Eq. (2.9), and the omission of charm sea quarks, respectively.
The uncertainty on |Vtd/Vts| is 2–3 times smaller than those on |Vtd| and |Vts| individually
because the hadronic uncertainties are suppressed in the ratio. The theoretical uncertainties
from the Bq-mixing matrix elements are still, however, the dominant sources of error in all
three results in Eqs. (9.17)–(9.19).

Figure 16 compares our results for |Vtd|, |Vts|, and their ratio in Eqs. (9.17)–(9.19) with
other determinations. Our results are consistent with the values from Bq-meson mixing in the
PDG review [102], which are obtained using approximately the same experimental inputs,

and lattice-QCD calculations of the f 2
Bq

B̂
(1)
Bq

and ⇠ from Refs. [13] and [15], respectively.

Our errors on |Vtd|, |Vts| are about two times smaller, however, and on |Vtd/Vts| they are
more than three times smaller, due to the reduced theoretical errors on the hadronic matrix
elements.

The CKM matrix elements |Vtd| and |Vts| can be obtained independently from rare
semileptonic B-meson decays because the Standard-Model rates for B(B ! ⇡(K)µ+µ�)
are proportional to the same combination |V ⇤

td(s)Vtb|. Until recently, these determinations
were not competitive with those from Bq-meson mixing due to both large experimental and
theoretical uncertainties. In the past year, however, the LHCb collaboration published new
measurements of B(B ! ⇡µ+µ�) and B(B ! Kµ+µ�) [184, 185], and we calculated the
full set of B ! ⇡ and B ! K form factors in three-flavor lattice QCD [131, 186]. Using
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Baryonic b → dµ+µ−[arXiv:1701.08705]
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Figure 2: Mass distribution of ⇤0
b ! J/ p⇡� candidates compared to the result of the fit. The

fit parameterisation is described in the text.
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Figure 3: Mass distribution of ⇤0
b ! p⇡�µ+µ� candidates compared to the result of the fit. The

fit parameterisation is described in the text.

A signal contribution is clearly visible and Wilks’ theorem [23] gives a significance
of 5.5 standard deviations. The systematic uncertainties described in Sec. 6 are mainly
associated with the normalisation. Only the systematic uncertainty arising from the
shape assumed for the partially reconstructed background has any appreciable impact on
the significance. Releasing the constraints on the relevant parameters, the significance
increases to 5.7 standard deviations. Pseudoexperiments indicate that, on-average, the
significance would be expected to decrease by 0.3 standard deviations. Given the statistical
variation, the observed increase is perfectly compatible with the expectation. This analysis
therefore constitutes the first observation of the decay ⇤0

b ! p⇡�µ+µ�. The number
of signal candidates is found to be 22 ± 6, which is converted to relative and absolute
branching fractions of

B(⇤0
b ! p⇡�µ+µ�)

B(⇤0
b ! J/ (! µ+µ�)p⇡�)

= 0.044 ± 0.012 ± 0.007

and

B(⇤0
b ! p⇡�µ+µ�) = (6.9 ± 1.9 ± 1.1+1.3

�1.0) ⇥ 10�8

using Eq. 1. In both cases, the first uncertainty given is statistical and the second is
the systematic uncertainty, which is discussed in the next section. The third uncertainty

5

� First observation of baryonic
b → dµ+µ− transition (5.5σ)

� Use Run1 data and measure
relative to Λb → J/ψpπ

� B(Λb → pπµµ) =
(6.9± 1.9± 1.1+1.3

−1.0)× 10−8

� These decays will greatly benefit with Run 2 and beyond

� b → dµ+µ− the new b → sµ+µ−:
� Run 1: 93 B+ → π+µ+µ−, 40 B0 → π+π−µ+µ−

� 300fb−1: 18,000 B+ → π+µ+µ− and 4,000 B+ → π+e+e−
(naive scaling)

� 300fb−1: 8,000 B+ → π+π−µ+µ− and 2,000 B+ → π+π−e+e−
(naive scaling)

→ Allows for precision MFV and MFV+LNU tests

K.A. Petridis (UoB) Flavour Trends 2017 Paris 20 / 21



Summary

� Run 1 and 2 of the LHC introduce precision era in rare B-decay
measurements

� Precision reveals tensions. Run2 data aimed at understanding these
→ Clarify the impact of cc̄ and other resonances in B → K (∗)µ+µ−

observables
→ Update of B → K∗0µ+µ− on its way
→ Plethora of observables for K∗J=0,2 states and baryonic decays

� Towards Run3,4 and beyond
→ Clear physics case for rare decays given stat precision
→ Big gains in b → d transitions and final states with electrons
→ Critical to maintain detector performance
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