The ATLAS detector is one of the experiments at the LHC that will detect high-energy proton collisions at 14 TeV. The commissioning of the detector has started already in 2005 in parallel to the detector installation and is still in progress. The data taken so far corresponds to noise runs, cosmic muon events and beam background events from single beam in September 2008. We present the current status of the detector and performance results obtained during commissioning.

1 Introduction

The ATLAS experiment is a general purpose detector built to study high-energy proton-proton collisions at the LHC and is described in detail elsewhere. Commissioning of the detector has started in 2005 in parallel to its installation. Large samples of cosmic muons have been recorded, which are used to understand and improve the performance of the detector, in particular for detector alignment and for first calibrations. The data are very useful to test channel mappings and the timing, to determine dead and noisy channels, and to verify the stability of the hardware during operation. In addition, they help in gaining experience in the detector operation, the data acquisition and the analysis chain. Data was also recorded in September 2008 with first single beams circulating in the LHC.

2 Inner Detector

The Inner Detector consists of the Pixel detector, the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT), which are operated inside a 2 T magnetic solenoid field
parallel to the beam axis. It has a coverage in pseudo-rapidity $\eta$ of $|\eta| < 2.5$ (TRT $|\eta| < 2$) and a momentum resolution of $\sigma/p_T = 0.05\% \cdot p_T/\text{GeV} \oplus 1\%$.

The Pixel Detector consists of 3 layers in the barrel and end-cap regions, with 80 million pixels of size $50 \mu m \times 400 \mu m$. More than 95% of the modules are operational, the noise occupancy was measured to be about $5 \times 10^{-9}$ and the hit efficiency to be better than 98%.

Figure 1: Cluster width versus track incidence angle for pixel clusters on tracks.

Fig. 1 shows width versus angle of incidence in azimuth for pixel clusters on tracks. Shown are both the data for the solenoid off (left curve) and the solenoid on (right curve). The minimum of this distribution determines the Lorentz angle and the fit result is shown. As expected, the Lorentz angle is consistent with 0 for the data without magnetic field. Using the data with magnetic field the preliminary measurement of the Lorentz angle is $(213.9 \pm 0.5) \text{ mrad}$; the expectation is about $225 \text{ mrad}$.

The SCT consists of 4 double layers of $80 \mu m$ thin silicon strips in the barrel region and 9 in each end-cap. It has a total of 6 million channels spread over 4088 modules. More than 99% of the modules are operational in the barrel and more than 97% in the ends. The noise occupancy was measured to be $4.4 \times 10^5$ for the barrel and $5 \times 10^5$ for the end-caps. The single hit efficiency is larger than 99%.

The residual distribution in the precision coordinate, integrated over all hits-on-tracks, can be seen in Fig. 2 for the SCT barrel, for the nominal and the preliminary aligned geometry. The residual is defined as the measured hit position minus the expected hit position from the track.
extrapolation. Shown is the projection onto the local $x$-coordinate – the precision coordinate. A single Gaussian fit gives a resolution of $28 \text{ \(\mu\)m}$, which is already close to the expectation for the perfect geometry ($23 \text{ \(\mu\)m}$). Similar results are available for the Pixel barrel $x$-direction ($23 \text{ \(\mu\)m}$), Pixel barrel $y$-direction ($134 \text{ \(\mu\)m}$), and TRT barrel ($174 \text{ \(\mu\)m}$).

The TRT is a combined straw tube tracker and transition radiation detector, which allows electron-pion identification in the energy region between 500 MeV and 150 GeV. The straw tubes are 4 mm in diameter and contain a $35 \text{ \(\mu\)m}$ thin anode wire. The barrel region consists of 73 layers of axial straws and the end-cap regions of 160 layers of radial straws per end-cap. About 98\% of the channels are operational.

Fig. 3 shows the probability of high-threshold hits – an indicator for the production of transition radiation photons – as a function of the relativistic gamma factor measured for tracks from cosmic muons. The data points are shown for both muon charges (positive: red squares, negative: blue dots) and are compared to the results obtained in the ATLAS Combined Test Beam in 2004 (black line). The red line corresponds to a fit to the results obtained with the cosmic data. The turn-on of the transition radiation is clearly visible and the detector responds identically to cosmic tracks and data recorded at the test beam.

3 Calorimeters

ATLAS includes two types of sampling calorimeters: the Liquid Argon Calorimeter and the Tile Calorimeter. The Liquid Argon Calorimeter comprises the electromagnetic calorimetry in the barrel and end-cap regions, as well as the hadronic calorimetry in the end-cap and forward regions. The electromagnetic part consists of layers of lead and liquid argon in accordion geometry, with 3 longitudinal samples in the region of $|\eta| < 2.5$. A pre-shower detector assists in $|\eta| < 1.8$. The hadronic calorimeter in the end-cap regions uses copper as absorber material and has 4 longitudinal samples, whereas in the forward region, tungstate and 3 longitudinal samples are used. The electromagnetic energy resolution is $\sigma/E = 10\% / \sqrt{E/\text{GeV}} \oplus 0.7\%$ and the hadronic energy resolution $\sigma/E = 100\% / \sqrt{E/\text{GeV}} \oplus 10\%$ for $3.1 < |\eta| < 4.9$. About 0.02\% of dead channels were found, in addition to 0.9\% of dead but recoverable channels. There are about 0.003\% of noisy channels. The electronic calibration procedure is operational and the calibration constants are used online.

The Tile Calorimeter performs the hadronic calorimetry in the barrel region. It consists of scintillator tiles and iron absorber with 3 longitudinal samples. The hadronic energy resolution is $\sigma/E = 50\% / \sqrt{E/\text{GeV}} \oplus 3\%$ for $|\eta| < 3.2$. The fraction of currently dead, but to be repaired
channels is less than 1.4%. All calibration systems, based on a Cs source, laser, and charge injection, are operational.

The Level-1 Calorimeter Trigger processor uses trigger towers (usually $0.1 \times 0.1$ in pseudo-rapidity and azimuthal angle) from the two calorimeters to reconstruct electron/photon and tau/hadron clusters, jets, missing energy and energy sums for the Level-1 trigger system. Out of 7200 analogue channels, less than 0.4% are dead, in addition to 0.3% of recoverable channels. Channel-to-channel noise suppression currently allows a cut on transverse energy as low as 1 GeV (aim: 0.5 GeV).

Fig. 4 shows the noise distribution for the Tile calorimeter, measured during the period of first LHC beam in September 2008 with events triggered by a random trigger. The root mean squared of the cell energy distribution is displayed against the pseudo-rapidity of the calorimeter cells, for cells belonging to different radial samples. The results are compatible with the noise level measured during cosmic-ray data taking. Fig. 5 shows the average of the most probable energy loss $dE/dx$ recorded with horizontal muons from single beam data (September 10, 2008) for the four calorimeter cylinders. The inter-calibration of the cylinders is within 4%, as expected from the calibration with radioactive gamma sources.

Fig. 6: Liquid Argon Calorimeter pedestal variation for 128 channels of the electromagnetic front layer over a period of 5 months.

Fig. 7: Response of the Liquid Argon Calorimeter to minimum ionising particles as a function of pseudo-rapidity.

Fig. 8: Correlation between the energy reconstructed by the Level-1 Calorimeter Trigger processor (horizontal axis) and the full precision read-out of the Liquid Argon electromagnetic layers (vertical axis).

Fig. 9: Energy spectrum of trigger towers reconstructed by the Level-1 Calorimeter Trigger processor for a typical cosmic run.
For the Liquid Argon Calorimeter, the pedestal variation in MeV for 128 channels of the electromagnetic front layer is displayed in Fig. 6. The variations are stable within $\pm 1$ MeV over a period of five months. In Fig. 7, the response non-uniformity of the Liquid Argon Calorimeter can be seen: the most probable energy extracted from a fit to the energy distribution as a function of pseudo-rapidity. Curves of two different clustering algorithms are shown, along with the results from a simulation and the cell depth of the second sampling. The two distributions clearly track the cell depth as expected for a minimum ionising particle, and the uniformity of the response agrees with the simulation at the level of 2%.

Fig. 8 shows, for cosmic events, the correlation between the energy reconstructed in trigger towers by the Level-1 Calorimeter Trigger processor (horizontal axis) and the energy measured in the full readout for the Liquid Argon electromagnetic layers (vertical axis). A good correlation is seen, even with preliminary calibrations. In Fig. 9, we see for a typical cosmic run, the energy spectrum of trigger towers as reconstructed in the Level-1 Calorimeter trigger towers. Though the majority of cosmic muons only deposit a small amount of energy in the calorimeters, there is a large tail of higher energies, mainly due to showering and large showers, rather than individual muons. The peak at the top end of the spectrum is an artifact of saturation in the digital logic for the setting used at the time – all energies above about 125 GeV are recorded (and triggered) as saturated towers.

Fig. 10 and 11 show the energy deposit in the calorimeters for events where a low intensity LHC bunch was intentionally hitting a closed collimator 140 m upstream of ATLAS, resulting in a large particle shower, a so-called ‘beam-splash’. The energy of the third layer of the Liquid Argon electromagnetic calorimeter in pseudo-rapidity and azimuthal angle is shown in Fig. 10, whereas Fig. 11 displays the average cell energy versus azimuthal angle for the Tile calorimeter. A convolution of two effects is visible: the profile of the tunnel, whose floor at azimuth $-\pi/2$ or $3\pi/2$ absorbs a large fraction of the particles, and the 8-fold structure in azimuth introduced by the material of the end-cap toroid magnet in front of the calorimeters.

Fig. 10: Energy deposits in the Liquid Argon Calorimeter for a ‘beam-splash’ event.

Fig. 11: Energy deposits in the Tile Calorimeter for a ‘beam-splash’ event.

4 Muon Spectrometer

The muon spectrometer consists of 4 different kinds of muon chambers covering the region of $|\eta| < 2.5$ and an air-core toroid magnet system of rigidity 1.5-5.5 T m for $|\eta| < 1.4$ and 1-7.5 T m for $|\eta| > 1.6$. The expected standalone momentum resolution is $\sigma/p_T < 10\%$ up to 1 TeV.

For triggering at Level-1, fast chambers are used with a time resolution below 10 ns and 2-dimensional readout with a space resolution of 5-10 mm. The barrel region consists of 544 resistive-plate chambers (RPC) with 359 thousand channels. About 70% of the chambers are currently operational, with the goal of having 95.5% operational by summer 2009. The fraction of dead strips is below 2% and the fraction of hot strips and spots below 1%. In the end-cap
region, 3588 thin-gap chambers (TGC) are used with 318 thousand channels. About 99.8% of the chambers are operational, dead channels are less than 0.01% and noisy channels (with an occupancy higher than 5%) are below 0.02%.

For precision tracking, precision chambers are used with a spatial resolution of 35-40 $\mu$m. The barrel and end-cap regions are instrumented with 1088 stations of monitored drift tubes (MDT) with 339 thousand channels. The stations are aligned with an optical alignment system that consists of 12232 sensors. About 99.8% of the chambers are operational, with 0.1% dead channels and an additional 1% of recoverable channels. The fraction of noisy channels with at least 5% occupancy is less than 0.2%. In the forward direction, 32 cathode-strip chambers (CSC) are used, with 31 thousand channels. All of the chambers are operational and the fraction of dead channels is less than 0.1%.

![Figure 12: Sagitta distribution for cosmic muon tracks reconstructed by the MDT, before and after optical alignment.](image1)

![Figure 13: Correlation of the pseudo-rapidity coordinate of tracks reconstructed by the TGC (vertical axis) and the MDT (horizontal axis).](image2)

Fig. 12 illustrates the performance of the optical alignment system for one station of monitored drift tubes. The sagitta – fake due to chamber misalignment – of straight muon tracks is shown before and after optical alignment. After alignment, a mean position of $(48 \pm 54)$ $\mu$m is observed, which is consistent with zero and the claimed accuracy of the optical alignment system of 45-50 $\mu$m. The width of 1.5 mm is compatible with the expected amount of multiple scattering.

In Fig. 13, a good correlation between MDT tube hits in the middle station and the TGC tracks interpolated to the MDT middle station is seen for cosmic events. Vertical lines are due to noisy MDT tube while horizontal lines are due to noisy TGC wires. A similar correlation is seen in Fig. 14, which shows the $z$-coordinates of the MDT tubes versus the RPC ' $\eta$ strips' for cosmic muons. Fig. 15 projects cosmic muon tracks, reconstructed by the RPC, onto the cavern surface. The two main access shafts – the right one larger in diameter than the left one – are clearly visible at $x = 0$, as well as the two elevator shafts at $z = 0$.

### 5 Trigger and Data Acquisition

The ATLAS Level-1 Trigger system consists of custom-built hardware that allows to form a trigger decision every 25 ns based on information from the muon trigger detectors and the calorimeters. The system is completely installed and rate tests proved successful readout of the whole ATLAS detector up to 40 kHz, which is to be improved to the nominal rate of 75 kHz in the summer of 2009. The High-Level Trigger – the Level-2 Trigger and Event Filter – runs on CPU farms of currently 850 PCs in 27 racks, which can either be used as Level-2 or Event Filter and is capable of sustaining a Level-1 rate of up to 60 kHz. The final configuration foresees 500 PCs
for Level-2 and 1800 for the Event Filter, with 8 cores each, running at 2.5 GHz with 2 GB RAM per core. The finalisation of the system will be driven by the evolution of the LHC luminosity. During cosmics data-taking, High-Level Trigger algorithms (e.g. tracking algorithms) have been successfully used to enrich cosmics samples for inner detector studies.

6 Combined system

In this section, a few examples illustrate how the sub-detectors work together as a combined system. Fig. 16 is an event display of a cosmic muon with hits in all barrel detectors, during a run when the solenoid and toroid magnets were in operation.
In Fig. 17 and 18 we see, for cosmics data, a comparison between quantities reconstructed for inner detector tracks and for matching muon spectrometer tracks. A good correlation of all track parameters is seen: the observed differences are well in agreement with the expected multiple scattering and energy loss in the calorimeters and are well reproduced by the Monte Carlo simulation. This is illustrated in Fig. 17, in which the azimuthal coordinate $\phi_0$ is shown. Fig. 18, on the other hand, shows the difference in momentum, which is well within the expectation of a mean energy loss of 3 GeV in the calorimeters. No correction has been yet applied for the relative alignment of the inner detector and the muon spectrometer.

7 Summary

Commissioning of the ATLAS detector has started in 2005 along with the installation of the detector. Large amounts of cosmics data have been taken in 2008 with all sub-detectors included. In addition, ATLAS has been successfully operated with single beams from the LHC in September 2008. Both data – cosmics and beam data – have been very useful for commissioning the detector, in particular for alignment and calibrations. We have shown with a few examples that the ATLAS experiment is in good shape and ready for receiving proton-proton collisions at high energy and luminosity.
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