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Calibration
• The goal is gravitational-wave physics and astronomy 

• Calibration is the process by which we convert the detector output 
into a measured gravitational-wave strain that encodes the 
astrophysics 

• The accuracy of the calibration and our knowledge of its uncertainty 
affects our ability to do precision astrophysics 

• Problem is to get LDARM = Lx - Ly measured in meters from digitized 
photodetector signal in (arbitrary) counts
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FIG. 1. Simplified diagram of an Advanced LIGO interferometer.
Four highly reflective test masses form two Fabry–Pérot arm cavities.
At lower left, a power recycling mirror placed between the laser and
the beamsplitter increases the power stored in the arms to 100 kW. A
signal recycling mirror, placed between the beamsplitter and the GW
readout photodetector, alters the frequency response of the interferom-
eter to di↵erential arm length fluctuations. For clarity, only the lowest
suspension stage is shown for the optics. Inset: one of the dual-chain,
quadruple pendulum suspension systems is shown.
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FIG. 2. Block diagram of the di↵erential arm length feedback control
servo. The sensing function, digital filter function, and actuation
function combine to form the open loop transfer function G( f ) =
A( f ) D( f ) C( f ). The signal x(PC)

T is the modulated displacement of
the test masses from the radiation pressure actuator described in
Section IV.

The accuracy and precision of this estimated strain rely on
characterizing the sensing and actuation functions of each de-
tector, C and A. Each function is represented by a model,
generated from measurements of control loop parameters, each
with associated statistical uncertainty and systematic error. Un-
certainty in the calibration model parameters directly impacts
the uncertainty in the reconstructed detector strain signal. This
uncertainty could limit the signal-to-noise ratios of GW detec-
tion statistics, and could dominate uncertainties in estimated

astrophysical parameters, e.g., luminosity distance, sky loca-
tion, component masses, and spin. Calibration uncertainty is
thus crucial for GW searches and parameter estimation.

This paper describes the accuracy and precision of the model
parameters and of the estimated detector strain output over the
course of the 38 calendar days of observation during which
GW150914 was detected. Sec. II describes the actuation and
sensing function models in terms of their measured parameters.
Sec. III defines the treatment of uncertainty and error for each
of these parameters. In Sec. IV, a description of the radiation
pressure actuator is given. Secs. V and VI discuss the measure-
ments used to determine the static statistical uncertainties and
systematic errors in the actuation and sensing function models,
respectively, and their results. Sec. VII details the systematic er-
rors in model parameters near the time of the GW150914 event
resulting from uncorrected, slow time variations. Sec. VIII
discusses each detector’s strain response function that is used
to estimate the overall amplitude and phase uncertainties and
systematic errors in the calibrated data stream h(t). Sec. IX
discusses the inter-site uncertainty in the relative timing of
each detector’s data stream. In Sec. X the implications of these
uncertainties on the detection and astrophysical parameter es-
timation of GW150914 are summarized. Finally, in Sec. XI
we give an outlook on future calibration and its role in GW
detection and astrophysical parameter estimation.

II. MODEL DESCRIPTION

We divide the di↵erential arm length feedback loop into two
main functions, sensing and actuation. In this section, these
functions are described in detail. The interferometer response
function is also introduced; it is composed of these functions
and the digital control filter function (which is precisely known
and carries no uncertainty), and is useful for estimating the
overall uncertainty in the estimated strain.

A. Sensing function

The sensing function C converts residual test mass di↵eren-
tial displacement �Lres to a digitized signal representing the
laser power fluctuation at the GW readout port, derr, sampled
at a rate of 16 384 Hz. It includes the interferometric response
converting displacement to laser power fluctuation at the GW
readout port, the response of the photodiodes and their analog
readout electronics, and e↵ects from the digitization process.

The complete interferometric response is determined by the
arm cavity mirror (test mass) reflectivities, the reflectivity of
the signal recycling mirror (see Fig. 1), the length of the arm
cavities and the length of the signal recycling cavity [5, 6]. The
response is approximated by a single-pole low-pass filter with
a gain and an additional time delay.

The sensing function is thus given by

C(model)( f ) =
KC

1 + i f / fC
CR( f ) exp(�2⇡i f ⌧C) , (3)

C(f)

Sensing 
function

Gravitational  
wave strain h(t)

D(f)
Digital filters
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FIG. 1. Simplified diagram of an Advanced LIGO interferometer.
Four highly reflective test masses form two Fabry–Pérot arm cavities.
At lower left, a power recycling mirror placed between the laser and
the beamsplitter increases the power stored in the arms to 100 kW. A
signal recycling mirror, placed between the beamsplitter and the GW
readout photodetector, alters the frequency response of the interferom-
eter to di↵erential arm length fluctuations. For clarity, only the lowest
suspension stage is shown for the optics. Inset: one of the dual-chain,
quadruple pendulum suspension systems is shown.
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FIG. 2. Block diagram of the di↵erential arm length feedback control
servo. The sensing function, digital filter function, and actuation
function combine to form the open loop transfer function G( f ) =
A( f ) D( f ) C( f ). The signal x(PC)

T is the modulated displacement of
the test masses from the radiation pressure actuator described in
Section IV.

The accuracy and precision of this estimated strain rely on
characterizing the sensing and actuation functions of each de-
tector, C and A. Each function is represented by a model,
generated from measurements of control loop parameters, each
with associated statistical uncertainty and systematic error. Un-
certainty in the calibration model parameters directly impacts
the uncertainty in the reconstructed detector strain signal. This
uncertainty could limit the signal-to-noise ratios of GW detec-
tion statistics, and could dominate uncertainties in estimated

astrophysical parameters, e.g., luminosity distance, sky loca-
tion, component masses, and spin. Calibration uncertainty is
thus crucial for GW searches and parameter estimation.

This paper describes the accuracy and precision of the model
parameters and of the estimated detector strain output over the
course of the 38 calendar days of observation during which
GW150914 was detected. Sec. II describes the actuation and
sensing function models in terms of their measured parameters.
Sec. III defines the treatment of uncertainty and error for each
of these parameters. In Sec. IV, a description of the radiation
pressure actuator is given. Secs. V and VI discuss the measure-
ments used to determine the static statistical uncertainties and
systematic errors in the actuation and sensing function models,
respectively, and their results. Sec. VII details the systematic er-
rors in model parameters near the time of the GW150914 event
resulting from uncorrected, slow time variations. Sec. VIII
discusses each detector’s strain response function that is used
to estimate the overall amplitude and phase uncertainties and
systematic errors in the calibrated data stream h(t). Sec. IX
discusses the inter-site uncertainty in the relative timing of
each detector’s data stream. In Sec. X the implications of these
uncertainties on the detection and astrophysical parameter es-
timation of GW150914 are summarized. Finally, in Sec. XI
we give an outlook on future calibration and its role in GW
detection and astrophysical parameter estimation.

II. MODEL DESCRIPTION

We divide the di↵erential arm length feedback loop into two
main functions, sensing and actuation. In this section, these
functions are described in detail. The interferometer response
function is also introduced; it is composed of these functions
and the digital control filter function (which is precisely known
and carries no uncertainty), and is useful for estimating the
overall uncertainty in the estimated strain.

A. Sensing function

The sensing function C converts residual test mass di↵eren-
tial displacement �Lres to a digitized signal representing the
laser power fluctuation at the GW readout port, derr, sampled
at a rate of 16 384 Hz. It includes the interferometric response
converting displacement to laser power fluctuation at the GW
readout port, the response of the photodiodes and their analog
readout electronics, and e↵ects from the digitization process.

The complete interferometric response is determined by the
arm cavity mirror (test mass) reflectivities, the reflectivity of
the signal recycling mirror (see Fig. 1), the length of the arm
cavities and the length of the signal recycling cavity [5, 6]. The
response is approximated by a single-pole low-pass filter with
a gain and an additional time delay.

The sensing function is thus given by

C(model)( f ) =
KC

1 + i f / fC
CR( f ) exp(�2⇡i f ⌧C) , (3)

A(f)

Actuation 
function

Error signal

Control signal



In principle...

G(f) = C(f)D(f)A(f)

R�1(f) =
1 +G(f)

C(f)

h̃(f) =
1

L
R�1(f) d

error

(f)

Siemens et al. CQG 21 S1723 (2014)



Kissel's Seven Rules of Calibration
• Your detector response will be more complicated than you want it to be 

• You will need to invert the response 

• The response will be time dependent 

• You will be fighting your awesome isolators trying to calibrate 

• Your reference will not be perfect 

• Your calibration will change between runs (and during runs) 

• Achieving 1%/1 deg accuracy will be a bookkeeping nightmare



• LIGO calibration is performed  
using the photon calibrator laser 

• Push on one test mass with very  
well calibrated 2W laser (~0.8%) 

• Push on one mirror to simulate an  
incident gravitational-wave signal 

• The photodetector readout allows  
us to convert from meters to counts

What is Calibration?
● Push on end mirrors by known amount with the 

photon calibrator laser (PCAL) [8]
○ This laser’s power is extremely well known     

(~2 Watts)
○ Imposes a fundamental limit on our test mass 

motion uncertainty of ~0.8%
● When we push on one end test mass, it simulates a 

gravitational wave incident on our detector
○ Light in the cavity is phase shifted into the 

antisymmetric port onto our photodetector
● This photodetector readout gives us our calibration 

from meters of test mass motion to arbitrary counts

7

PCAL

Not to scale

PCAL Spot
Main Beam

Karki et al. Review of Scientific Instruments 87, 114503 (2016)
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Meas Date:
Jan 4, 2017

• Sensing function C(f) is 
well modeled 

• Buonanno and Chen (2001)  
Ward (2010) 
Hall (2017) 

• Use Markov Chain Monte  
Carlo to fit model parameters 
to measurement 

• Similar technique for actuation  
function A(f)

Cahillane et al. (in prep)



Sensing Model 
Parameter Estimation

● We have calibration parameters      which 
describe the state of our detector.

○ Optical gain
○ Coupled cavity pole
○ Time delay
○ Optical spring frequency
○ Optical spring inverse Q

● We have a calibration model                and 
measurements     .

● We use a Markov Chain Monte Carlo 
(MCMC) method to find the most likely 
parameter values     given our data      and 
model              :

LHO Sensing MCMC

16
Cahillane et al. (in prep)
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FIG. 1. Simplified diagram of an Advanced LIGO interferometer.
Four highly reflective test masses form two Fabry–Pérot arm cavities.
At lower left, a power recycling mirror placed between the laser and
the beamsplitter increases the power stored in the arms to 100 kW. A
signal recycling mirror, placed between the beamsplitter and the GW
readout photodetector, alters the frequency response of the interferom-
eter to di↵erential arm length fluctuations. For clarity, only the lowest
suspension stage is shown for the optics. Inset: one of the dual-chain,
quadruple pendulum suspension systems is shown.
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FIG. 2. Block diagram of the di↵erential arm length feedback control
servo. The sensing function, digital filter function, and actuation
function combine to form the open loop transfer function G( f ) =
A( f ) D( f ) C( f ). The signal x(PC)

T is the modulated displacement of
the test masses from the radiation pressure actuator described in
Section IV.

The accuracy and precision of this estimated strain rely on
characterizing the sensing and actuation functions of each de-
tector, C and A. Each function is represented by a model,
generated from measurements of control loop parameters, each
with associated statistical uncertainty and systematic error. Un-
certainty in the calibration model parameters directly impacts
the uncertainty in the reconstructed detector strain signal. This
uncertainty could limit the signal-to-noise ratios of GW detec-
tion statistics, and could dominate uncertainties in estimated

astrophysical parameters, e.g., luminosity distance, sky loca-
tion, component masses, and spin. Calibration uncertainty is
thus crucial for GW searches and parameter estimation.

This paper describes the accuracy and precision of the model
parameters and of the estimated detector strain output over the
course of the 38 calendar days of observation during which
GW150914 was detected. Sec. II describes the actuation and
sensing function models in terms of their measured parameters.
Sec. III defines the treatment of uncertainty and error for each
of these parameters. In Sec. IV, a description of the radiation
pressure actuator is given. Secs. V and VI discuss the measure-
ments used to determine the static statistical uncertainties and
systematic errors in the actuation and sensing function models,
respectively, and their results. Sec. VII details the systematic er-
rors in model parameters near the time of the GW150914 event
resulting from uncorrected, slow time variations. Sec. VIII
discusses each detector’s strain response function that is used
to estimate the overall amplitude and phase uncertainties and
systematic errors in the calibrated data stream h(t). Sec. IX
discusses the inter-site uncertainty in the relative timing of
each detector’s data stream. In Sec. X the implications of these
uncertainties on the detection and astrophysical parameter es-
timation of GW150914 are summarized. Finally, in Sec. XI
we give an outlook on future calibration and its role in GW
detection and astrophysical parameter estimation.

II. MODEL DESCRIPTION

We divide the di↵erential arm length feedback loop into two
main functions, sensing and actuation. In this section, these
functions are described in detail. The interferometer response
function is also introduced; it is composed of these functions
and the digital control filter function (which is precisely known
and carries no uncertainty), and is useful for estimating the
overall uncertainty in the estimated strain.

A. Sensing function

The sensing function C converts residual test mass di↵eren-
tial displacement �Lres to a digitized signal representing the
laser power fluctuation at the GW readout port, derr, sampled
at a rate of 16 384 Hz. It includes the interferometric response
converting displacement to laser power fluctuation at the GW
readout port, the response of the photodiodes and their analog
readout electronics, and e↵ects from the digitization process.

The complete interferometric response is determined by the
arm cavity mirror (test mass) reflectivities, the reflectivity of
the signal recycling mirror (see Fig. 1), the length of the arm
cavities and the length of the signal recycling cavity [5, 6]. The
response is approximated by a single-pole low-pass filter with
a gain and an additional time delay.

The sensing function is thus given by

C(model)( f ) =
KC

1 + i f / fC
CR( f ) exp(�2⇡i f ⌧C) , (3)

C(f)

Sensing 
function

Gravitational  
wave strain h(t)

D(f)
Digital filters
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FIG. 1. Simplified diagram of an Advanced LIGO interferometer.
Four highly reflective test masses form two Fabry–Pérot arm cavities.
At lower left, a power recycling mirror placed between the laser and
the beamsplitter increases the power stored in the arms to 100 kW. A
signal recycling mirror, placed between the beamsplitter and the GW
readout photodetector, alters the frequency response of the interferom-
eter to di↵erential arm length fluctuations. For clarity, only the lowest
suspension stage is shown for the optics. Inset: one of the dual-chain,
quadruple pendulum suspension systems is shown.
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FIG. 2. Block diagram of the di↵erential arm length feedback control
servo. The sensing function, digital filter function, and actuation
function combine to form the open loop transfer function G( f ) =
A( f ) D( f ) C( f ). The signal x(PC)

T is the modulated displacement of
the test masses from the radiation pressure actuator described in
Section IV.

The accuracy and precision of this estimated strain rely on
characterizing the sensing and actuation functions of each de-
tector, C and A. Each function is represented by a model,
generated from measurements of control loop parameters, each
with associated statistical uncertainty and systematic error. Un-
certainty in the calibration model parameters directly impacts
the uncertainty in the reconstructed detector strain signal. This
uncertainty could limit the signal-to-noise ratios of GW detec-
tion statistics, and could dominate uncertainties in estimated

astrophysical parameters, e.g., luminosity distance, sky loca-
tion, component masses, and spin. Calibration uncertainty is
thus crucial for GW searches and parameter estimation.

This paper describes the accuracy and precision of the model
parameters and of the estimated detector strain output over the
course of the 38 calendar days of observation during which
GW150914 was detected. Sec. II describes the actuation and
sensing function models in terms of their measured parameters.
Sec. III defines the treatment of uncertainty and error for each
of these parameters. In Sec. IV, a description of the radiation
pressure actuator is given. Secs. V and VI discuss the measure-
ments used to determine the static statistical uncertainties and
systematic errors in the actuation and sensing function models,
respectively, and their results. Sec. VII details the systematic er-
rors in model parameters near the time of the GW150914 event
resulting from uncorrected, slow time variations. Sec. VIII
discusses each detector’s strain response function that is used
to estimate the overall amplitude and phase uncertainties and
systematic errors in the calibrated data stream h(t). Sec. IX
discusses the inter-site uncertainty in the relative timing of
each detector’s data stream. In Sec. X the implications of these
uncertainties on the detection and astrophysical parameter es-
timation of GW150914 are summarized. Finally, in Sec. XI
we give an outlook on future calibration and its role in GW
detection and astrophysical parameter estimation.

II. MODEL DESCRIPTION

We divide the di↵erential arm length feedback loop into two
main functions, sensing and actuation. In this section, these
functions are described in detail. The interferometer response
function is also introduced; it is composed of these functions
and the digital control filter function (which is precisely known
and carries no uncertainty), and is useful for estimating the
overall uncertainty in the estimated strain.

A. Sensing function

The sensing function C converts residual test mass di↵eren-
tial displacement �Lres to a digitized signal representing the
laser power fluctuation at the GW readout port, derr, sampled
at a rate of 16 384 Hz. It includes the interferometric response
converting displacement to laser power fluctuation at the GW
readout port, the response of the photodiodes and their analog
readout electronics, and e↵ects from the digitization process.

The complete interferometric response is determined by the
arm cavity mirror (test mass) reflectivities, the reflectivity of
the signal recycling mirror (see Fig. 1), the length of the arm
cavities and the length of the signal recycling cavity [5, 6]. The
response is approximated by a single-pole low-pass filter with
a gain and an additional time delay.

The sensing function is thus given by

C(model)( f ) =
KC

1 + i f / fC
CR( f ) exp(�2⇡i f ⌧C) , (3)

A(f)
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function
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Four highly reflective test masses form two Fabry–Pérot arm cavities.
At lower left, a power recycling mirror placed between the laser and
the beamsplitter increases the power stored in the arms to 100 kW. A
signal recycling mirror, placed between the beamsplitter and the GW
readout photodetector, alters the frequency response of the interferom-
eter to di↵erential arm length fluctuations. For clarity, only the lowest
suspension stage is shown for the optics. Inset: one of the dual-chain,
quadruple pendulum suspension systems is shown.
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FIG. 2. Block diagram of the di↵erential arm length feedback control
servo. The sensing function, digital filter function, and actuation
function combine to form the open loop transfer function G( f ) =
A( f ) D( f ) C( f ). The signal x(PC)

T is the modulated displacement of
the test masses from the radiation pressure actuator described in
Section IV.

The accuracy and precision of this estimated strain rely on
characterizing the sensing and actuation functions of each de-
tector, C and A. Each function is represented by a model,
generated from measurements of control loop parameters, each
with associated statistical uncertainty and systematic error. Un-
certainty in the calibration model parameters directly impacts
the uncertainty in the reconstructed detector strain signal. This
uncertainty could limit the signal-to-noise ratios of GW detec-
tion statistics, and could dominate uncertainties in estimated

astrophysical parameters, e.g., luminosity distance, sky loca-
tion, component masses, and spin. Calibration uncertainty is
thus crucial for GW searches and parameter estimation.

This paper describes the accuracy and precision of the model
parameters and of the estimated detector strain output over the
course of the 38 calendar days of observation during which
GW150914 was detected. Sec. II describes the actuation and
sensing function models in terms of their measured parameters.
Sec. III defines the treatment of uncertainty and error for each
of these parameters. In Sec. IV, a description of the radiation
pressure actuator is given. Secs. V and VI discuss the measure-
ments used to determine the static statistical uncertainties and
systematic errors in the actuation and sensing function models,
respectively, and their results. Sec. VII details the systematic er-
rors in model parameters near the time of the GW150914 event
resulting from uncorrected, slow time variations. Sec. VIII
discusses each detector’s strain response function that is used
to estimate the overall amplitude and phase uncertainties and
systematic errors in the calibrated data stream h(t). Sec. IX
discusses the inter-site uncertainty in the relative timing of
each detector’s data stream. In Sec. X the implications of these
uncertainties on the detection and astrophysical parameter es-
timation of GW150914 are summarized. Finally, in Sec. XI
we give an outlook on future calibration and its role in GW
detection and astrophysical parameter estimation.

II. MODEL DESCRIPTION

We divide the di↵erential arm length feedback loop into two
main functions, sensing and actuation. In this section, these
functions are described in detail. The interferometer response
function is also introduced; it is composed of these functions
and the digital control filter function (which is precisely known
and carries no uncertainty), and is useful for estimating the
overall uncertainty in the estimated strain.

A. Sensing function

The sensing function C converts residual test mass di↵eren-
tial displacement �Lres to a digitized signal representing the
laser power fluctuation at the GW readout port, derr, sampled
at a rate of 16 384 Hz. It includes the interferometric response
converting displacement to laser power fluctuation at the GW
readout port, the response of the photodiodes and their analog
readout electronics, and e↵ects from the digitization process.

The complete interferometric response is determined by the
arm cavity mirror (test mass) reflectivities, the reflectivity of
the signal recycling mirror (see Fig. 1), the length of the arm
cavities and the length of the signal recycling cavity [5, 6]. The
response is approximated by a single-pole low-pass filter with
a gain and an additional time delay.

The sensing function is thus given by

C(model)( f ) =
KC

1 + i f / fC
CR( f ) exp(�2⇡i f ⌧C) , (3)

Abbott et al. PRD 95 062003 (2017)



Biwer, Finstad, et al. (in prep)



Nitz et al. arXiv:1705.01513



Biwer, Finstad, et al. (in prep)



Biwer, Finstad, et al. (in prep)



Biwer, Finstad, et al. (in prep)



Preliminary



Preliminary



Preliminary



27

Most of O2 Uncertainty Budget Movie

Cahillane et al. (in prep)



Most of O2 Uncertainty Budget
Spectrograms
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Both the calibration and its error very with time

Cahillane et al. (in prep)
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FIG. 9. These are bode plots of both detector’s calibration uncertainty percentiles for all of Observation Run Two. The x axis is frequency, while
the y axis is relative response Rmeas/Rmodel. The top two plots are relative response magnitude, and the bottom two are phase. The dashed white
line is the median relative response, while the colors represent the 1� calibration uncertainty for 68%, 95%, and 99% of the run’s time. The
largest changes in the calibration at LHO were due to clipping of the photon calibrator laser misreporting the strength of our response. The
largest calibration changes at LLO were due to fluctuations in the coupled cavity pole, which changes in time but is not yet corrected for in our
calibrated data.

has been a very good approximation to our data, as seen in
Figure 3. The single pole approximation has been compared to
the full sensing model in the past. [21] Di↵erences have been
compensated for by artificial parameters added to the DARM
model, or tolerated because they partially compensate for other
systematic errors, such as the long wavelength approximation.
These di↵erences should be reconsidered given the levels of
uncertainty we now report.

Third, quantifying the long wavelength approximation ap-
propriately upstream of calibration. The long wavelength ap-
proximation is the idea that a gravitational wave’s wavelength
is long enough that it stretches space in the detector similarly
for the entire detector, i.e. that �GW ⌧ L. However, as the
wave approaches higher frequencies the approximation breaks
down due to the size of our detector relative to the GW wave-
length. At fGW = 1 kHz, �GW = 3 ⇥ 105 meters, while the
length of our arms L = 4 km, or about 1% of �GW. The long
wavelength approximation has been quantified and understood
[20], but cannot be directly incorporated into the calibration
because the e↵ect depends on where in the sky the GW comes
from. Compensation must come from source parameter esti-
mators who may apply a calibration correction once the sky
location of a GW signal is known.

Precision astrophysics demands the best understanding of
our calibrated data possible. The methods described in this
paper were developed primarily for this purpose.

The uncertainty and systematic error budgets reported in
this paper represent a comprehensive characterization of our
Hanford and Livingston detector calibrations for observation
run two. In Advanced LIGO’s lowest noise region, from about
20 Hz to 1 kHz, the uncertainty in the calibrated data has been
significantly reduced from what was previously reported for
observation run one. The uncertainty budgets for O2 give
more sensible results, with uncertainty expanding at extreme
frequency regions below 20 Hz and above 1 kHz, and reduced

uncertainty in the low noise frequency region.
At the time of GW170104, the 20-1024 Hz region had ex-

treme uncertainty bands of -1.1% to 4.8% and -0.9 to 1.8
degrees at Hanford, and -4.3% to 4.1% and -2.1 to 1.9 degrees
at Livingston.

GW170104’s detection and parameter estimation are pri-
marily limited by noise, and not by calibration uncertainty.
As Advanced LIGO becomes more and more sensitive, detec-
tion SNR will increase, and calibration uncertainty will begin
contributing significantly to source parameter estimation un-
certainty. Calibration must continue to improve to ensure the
gravitational wave data gathered by Advanced LIGO tells us
the truth about the universe.
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Impact of Cal Uncertainty on GW150914 Sky Location

GW150914 90% sky area with 10%, 10 degrees cal uncertainty = 231 square degrees

GW150914 90% sky area with NO cal uncertainty = 153 square degrees

5
Plots from Chris Berry

GW150914 90% sky area with 
10% and 10 degrees uncertainty 

231 square degrees

GW150914 90% sky area with 
no calibration uncertainty 

153 square degrees

Chris Berry



Detector Characterization

• Gravitational-wave detector noise contains a stationary Gaussian 
component, an non-stationary component, and transient noise 

• DetChar is the process of identifying the sources of non-stationary 
and transient noise and (ideally) mitigating the problems in the 
detector, or removing them from the search (vetoing) 

• Very time-dependent problem... needs constant work!



These small variations are due to a variety of fluctuations in the detectors and their
environment, such as optic alignment variations or changing low frequency ground motion.
Figure 5 shows the single-interferometer background trigger rate over time for the PyCBC
search [7] with two different thresholds on the detection statistic, c2-weighted SNR141

[2, 30, 31]. Triggers with a c2-weighted SNR. 6.5 (shown in green) comprise the bulk of the

Figure 5. The rate of single interferometer background triggers in the CBC search for
H1 (above) and L1 (below), where color indicates a threshold on the detection statistic,
c2-weighted SNR. Each point represents the average rate over a 2048 s interval. The
times of GW150914 and LVT151012 are indicated with vertical dashed and dotted–
dashed lines respectively.

Figure 6. The behavior of cWB background triggers in frequency and coherent network
SNR over the duration of the analysis period (right) and the frequency distribution of
these triggers by week from 12 September to 20 October 2015 (left). For each time-
shifted background trigger, the time for the Livingston detector is indicated. The time
of GW150914, recovered with a coherent network SNR of 20, is indicated with a
dashed vertical line in the right panel. (LVT151012 was not identified by cWB.)
Overall, the background distribution is consistent throughout the analysis period.

141 c2-weighted SNR is the CBC detection statistic, where the SNR of a trigger is downweighted if there is excess
power which does not match the template waveform.

Class. Quantum Grav. 33 (2016) 134001 B P Abbott et al

18
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Blip Glitch

• Seen in both LIGO detectors with no known cause
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60-200 Hz Mystery Noise

• Only in Livingston. Similar to scattered light, but is not scattering

Data Quality for CBC Searches in O1 21

Figure 16: A time-frequency spectrogram of the 60-200 Hz noise. This noise appears
in storms that often last for many minutes. This time scale and frequency
range is damaging to CBC searches and has often been found responsible for
loud background events.
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Figure 17: A zoomed in time-frequency spectrogram of the 60-200 Hz noise. This period
of noise caused a loud trigger in the PyCBC background. The arc-like shape
of the noise is reminiscient of noise due to scattered light, but the frequency
of the noise is higher than expected.

[3] B. P. Abbott et al. Observation of gravitational waves from a binary black hole merger.449

Phys. Rev. Lett., 116:061102, 2016.450

[4] B.P. Abbott et al. GW151226: Observation of Gravitational Waves from a 22-Solar-Mass Binary451

Black Hole Coalescence. Phys. Rev. Lett., 116(24):241103, 2016.452
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Figure 15: A plot of single detector triggers from the Livingston detector binned by
template duration and waveform template peak frequency. The loudest
triggers in re-weighted SNR are constrained to the area of the parameter
space with template durations < 0.1s, which is the timescale of typical
instrumental transients, most notably blip transients. The small cluster of
loud triggers with a template duration of roughly 4.4 s corresponds to the
60-200 Hz noise discussed in Section 8.3.

vetoes are applied.434

The gravitational wave signal GW150914 was strong enough that it was louder435

than all background events regardless of what data were removed from the search. As436

such, DQ vetoes did not improve its significance. The false alarm rate of LVT151012,437

which occurred during the same analysis period, was improved from 0.69 yr�1 to 0.33438

yr�1 when vetoes were applied. The false alarm rate of the second gravitational wave439

signal discovered in O1, GW151226, was decreased by over two orders of magnitude440

when DQ vetoes were applied, which resulted in a clear detection.441

The production and application of DQ vetoes was critical for increasing overall442

sensitivity in Advanced LIGO’s first observing run and will continue to be vital for443

maximizing sensitivity to gravitational wave signals in the future.444
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value within a predefined window of ⇢(t) and identifies maxima in the SNR time series.

This process yields a list of times when a signal may be present, which are called

triggers. The matched filtering, thresholding and clustering algorithms are described in

Section 3.3.

Triggers generated by matched filtering the data against the template bank are

subject to a chi-squared test that determines if the time-frequency distribution of

power in the data is consistent with the expected power in the matching template

waveform [16]. To construct this test, the template is split into p frequency bins. These
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where ⇢2

cos

and ⇢2

sin

are the SNRs of the two orthogonal phases of the matched filter.

Lower-mass binary systems, such as binary neutron stars, lose energy to gravitational

waves more slowly than higher-mass systems. Consequently, the waveforms of lower

mass systems are longer, having more gravitational-wave cycles in the sensitive band

of the detector. The PyCBC pipeline allows the number of bins to be specified as a

function of the intrinsic parameters of the template. This allows the search to use more

bins in the chi-squared test for longer templates, making the test more e↵ective. In

previous analyses, the chi-squared test was the most computationally costly part of

the pipeline [18]. The PyCBC pipeline uses a more e�cient algorithm for computing

the chi-squared statistic, which vastly reduces the computational cost. Details of the

chi-squared test are given in Section 3.4.

For a trigger of given matched-filter SNR, larger values of �2 indicate a higher

likelihood of a noise transient origin as opposed to a signal. For signals, the reduced

chi-squared, �2

r = �2/(2p� 2), should be near unity. To down-weight triggers caused by

noise transients, the matched-filter SNR is re-weighted [27, 18] according to

⇢̂ =

(
⇢
.

[(1 + (�2

r)
3)/2]

1

6 , if �2

r > 1,

⇢, if �2

r  1.
(6)

Having computed the re-weighted SNR for each trigger, the pipeline discards all triggers

that lie below a pre-determined re-weighted SNR threshold.

The search requires that signals are observed with consistent parameters in the

detector network. First, any triggers that occur during times of instrumental or

environmental artifacts, as determined by the input data quality metadata, are vetoed.

To be considered a candidate event, triggers must be observed with a time of arrival

di↵erence less than or equal to the gravitational-wave travel time between detectors,

with an additional window to account for uncertainty in the measurement of the time of

TJ Massinger (in prep)

Usman et al Class. Quantum Grav.  
33 215004 (2016)  



• Repeat PyCBC search using data from the first observing run with 
and without data quality vetoes 

• Both analyses use PyCBC's internal veto tools: 

• "gating" and chi-squared veto 

• Measure change in sensitive volume using software injections

TJ Massinger (in prep)
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6. Analysis containing GW150914228

This analysis lasted from September 12 - October 20, 2015 and contained a total of 18.2229

days of coincident detector data. After category 1 vetoes were applied, 16.9 days of230

coincident data remained. After category 2 vetoes were applied, 16.8 days of coincident231

data were used in the final analysis. There were two interesting events that occurred232

in this analysis period. The first is GW150914, a gravitational wave signal from a233

binary black hole merger that marked the first direct detection of gravitational waves234

[3]. The second is a marginal candidate gravitational wave event, LVT151012, which235

stands out from the background distribution but does not have enough statistical236

significance to be quoted as a confident detection [25].237

6.1. Search sensitivity238

To measure the e↵ects of DQ vetoes on the sensitivity of the search, the analysis239

containing GW150914 was performed with and without applying data quality vetoes.240

The resulting measurements of VT were divided to calculate a VT ratio.241

Figure 2 shows the change in VT when vetoes are applied for two values of IFAR242

and several chirp mass bins. The lowest chirp mass bin contains BNS signals and243

does not show any improvement in sensitivity when DQ vetoes are applied. This is244

discussed further in section 6.2. The higher chirp mass bins show an improvement in245

search sensitivity for both values of IFAR.246
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Figure 2: The change in search sensitivity when DQ vetoes are applied for the analysis
containing GW150914. The error bars show the 1 � error from each VT
calculation combined in quadrature. The lowest chirp mass bin, which
contains BNS signals, does not show any improvement in sensitivity. For
marginally significant signals at IFAR = 100, the measured value of VT
increases by 3-32% in higher chirp mass bins. For highly significant signals at
IFAR = 1000, the measured value of VT increases by 34-62% in higher chirp
mass bins.

6.2. BNS bin247

Binary neutron star systems have the longest waveforms in the template bank, often248

spanning up to 60 seconds in duration. With such long waveforms, the �2 test is249

TJ Massinger (in prep)
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Figure 7: The change in search sensitivity when DQ vetoes are applied for the analysis
containing GW151226. The error bars show the 1 � error from each VT
calculation combined in quadrature. The lowest chirp mass bin, which
contains BNS signals, shows a small improvement in sensitivity when vetoes
are applied, though the error bars are consistent with a VT ratio of 1. For
marginally significant signals at IFAR = 100, the measured value of VT
increases by 27-62% in higher chirp mass bins. For highly significant signals
at IFAR = 1000, the measured value of VT increases by 45-90% in higher
chirp mass bins.

(a) (b)

Figure 8: The background distribution in the BNS bin before and after applying DQ
vetoes. (8a) The cumulative rate of background triggers in the BNS bin as
a function of re-weighted SNR. (8b) A histogram of background triggers in
the BNS bin. The red traces indicate the distribution of background triggers
without noisy data removed and the cyan traces indicate the distribution of
background triggers with all vetoes applied.

7.3. Bulk bin316

The bulk bin benefited from the application of DQ vetoes. Figure 9 shows the bulk bin317

background distribution before and after DQ vetoes were applied. The first notable318

e↵ect is that the loudest background event is at ⇢̂c = 14.3 rather than ⇢̂c = 12.4. This319

TJ Massinger (in prep)



Effect on False Alarm Rate
• GW150914 is so loud that it's FAR is insensitive to vetoes 

• GW151226 has a FAR of less than 1 in 186,000 years with vetoes 

• The significance of GW150914 is reduced to 1 in 770 years without 
applying data quality vetoes 

• The significance of LVT151012 is also reduced by a factor of two, if 
vetoes are not used

TJ Massinger (in prep)



Conclusions 1
• Time to start planning for 3G calibration is now! 

• What are your astrophysical requirements on calibration? 

• But don't forget about 2G detectors 

• Need assess effect of accuracy and uncertainty on astrophysics 
for the LIGO-Virgo network using real calibration models 

• Need to incorporate physical calibration models into parameter 
measurement (currently codes use spline models)



Conclusions 2
• DetChar and Vetoes can make a significant difference to search 

sensitivity and false alarm rate of detected signals 

• Detector state is constantly changing: problems come and go 

• Needs sustained effort to keep on top of the issues 

• Ongoing work is needed to mitigate unknown noise sources in the 
detectors and generate vetoes for searches 

• Still need effort to add better signal-based vetoes to searches


