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THE DARK ENERGY SURVEY

Figure 1: Dark Energy Camera mounted on the Blanco 4m telescope.

The Universe is getting bigger faster. Why?
The astonishing result of the late 1990s, show-
ing that the Universe is accelerating [6, 5], led to
a paradigm shift in cosmology from earlier Cold
Dark Matter (CDM) models of the Universe to
the inclusion of dark energy, ‘Lambda’, giving us
the current ⇤CDM model of the Universe. Is Uni-
versal acceleration really caused by dark energy,
or is it due to modified gravity? Or some other
explanation? The primary aim of the Dark Energy
Survey is to put constraints on the dark energy
density ⌦⇤ and the dark energy equation of state
w(z). The nature of dark energy and the cause
of the acceleration of our Universe is one of ‘the
most fundamental questions in astrophysics’ [1].

The Dark Energy Camera (DECam) is a specially
commissioned new instrument mounted on the
Blanco 4m telescope at the Cerro Tololo Inter-
American Observatory, Chile. DECam is a 570
megapixel camera which over the course of 525
nights spread over five years will image 5000
square degrees of the southern sky. The Dark En-
ergy Survey is designed to find answers to ques-
tions about the nature of dark energy.
The Dark Energy Survey (DES) [8] will com-
bine data from observations of supernovae type Ia
(SNeIa), weak lensing, large scale structure and
galaxy clustering to put robust constraints on the
dark energy parameters of interest.

FIELD LOCATIONS

Figure 2: Locations of DES SN shallow
(C1,C2,E1,E1,X1,X2) and deep (C3,X3) fields.

• Ten di↵erent fields are visited in the DES SN
survey: eight shallow fields and two deep fields,
with which to calibrate the eight shallow fields.

• Each field is ⇠ 3 square degrees.

• Each field lies within the area of the wider DES
survey and each has been chosen for it’s over-
lap with other surveys which can provide useful
ancillary data.

SURVEY OPERATIONS

• The median cadence for supernovae observa-
tions is 5 days.

• The vast majority of SN host galaxies will be
followed up spectroscopically with instruments
on other telescopes to provide a host galaxy
redshift.

• For a more detailed overview of the survey
strategy, please see [2]

Figure 3: exposure times in each band for shal-
low and deep fields
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Figure 4: A simplified overview of supernovae observations and data processing operations. The ulti-
mate aim of taking SNe observations is to obtain constraints on the dark energy parameters w0, wa
and ⌦⇤

TOWARDS A HUBBLE PLOT

Figure 5: A glimpse of a preliminary Hubble plot. For the purposes of blinding, no numbers are
shown on the vertical axis.

• The plot shows a subset of ⇠ 70 photomet-
rically classified [7] SNe Ia which have host
galaxy spectroscopic redshifts.

• Basic ‘forced photometry’ is used here, not the
full ‘final photometry’ that will be used in the

cosmological analysis.

• Light curves were fitted using SNANA [3] and
distance moduli are estimated using salt2mu
[4]

LIGHT CURVES

Figure 6: Two examples of light curves taken during the first part of the first observing season,
showing typical cadence.

DATA QUALITY MONITORING
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Figure 7: Fake supernovae are inserted into the di↵erence imaging pipeline to monitor the e�ciency
of the pipeline. LH plot: number of fake SN recovered as a function of magnitude; RH plot: signal
to noise ratio of the fixed magnitude fake SN. (Shallow fields, single night)

OUTLOOK

DES observing began in September 2013, we are
now nearly 2/3 of the way through the first sea-
son, data quality looks good. Over the next five
years DES will yield a photometric survey with
around 3500 well sampled SN light curves, and
additionally we anticipate having the host galaxy

spectroscopic redshifts for the bulk of those SN.
Science verification data is currently available to
the public and raw data from season 1 will be
made available one year from the date on which
it was taken. For more information please visit
http://www.darkenergysurvey.org

References
[1] Andreas Albrecht et al. Report of the Dark Energy Task Force. astro-ph/0609591, 2006.

[2] J. P. Bernstein et al.. Supernova Simulations and Strategies for the Dark Energy Survey. Astrophys. J. ,
753:152, July 2012.

[3] Richard Kessler et al. Snana: A public software package for supernova analysis. arXiv:0908.4280, Aug 2009.

[4] John Marriner et al. A MORE GENERAL MODEL FOR THE INTRINSIC SCATTER IN TYPE Ia SUPERNOVA
DISTANCE MODULI. October, 72(1), 2011.

[5] S. Perlmutter et al. Measurements of Omega and Lambda from 42 high redshift supernovae. Astrophys.J.,
517:565–586, 1999. The Supernova Cosmology Project.

[6] A. G. Riess et al. Observational Evidence from Supernovae for an Accelerating Universe and a Cosmological
Constant. Astronomical Journal, 116:1009–1038, September 1998.

[7] M. Sako, et al. Photometric Type Ia Supernova Candidates from the Three-year SDSS-II SN Survey Data.
Astrophys. J. , 738:162, September 2011.

[8] The Dark Energy Survey Collaboration. The Dark Energy Survey. ArXiv Astrophysics e-prints, October 2005.

SURVEY/OBSERVATION STRATEGY

‣525 nights over 5 seasons 
‣5000 sq. degrees (main survey) vs. 24 + 6 sq. deg (SN survey) 
‣Seeing > 1.1’’ or 7 days since last observation ⇒ SN



SN SURVEY

‣8 shallow & 2 deep fields 

‣ 

‣5 months/season 
‣5 day nominal cadence 
‣3500 SN Ia expected



SN IA REDSHIFTS

DES



FIRST SN IA DETECTIONS

Chris D’AndreaPortsmouth 14

HIGH REDSHIFT TYPE IA SUPERNOVAE



OZDES
‣ AAOmega/2dF on AAT:  

near-perfect overlap with DECam FoV  
‣ SN hosts targeted repeatedly to build depth  
‣ 100 nights over 5 years: 

SV: 5 SN Ia & 2 SNother confirmed 
Y1 - Y3: 1300 SN Ia, 251 confirmed

Chris D’AndreaPortsmouth 9

• AAOmega/2dF on AAT:  near-perfect overlap with DECam FoV
• SN Host Galaxies targeted repeatedly to build depth
• Fibers placed on live SNe 
• 100 nights over 5 years; 12 nights in 2013B (completed)

OZDES



MAIN SURVEY

10 tilings x 90 s ⇒ mag. limit 25.2 (g) .. 23.4 (z)

Survey completeness after Y1
iby Eric Neilsen



MAIN SURVEY

10 tilings x 90 s ⇒ mag. limit 25.2 (g) .. 23.4 (z)

Survey completeness after Y2
iby Eric Neilsen



MAIN SURVEY

10 tilings x 90 s ⇒ mag. limit 25.2 (g) .. 23.4 (z)

Survey completeness after Y4
iby Eric Neilsen



IMAGE QUALITY

Seeing distribution in Y1
iby Eric Neilsen



IMAGE QUALITY

Seeing distribution in Y2
iby Eric Neilsen



WEAK-LENSING RESULTS FROM SV AND Y1The Dark Energy Survey

Stripe 82

SPT

35 M galaxies, 1300 sq. deg



WEAK-LENSING RESULTS FROM SV AND Y1DES Y1 Weak Lensing Measurements

Galaxy cluster lensing (McClintock, Varga et al, in prep)

• Measuring tangential shear around RedMaPPeR galaxy 
clusters

Melchior et al 2016

Melchior et al. 2016



DES Y1 Weak Lensing Measurements

Galaxy cluster lensing (McClintock, Varga et al, in prep)

• Measuring tangential shear around RedMaPPeR galaxy 
clusters

WEAK-LENSING RESULTS FROM SV AND Y1
Varga, McClintock et al. (in prep.)



WEAK-LENSING RESULTS FROM SV AND Y1

DES Y1 Weak Lensing Measurements

Galaxy-galaxy lensing (Prat et al, in prep)

• Measuring tangential shear around galaxies

• One component 
of the larger Key 
cosmology effort 
in DES Year 1, 
combining 
galaxy-galaxy 
lensing, galaxy 
clustering, and 
cosmic shear

Prat et al. (in prep.)



DES Y1 Weak Lensing Measurements

Galaxy-galaxy lensing (Prat et al, in prep)

• Measuring tangential shear around galaxies

• One component 
of the larger Key 
cosmology effort 
in DES Year 1, 
combining 
galaxy-galaxy 
lensing, galaxy 
clustering, and 
cosmic shear

WEAK-LENSING RESULTS FROM SV AND Y1
Prat et al. (in prep.)



WEAK-LENSING RESULTS FROM SV AND Y1

 

Metacalibration

Troxel et al. (in prep.)
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FIG. 6. Fiducial constraints on the matter density ⌦m and S8 (top) or
w0 (bottom) in wCDM. Format and content are otherwise the same
as Fig. 5.
SD: is it common to have w run in reverse?

• The uniform prior on H
0

is chosen to be centered on569

and have a width of 10 times the 68% confidence limit570

of [68] from local distance-ladder measurements. This571

widely encompasses the value preferred by other exper-572

iments described in Sec. ??.573

• Discuss ⌦b parameter range574

• Discuss ns parameter range575

• Discuss ⌦⌫ parameter range576

All other flat cosmological parameter priors are chosen to be577

wide enough so as to be uninformative.578

The parameterization and interpretation of systematic or as-579

trophysical models and their priors is discussed in detail in580

Sec. VII C (intrinsic alignment), Sec. VIII C (photo-z calibra-581

tion), & Sec. VIII A (shear calibration). The shear multiplica-582

tive bias is modeled as583

⇠ij
pred

= (1 + mi)(1 + mj)⇠
ij
true

, (5)

where m
1�4

is free to independently vary in each tomographic584

bin. The photo-z bias is modeled as an additive shift of the585

n(z)586

ni
pred

= ni
meas

(z � �zi), (6)

where �z
1�4

are free to independently vary in each tomo-587

graphic bin.588

Though we sample over the normalization of the matter589

power spectrum As, we present results in terms of the more590

commonly used �
8

, the matter fluctuation amplitude at z = 0591

in 8h�1 Mpc spheres, and S
8

⌘ �
8

(⌦

m

/0.3)

↵ with ↵ = 0.5,592

which describes the direction in the �
8

– ⌦m plane perpen-593

dicular to the primary degeneracy direction and scales with594

the amplitude of the shear correlation function. We will re-595

fer to both the 68% confidence limit, which is the area around596

the peak of the posterior within which 68% of the probabil-597

ity lies, as well as the figure of merit (FoM) defined from this598

68% confidence limit. In two parameter dimensions, the FoM599

is defined for parameters p
1

and p
2

as [69]:600

FoMp1�p2 =

1p
det Cov(p

1

, p
2

)

, (7)

which is a generalization of the Dark Energy Task Force601

(DETF) recommendation for the dark energy FoM [1].602

A. Fiducial ⇤CDM and wCDM Results603

SD: Are you sure you want to bundle these 2 results in one
subsection/paragraph? This is what most people will be looking
for, and also the 2 analyses are very different: the ⇤CDM one
is a zero-parameter test of this by-now standard model informed
by Planck. Shouldn’t we highlight that Planck measured �8

at z = 1100 while we are measuring at z ⇠ 0.5, 13 billion
years later. The model gives a zero parameter prediction for
what we should see, and we are testing it, hitting at this model,
with unprecedented precision. The second analysis opens up
the possibility of a non-standard model, etc.

604

We marginalize over a total of 6 cosmological parameters605

in the fiducial ⇤CDM model, including a free neutrino mass606

density, and 10 systematic or astrophysical parameters. The607

fiducial wCDM model additionally includes a free dark en-608

ergy equation of state parameter w
0

. Our fiducial ⇤CDM con-609

straints in both the �
8

– ⌦m and S
8

– ⌦m planes are shown in610

WEAK-LENSING RESULTS FROM SV AND Y1
Troxel et al. (in prep.)
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B. Blinding522

The blinding strategy for the DES Y1 analyses has been523

a transition toward the more complete blinding scheme pro-524

posed for DES Y3+ analyses,525

MJ: ”proposed”? I think ”planned” would read better. Or
maybe ”that we are considering for Y3”. But proposed sounds
like we’re waiting for approval from someone. (Maybe just
ourselves.)

526

which will include a fully consistent shift of galaxy clus-527

tering and weak lensing two-point measurements in the full528

cosmological parameter space of wCDM [? ] to allow for the529

joint blinded analysis of weak lensing and large-scale cluster-530

ing. For the DES Y1 analysis, we have maintained a catalog-531

level blinding scheme similar to the DES SV analyses, but532

rescaling |⌘| = 2arctanh |e| instead of |e| by a factor be-533

tween 0.9 and 1.1. This catalog blinding was preserved until534

the catalogs and primary DES Y1 cosmological analyses and535

papers (this work and [46]) were finalized and submitted to536

the DES internal review process.537

MJ: Rather than merely submitted, maybe ”completed the first
round of the DES internal review process”. (The version I’m
reviewing now is still blinded.)

538

All calculations were then repeated with the unblinded cat-539

alogs for the final version of the paper.540

In addition to this catalog-level blinding, no comparison to541

theory at the two-point level (⇠±) or of cosmological contours542

was made until after the shape catalogs and priors were final-543

ized. A qualitative comparison of results from the two shape544

catalog with axes and values suppressed was performed to545

confirm that they produced consistent results after their devel-546

opment was complete and before finalizing the shear priors.547

The results of this test were acceptable, and no modification548

to the shape catalogs or priors were necessary. All measure-549

ment, processing, and plotting routines were tested either on550

measurements of the Buzzard mock catalog or on synthetic551

data vectors before use on the DES data.552

VI. COSMOLOGICAL PARAMETER CONSTRAINTS553

We present in this section the first cosmological parameter554

constraints from cosmic shear using data from the main DES555

wide-field survey. We perform likelihood evaluation using the556

cosmic shear measurements described in Sec. V, the redshift557

distributions described in Sec. II B, and the covariance matrix558

described in Sec. IV. Cosmological model and systematic or559

astrophysical parameters are constrained for both the ⇤CDM560

model and the wCDM model, where the equation of state of561

dark energy is described by a single parameter w
0

. A varying562

physical neutrino density is included in both models. The pa-563

rameters varied in the fiducial analysis are listed in Table III,564

along with their range and any priors applied. For the ⇤CDM565

model, w
0

is fixed to -1, while in wCDM it is allowed to vary566

in the range given in the table. A description of informative567

prior choices follows:568
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FIG. 5. Fiducial constraints on the matter density ⌦m and the mat-
ter fluctuation amplitude �8 (top) or S8 (bottom) in ⇤CDM. The
DES Y1 cosmic shear constraints are shown by the grey filled con-
tours, Planck TT + lowP constraints by the filled green contours,
and cosmic shear constraints from DES SV and KiDS 450 cosmic
shear constraints by unfilled blue and red contours, respectively. We
use the DES SV and KiDS 450 data vector, n(z), and covariance
to marginalize over the cosmological and astrophysical parameters
and models listed in Table III matching our Fiducial analysis, while
maintaining their original shear and photo-z systematics models and
.priors. check/add details about planck In all cases, both 68% and
95% confidence contours are shown.
Troxel: Please comment on removing SV from these
plots. Please note the contours are less smooth than they
will finally be, and appearance will be revisited with fi-
nal versions of all figures. If you’d like to have a go at
modifying, code is in repo. ’S8’ will be changed to S8

LCDM wCDM
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ALGORITHMS: LOOK AT THE IMAGES!
Melchior et al. (2016a)       http://des-exp-checker.pmelchior.net

http://des-exp-checker.pmelchior.net


ALGORITHMS: LOOK AT THE IMAGES!
Melchior et al. (2016a)       http://des-exp-checker.pmelchior.net

http://eyeball.erinsheldon.net
http://des-exp-checker.pmelchior.net
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ALGORITHMS: SEGMENT YOUR DATA!

‣ überseg masking of neighbors 
‣ combined with multi-object 

fitting (MOF) of ngmix 
https://github.com/esheldon/
ngmixer  

‣ Validation against simulations

The DES Science Verification Weak Lensing Shear Catalogues 13

The files are quite large, so loading the whole file into memory is
not generally feasible, but it is also not necessary.

The postage stamps from the original single-epoch images
were sky-subtracted and then scaled to be on a common photomet-
ric system, which simplified the model fitting using these images.
We also stored the local affine approximation of the WCS function,
evaluated at the object centre, so that models could be made in sky
coordinates and constrained using the different image coordinates
for each postage stamp.

See Appendix A for details about how we build and store the
MEDS files.

5.1 Exposure Selection

We did not use all single-epoch images for measuring shapes. We
excluded a small fraction of the CCD images that had known prob-
lems in the original data or in some step of the data reduction and
processing. We created simple “blacklist” files, in which we stored
information for CCD images we wished to exclude, and that infor-
mation was incorporated into the MEDS files as a set of bitmask
flags. Postage stamps from blacklisted images were then easily ex-
cluded from the analysis when measuring shears. Here we list some
of the reasons that images were blacklisted.

Some of the astrometry solutions (cf. §2.3) provided a poor
map from CCD coordinates to sky coordinates. This happened pri-
marily near the edges of the SPT-E region where there are not
enough overlapping exposures to constrain the fit.

Some of the PSF solutions (cf. §4) provided a poor model of
the PSF across the CCD. In some cases there were too few stars
detected to constrain the model; occasionally there was some error
when running either the star finding code or PSFEX.

A small fraction of the SV images were contaminated by
bright scattered-light artefacts. Scattered-light artefacts fall into
two broad categories: internal reflections between the CCDs and
other elements of the optics, known as “ghosts”; and grazing in-
cidence reflections off of the walls and edges of the shutter and
filter changer mechanism. Ghosts primarily occur when a bright
star is within the field of view, while grazing incidence scatters oc-
cur predominantly for stars just outside the field-of-view. Using the
positions of bright stars from the Yale Bright Star Catalogue (Hof-
fleit & Jaschek 1991) and knowledge of the telescope optics, it is
possible to predict locations on the focal plane that will be most af-
fected by scattered light. We identified and removed a total of 862
CCD images (out of 135,481) from the single-exposure SV data set
in this manner. In April 2013, filter baffles were installed to block
some of this scattered light, and non-reflective paint was applied to
the filter changer and shutter in March 2014 (Flaugher et al. 2015).
These modifications have greatly reduced the occurrence of grazing
incidence reflections in subsequent DES seasons.

It is common for human-made objects to cross the large DE-
Cam field of view during an exposure. The brightest and most im-
pactful of these are low-flying airplanes (two Chilean flight paths
pass through the sky viewable by the Blanco telescope). Airplane
trails are both bright and broad, and cause significant issues in esti-
mating the sky background in CCDs that they cross. We identified
these airplane trails by eye and removed a total of 56 individual
CCD images due to airplane contamination (corresponding to 4 dis-
tinct exposures). This rate of airplane contamination is expected to
continue throughout the DES survey.

In addition to airplanes, earth-orbiting satellites are a common
occurrence in DES images. During the 90 second exposure time of
a DES survey image, a satellite in low-earth-orbit can traverse the

Figure 11. Example galaxy image demonstrating two masking strategies.
The top row shows the original postage stamps in the MEDS file. The
second row shows the result when only the SEXTRACTOR segmentation
map was used to mask neighbors. The third row shows the result when the
überseg algorithm was used to mask neighbors, as described in the text.

entire focal plane, while geosynchronous satellites travel approxi-
mately 1.25 CCD lengths. The impact of these satellite streaks is
significantly less than that of airplanes; however, because they only
occur in a single filter, they can introduce a strong bias in the colour
of objects that they cross. For SV, the “crazy colours” cut men-
tioned in §2.1 removes most of the contaminated objects. At the
end of Year 1, an automated tool was developed by DESDM for
detecting and masking satellite streaks using the Hough transform
(Hough 1959; Duda & Hart 1972). This should greatly reduce the
impact of satellite streaks in upcoming seasons of DES observing
and will be retroactively applied to reprocessing of earlier data.

5.2 Masks

The user can construct a “mask” for each postage stamp in the
MEDS files in a variety of ways. For this analysis, we used what
we call an “überseg” mask, constructed from the weight maps, seg-
mentation maps and locations of nearby objects.

To create the überseg mask, we started with the SEXTRACTOR
segmentation map from the coadd image, mapping it on to the cor-
responding pixels of the single-epoch images. We prefer this map to
the segmentation map derived for each single-epoch image because
the coadd image is less noisy, and thus has more object detections
and more information for determining the extent of each object.

We then set pixels in the weight map to zero if they were ei-
ther associated with other objects in the segmentation map or were
closer to any other object than to the object of interest. The result
was a superset of the information found in the weight maps and
segmentation maps alone, hence the name überseg.

An example set of images and überseg maps are shown in Fig-
ure 11. In tests on a simulation with realistically blended galaxies
(cf. §6.2), we found a large reduction in the shear biases when using
the überseg masking as compared to the ordinary SEXTRACTOR
segmentation maps. In particular, when using ordinary segmenta-
tion maps we found a significant bias of the galaxy shape in the
direction toward neighbors. With the überseg masking, such a bias
was undetectable.

MNRAS 000, 1–37 (2015)

Jarvis et al. 2016

https://github.com/esheldon/ngmixer


ALGORITHMS: META-CALIBRATE!

‣ Calibrating estimators with ab initio 
sims very expensive 

‣ Determine responsivity of estimator 
to signal: 
Huff & Mandelbaum (2017), 
Sheldon & Huff (2017) 

‣ Reducing shear calibration errors 
from ~5% in SV to 1.2% in Y1

Practical Weak Lensing Shear Measurement with Metacalibration 3

to use for shear estimation. emay be some estimate of an
objects two-component ellipticity such that e = (e1, e2).
We can expand this observable in a Taylor series about
zero shear

e = e|γ=0 +
∂e

∂γ

∣∣∣∣
γ=0

γ + ...

≡ e|γ=0 +Rγ + ... (1)

where we have defined the shear response:

R ≡
∂e

∂γ

∣∣∣∣
γ=0

. (2)

Note that the derivative is also with respect to the two-
component shear γ, making R a 2× 2 matrix:

R =

(
∂e1/∂γ1 ∂e2/∂γ1
∂e1/∂γ2 ∂e2/∂γ2

)
.

We can use the ensemble mean of such measurements
e, for example, measured from a population of galaxies,
as a shear estimator. Assuming the shear is small, we
can drop terms of order γ2 and higher (we explore this
approximation in §9), such that

⟨e⟩ = ⟨e⟩|γ=0 + ⟨Rγ⟩+ ...

≈ ⟨Rγ⟩, (3)

where we have also assumed the intrinsic ellipticities of
galaxies are randomly oriented such that ⟨e⟩|γ=0 ∼ (0, 0).
If we have estimates of R for each galaxy, we can form a
weighted average:

⟨γ⟩ ≈ ⟨R⟩−1⟨e⟩ ≈ ⟨R⟩−1⟨Rγ⟩. (4)

Note the special case of constant shear, where γ factors
out of the right-hand side.
If the estimator e is unbiased, the mean response ma-

trix ⟨R⟩ will be consistent with the identity matrix. If e
is a biased estimator, ⟨R⟩ will deviate from the identity
matrix, and could have significant structure.
The essence of metacalibration

(Huff & Mandelbaum 2017) is to estimate the shear re-
sponse R for a measurement e directly from image data.
The measurement of the shear estimator e is repeated
on sheared versions of the galaxy image and these are
used to form a finite-difference central derivative. For
component i, j we can write

Ri,j =
e+i − e−i
∆γj

, (5)

where e+ is the measurement made on an image sheared
by +γ, e− is the measurement made on an image sheared
by −γ, and ∆γ = 2γ.
The shearing is accomplished via a series of image ma-

nipulations. The original image I is deconvolved from the
point spread function (PSF), sheared, and reconvolved
by the another function to suppress the amplified noise
that is due to deconvolution. This function should be
slightly larger than the original PSF in order to sup-
press Fourier modes exposed by the shearing that were
previously hidden in the finite resolution of the original
image. We can represent the series of operations clearly

in Fourier space, where convolutions are products and
deconvolutions are divisions:

Ĩ(γ) =
[(

Ĩ/P̃
)
⊕ γ

]
× P̃d (6)

where Ĩ and P̃ are the Fourier transforms of the image
and PSF. P̃d is the Fourier transform of the function with
which the image is reconvolved; we use the subscript d
to indicated that the function is “dilated” with respect
to the original PSF. Shearing is represented by ⊕.
Note that for measurement of the shear estimator e,

one should use an image passed through these same im-
age manipulations, but without any shear applied. This
ensures that the same reconvolution function is used for
the shear estimator and the response measurements.
We find that the results are rather insensitive to the

choice of applied shear. We tested values in the range of
0.001 to 0.05 and did not see significant changes in the
results. We take γ = 0.01.
In practice, the response matrices measured from each

image can have significant structure, but the average ⟨R⟩
is to good approximation diagonal. Thus, for a straight
mean shear measurement the correction in equation 4 re-
duces to element-wise division. However, measurements
such as tangential shear or pairwise two-point functions
involve projecting the ellipticities into different coordi-
nate systems. The measurement may require projection
of the response matrix as well, which could require using
the full response matrix.
One might expect the response to be proportional to

the identity matrix if there is no preferred direction in the
measurement process. In the simulation tests we present
in §6, we found that the diagonal elements can differ by
as much as a few parts in a thousand due to the use of
a strong PSF anisotropy oriented along the diagonal of
the image.
As mentioned, the estimator e can be noisy, but in

principle, when averaging over a large ensemble of mea-
surements, the noise does not cause any bias because ⟨R⟩
is very well determined (see §2.1). However, when work-
ing with images, the metacalibration process itself al-
ters the noise in a coherent way, requiring a correction
(see §4.1).

2.1. PSF Anisotropy and Shear Inference

If the PSF correction is not perfect, the leading term
⟨e⟩|γ=0 will not be zero. Huff & Mandelbaum (2017) dis-
cussed another response, the response of the measure-
ment to the PSF ellipticity, to correct this effect. In this
work we instead reconvolve the image by a circular func-
tion, which removes most additive effects that are due to
the PSF (see §7).
In Huff & Mandelbaum (2017) the simple averaging in

equation 4 did not work well because the shape estima-
tors used therein were relatively noisy. Instead, a so-
phisticated statistical method was developed to infer the
shear. For the estimator we use in this work (see §7), the
R are relatively well measured, even for galaxies with
very low S/N , and the average ⟨R⟩ is very well deter-
mined. We find that using simple averages in equation 4
is adequate to infer the correct shear.
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Balrog:  A GalSim wrapper for DES

It is difficult to simulate the 
‘unknown unknowns.’

So we just use the data 
instead -- add galaxies to DES 
images, and see what we 
recover.

simulated galaxies
Above: bespoke OSU coadd, near the center of one 

of the dedicated cluster fields.

Wednesday, June 12, 13

Inserting mock galaxies and stars into survey images

https://github.com/emhuff/Balrog


ALGORITHMS: FAKE YOUR DATA!
Suchyta et al. (2016)        https://github.com/emhuff/Balrog

https://github.com/emhuff/Balrog


ALGORITHMS: FAKE YOUR DATA!
Suchyta et al. (2016)        https://github.com/emhuff/Balrog

No galaxy left behind: accurate measurements with the faintest objects in the Dark Energy Survey 19

�

10�3 10�2 10�1 100 101

✓ [deg]

0.000

0.003

0.006

0.009

✓0
.6

w
(✓

)

DES Balrog
DES Uniform

COSMOS Resampled
COSMOS Unmatched (McCracken et al. 2007)

Model

19 20 21 22 23 24 25
i [mag]

0.0

0.5

1.0

⇥106

Figure 13. Angular clustering results. Black and red points show w(✓) measurements for our DES galaxies, with uniform and Balrog randoms, respectively.
(Points at the same separation have been slightly o↵set for visual clarity.) The yellow band measures the 1� confidence interval on w(✓) in a matched COSMOS
sample (cf. Section 5.4). All errors are estimated with jackknife resampling, (see Appendix B). The gray dashed lines are COSMOS measurements from
McCracken et al. (2007), which we note are not matched to the DES sample, but which could be measured to a smaller scale than our DES-matched COSMOS
measurements. (See Section 5.4 and Section 5.6 for more details). Dashed green lines are ⇤CDM model predictions, not fits to the data (cf. Section 5.6). Insets
show the distribution of true Balrog (light blue) and observed DES (blue) magnitudes, with selection regions highlighted. In both panels, we have multiplied
the signal by its approximate power-law slope. Top: Clustering of the bright, fairly complete sample. As expected, variations in the DES window function, as
measured by the Balrog randoms, do not appear significant for the clustering above 1500 (0.004�). Bottom: Clustering of the faint sample, which is near or at
the magnitude limit of the survey, and ⇠35% incomplete on average. It is strongly impacted by systematic e↵ects due to the spatial variations of DES survey
properties. We include the measurement using uniform randoms purely as an estimate of the of the importance of systematic errors, noting that it would be
inappropriate to use uniform randoms to measure w(✓) for a 23 < i < 24 sample selected with 10� limiting magnitude i > 22.5. The Balrog randoms appear
to capture essentially all of the extra power, suppressing it by roughly two orders of magnitude (see Section 5.6 for further explanation). Note the excellent
agreement with the matched COSMOS measurements. Like McCracken et al. (2007), Balrog suggests little deviation from a power-law down to small scales.
The shape of Balrog results also agree with the shapes of the models.
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‣ WL shapes, photo-zs, 
correlation functions, 
cosmological analysis 

‣ Facilitated by MEDS 
https://github.com/esheldon/
meds 

‣ Reveals inconsistencies,  
lower bound on systematics

FIG. 3. Graphical illustration of the 68% confidence limits on S8 ⌘ �8(⌦m/0.3)0.5 values given in Table I, showing the
robustness of our results (purple) and comparing with the CFHTLenS and Planck lensing results (orange) and Planck (red).
The grey vertical band aligns with the fiducial constraints at the top of the plot. Note that Planck lensing in particular, and
other non-DES lensing measurements optimally constrain a di↵erent quantity than shown above e.g. see the second and third
columns of Table I.

where � is the comoving radial distance, �h is the co-
moving distance of the horizon, a(�) is the scale factor,
and fK(�) the comoving angular diameter distance. We
assume a flat universe (fK(�) = �) hereafter. The lens-
ing e�ciency gi is defined as an integral over the redshift
distribution of source galaxies n(�(z)) in the ith redshift
bin:

gi(�) =

Z �
h

�
d�0ni(�

0)
fK(�0 � �)

fK(�0)
, (3)

Our fiducial statistics, the real space correlation func-
tions, ⇠±(✓), are weighted integrals of the angular power
spectra:

⇠ij± (#) =
1

2⇡

Z
d` ` J0/4(`#)C

ij
` , (4)

where J0/4 is the Bessel function of either 0th or 4th or-
der. ⇠± have the advantage of being straightforward to
estimate from the data, whereas the Cij

` s require more
processing but are a step closer to the theoretical pre-
dictions. An advantage of using Cij

` is that the signal is
split into two parts, E- and B-modes, the latter of which
is expected to be very small for cosmic shear. The cos-
mic shear signal is concentrated in the E-mode because
to first order the shear signal is the gradient of a scalar
field. The B-mode can therefore be used as a test of
systematics as discussed in J15 and Be15.

Be15 also implement the method of Becker & Rozo
[6] which uses linear combinations of ⇠±(✓) to estimate
fourier space bandpowers of Cij

` . Also presented are Pol-

Spice [106] estimates of the Cij
` s from pixelised shear

maps using the pseudo-C` estimation process, which cor-
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B. Blinding522

The blinding strategy for the DES Y1 analyses has been523

a transition toward the more complete blinding scheme pro-524

posed for DES Y3+ analyses,525

MJ: ”proposed”? I think ”planned” would read better. Or
maybe ”that we are considering for Y3”. But proposed sounds
like we’re waiting for approval from someone. (Maybe just
ourselves.)

526

which will include a fully consistent shift of galaxy clus-527

tering and weak lensing two-point measurements in the full528

cosmological parameter space of wCDM [? ] to allow for the529

joint blinded analysis of weak lensing and large-scale cluster-530

ing. For the DES Y1 analysis, we have maintained a catalog-531

level blinding scheme similar to the DES SV analyses, but532

rescaling |⌘| = 2arctanh |e| instead of |e| by a factor be-533

tween 0.9 and 1.1. This catalog blinding was preserved until534

the catalogs and primary DES Y1 cosmological analyses and535

papers (this work and [46]) were finalized and submitted to536

the DES internal review process.537

MJ: Rather than merely submitted, maybe ”completed the first
round of the DES internal review process”. (The version I’m
reviewing now is still blinded.)

538

All calculations were then repeated with the unblinded cat-539

alogs for the final version of the paper.540

In addition to this catalog-level blinding, no comparison to541

theory at the two-point level (⇠±) or of cosmological contours542

was made until after the shape catalogs and priors were final-543

ized. A qualitative comparison of results from the two shape544

catalog with axes and values suppressed was performed to545

confirm that they produced consistent results after their devel-546

opment was complete and before finalizing the shear priors.547

The results of this test were acceptable, and no modification548

to the shape catalogs or priors were necessary. All measure-549

ment, processing, and plotting routines were tested either on550

measurements of the Buzzard mock catalog or on synthetic551

data vectors before use on the DES data.552

VI. COSMOLOGICAL PARAMETER CONSTRAINTS553

We present in this section the first cosmological parameter554

constraints from cosmic shear using data from the main DES555

wide-field survey. We perform likelihood evaluation using the556

cosmic shear measurements described in Sec. V, the redshift557

distributions described in Sec. II B, and the covariance matrix558

described in Sec. IV. Cosmological model and systematic or559

astrophysical parameters are constrained for both the ⇤CDM560

model and the wCDM model, where the equation of state of561

dark energy is described by a single parameter w
0

. A varying562

physical neutrino density is included in both models. The pa-563

rameters varied in the fiducial analysis are listed in Table III,564

along with their range and any priors applied. For the ⇤CDM565

model, w
0

is fixed to -1, while in wCDM it is allowed to vary566

in the range given in the table. A description of informative567

prior choices follows:568
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FIG. 5. Fiducial constraints on the matter density ⌦m and the mat-
ter fluctuation amplitude �8 (top) or S8 (bottom) in ⇤CDM. The
DES Y1 cosmic shear constraints are shown by the grey filled con-
tours, Planck TT + lowP constraints by the filled green contours,
and cosmic shear constraints from DES SV and KiDS 450 cosmic
shear constraints by unfilled blue and red contours, respectively. We
use the DES SV and KiDS 450 data vector, n(z), and covariance
to marginalize over the cosmological and astrophysical parameters
and models listed in Table III matching our Fiducial analysis, while
maintaining their original shear and photo-z systematics models and
.priors. check/add details about planck In all cases, both 68% and
95% confidence contours are shown.
Troxel: Please comment on removing SV from these
plots. Please note the contours are less smooth than they
will finally be, and appearance will be revisited with fi-
nal versions of all figures. If you’d like to have a go at
modifying, code is in repo. ’S8’ will be changed to S8
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