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Introduction

Officially DM project manager since April 3 2017

So still learning

some of you may know me from ESA, Gaia, Planck, Integral ..

but today:

LSST Status
Overview of data management
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LSST:uniform sky survey

An optical/near-IR survey of half the sky in
ugrizy bands to r 27.5 (36 nJy) based on 825
visits over a 10-year period: deep wide fast.

90% of time spent on uniform survey:
every 3-4 nights, the whole observable
sky scanned twice per night

100 PB of data: about a billion 16 Mpix
images, enabling measurements
for 40 billion objects!

see also http://www.lsst.org and arXiv:0805.2366
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LSST Camera

The largest astronomical
camera:

2800 kg

3.2 Gpix

William O’Mullane DM@Lyon 6



Science rafts

Modular design: 3200 Megapix = 189 x16 Megapix CCD
9 CCDs share electronics: raft (=camera 144 Megapix)

First of 21 rafts available −→
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Hardware arriving

Fused silica optics

contract - Ball Aerospace (With AOS and
Vanguard) , TSESO, REOSC and Materion
L1 ready to polish - L2 being polished =⇒
L3 coming this year

Cryostat to keep cold CCDs at -100C

Grid machining and cell mockup =⇒
Awarded Housing & support cylinder fabrication.

William O’Mullane DM@Lyon 8



Site shaping up

Dome interface and Telescope Mount Assembly (TMA) topple block installed

But construction is late and its been snowing..
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Commissioning preparations
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Potentially lots of data for DM
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LSST org chart - where DM fits

LSST project is large and
dispersed
Data Management is just one
of five subsystems.
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Data management

DM Mission :
Stand up operable,
maintainable, quality services
to deliver high-quality LSST
data products for science, all
on time and within reasonable
cost.

LSST DM development is
distributed across the
Americas.
Plus we have partners like
IN2P3
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DM Organization

Data Management Leadership Team (DMLT)

DM Project Manager
William O’Mullane

DM Deputy Manager
John Swinbank

Project Manager
Victor Krabbendam

DM Subsys-
tem Scientist
Mario Jurić

Project Scientist
Z̆eljko Ivezić

Systems Engineering

Manager
William O’Mullane

Pipeline Scientist
Robert Lupton

Systems Engineer
Tim Jenness

Software Architect
Kian Tat Lim

Operations Architect
Don Petravick

Interface Scientist
Gregory Dubois-Felsmann

Configuration/Release
Manager

???

DM Documentalist
Jonathan Sick

Project Control/Scheduler
Kevin Long

DM Admin
Libby Petrick

LSST Documentalist
Robert McKercher

SUIT

T/CAM
Xiuqin Wu

Product Owner
Gregory Dubois-

Felsmann

Data Access Services

T/CAM
Fritz Mueller

Product Owner
Mario Juric

Science Pipelines

T/CAM
John Swinbank

DRP Owner
Jim Bosch

Alerts Owner
Eric Bellm

SQuaRE

T/CAM
Frossie Economou

Product Owner
Simon Krughoff

Data Facility

T/CAM
Margaret Gelman

Infrastructure Owner
Don Petravick

Proc Systems Owner
Robert Gruendl

LHN & Base Site

T/CAM
Jeff Kantor

Product Owner
Don Petravick

DM Subsystem
Science Team

DMLT

DMCCB
(was TCT)

1

DM leadership meet two
times a year and have a
weekly telecon.
Technical mangers have a
standup every Tuesday
and Friday.
Toughest thing in any
project is communication.
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DM build and deploy

Data Backbone

NCSA Enclave

Analysis and
Developer Support

Level 1

Level 2

Base Enclave

Prompt 
Processing

Ingest

Offline 
Processing

OCS 
Driven 

Batch Ctrl

Image and 
EFD 

Archiving

Level 1 
Quality 
Control

Alert 
Distribution

Telemetry 
Gateway

Alert 
Filtering

Template & 
Calib. Prod. 
Production

Data 
Release 

Production

Level 2 
Quality 
Control

US Data Access Center

Bulk Data 
Distribution

Science 
Platform 
(DAC)

Observatory

Developer 
Services

Integration 
& Test

Science 
Platform 

(Sci. Valid.)

Data 
Backbone 
Endpoint

Prompt 
Processing

Data 
Backbone 
Endpoint

OCS Batch 
Processing

Data 
Backbone 
Endpoint

Commissioning Cluster

Science 
Platform 

(Commiss.)

Data 
Backbone 
Endpoint

RabbitMQ

BBFTP

HTCondor

Satellite Processing CC-IN2P3

DRP 
Satellite 

Processing

Pegasus /
HTCondor

Tape

Periodic 
Calibration 

Payload
Template 

Generation 
Payload

Raw Calib 
Validation 
Payload

Alert 
Production 

Payload

Annual 
Calibration 

PayloadDRP 
Payload

MOPS 
Payload

Daily Cal. 
Update 
Payload

Chilean Data Access Center

Science 
Platform 
(DAC)

Data 
Backbone 
Endpoint

Science 
Users

Staff

Staff

Alert 
Users

Community
Alert 

Brokers

EPO Other Data 
Partners

DM must build everything to get LSST products (see
http://ls.st/dpdd) to the users.

large data sets (20TB/night)

complex analysis

aiming for small systematics

Science Alerts in under 2 minutes .. (aiming for
1 minute)

About 1
2

million lines of code (C++/python)

diagram K.T. Lim
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Data Backbone

Data 
Backbone 
Endpoint

Tape

Data Butler 
Client

Science Image Archive Science Catalog Archive

Data Backbone Transport and Replication

Metadata & 
ProvenanceFiles Other DBsQserv

Caches

Science 
Image 
Archive

Science 
Catalog 
Archive

Science 
Image 
Archive

Science 
Catalog 
Archive

Data 
Backbone 
Endpoint

Caches

Other 
Backbone 

Clients
Data Butler 

Client
Other 

Backbone 
Clients

One small box on the previous slide was Data
Backbone.
That hides several things

Qserv - the LSST end user database - Talk
from Fritz Mueller coming.

All the networks : we now have fiber to the
mountain and from La Serena to NCSA (two
routes)

diagram K.T. Lim
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Data flow
Observatory

Prompt 
Processing

Ingest

Image and 
EFD 

Archiving

Data 
Backbone 
Endpoint

Prompt 
Processing

Alert 
Distribution

Alert 
Filtering

Camera Data
System (DAQ)Raw

Images
24 GB

Crosstalk-
Corrected
Images
24 GB

Data 
Backbone 
Endpoint

Processed Visit Image
& Difference Image

36 GB each

Catalog Entries
72 MB

Alert Stream
1.3 GB

Full-Feed 
Alert 

Broker

Alert Stream
1.3 GB

Alert Client

Filtered
Alert Stream

1.3 MB

Image size estimates are per visit of two snap exposures,
uncompressed, either 18 bits per pixel transferred in 32 bits
or 3×32 bits per pixel (image, mask, variance).  Alternate
Science Visits of one 30-second exposure would produce
one 12 GB raw image and one 12 GB crosstalk-corrected
image.

Alert stream and catalog estimates are for max
40K alerts per visit. Alerts include postage stamp images
and one year DIASource history, uncompressed.
Filtering ratio is for illustration only.

Base

NCSA

N
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SA

Ex
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Science 
Users

LSST 
Science 
Platform

D
AC

N
C

SA

Lots to do every night ..
Plus annually there is a data
release

Data 
Backbone 
Endpoint

Science 
Users

LSST 
Science 
Platform

D
AC

N
C

SA

Data 
Release 

Production

DRP 
Satellite 

Processing

NCSA

CC-IN2P3

Raw
Images
72 PB

Coadd &
Template
Images
7.5 PB

Catalogs
21 PB

Size estimates are for DR11, uncompressed.

Images from K.T. Lim
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All comes down to images . . .

False color from 3 simulated filter images
From just one of 109 CCDs

To work with that there is the LSST Stack
https://pipelines.lsst.io/
Friday some people getting familiar with
some of that - starting with a talk from Jim
Bosch and we saw some of this from Robert,
Dominique and others on Tuesday.
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And catalogs and access to all of it. . . .

Platform Backend Services

LSST Science Platform

LSP Web 
APIs 

Aspect
LSP Portal 

Aspect
LSP 

JupyterLab 
Aspect

User 
Compute

User File 
Storage

User 
Databases

Most users will be interested in the Science
Platform
Mario will say more right after this talk

Portal! Notebooks!

User Databases!

LSST Science Platform!

Software Tools!User Computing!User Files!Data Releases! Alert Streams!

Web APIs!

Internet!

LSST Users!
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It all sits on machines

Prototype Data Access Center
Machines at NCSA

NCSA

GPFS 2 PB
Common batch Computing - 2304 cores
(48× 48)
use of common NCSA VSphere infrastructure
NCSA tape commons (currently in Blue Waters)
Fast (100Gbs) links to ESNET,I2,MREN.

Supporting :

Developer spaces and experimentation
(Kubernetes), PDAC, etc.
LSST Level one test stand (OCS simulator, WAN
Emulator, EFD prototype).

Currently Amazon for builds .

IN2P3 - full QSERV at least that I know of and
more ..
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Inevitably we must document ..

Gaia Flight Operations Procedures (FOP)
paper copy in case the computers fail -
could be useful!

But we should avoid write only documents.
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Current DM Doc Tree

LSST Science
Requirements

LPM-17 (SRD)

DM Data Acq
ICD LSE-68

DM Camera
ICD LSE-69

DM Telescope
Control Sys
ICD LSE-75

DM Summit Infra
ICD LSE-76

DM Base Infra
ICD LSE-77

DM EPO ICD
LSE-131

DM Telescope
Aux ICD LSE-140

LSST System
Requirements
LSE-29 (LSR)

Observatory System
Spec LSE-30 (OSS)

Specification and Design
Planning
Test and Validation

Coming in 2018Interface Control
Document (ICD)

Needs Update

DM System
Requirements

LSE-61 (DMSR)

LSST Data Quality
Assurance Plan

LSE-63 (DQAP)

LSST Data Products
LSE-163 (DPDD)

DM Validation
& Test Plan

LDM-503 (SVTP)
DM PMP LDM-294

Config/Release/Deploy
Management

DM Verification
Control (VCD)

Component Archi-
tecture LDM-148

SUIT Design
LDM-131

Middleware
Design LDM-152

Qserv Design
LDM-135

Services & Infras-
tructure LDM-129

L2 Pipeline
Design LDM-151

Network De-
sign LSE-78

User Documentation

NCSA Enclave Test
Spec LDM-532

Base Enclave Test
Spec LDM-538

Comm Cluster Test
Spec LDM-541

Data BackBone
Test Spec LDM-535

Data Services Test
Spec LDM-536

Science Platform
Test Spec LDM-540

L1 Test Spec
LDM-533

L2 Test Spec
LDM-534

DBB Infrastructure
Test Spec LDM-537

L2 KPMs LDM-502Qserv testing

L2 Test ReportsNCSA Enclave
Test Reports

Base Enclave
Test Reports

Comm Cluster
Test Reports

DBB Test Reports Data Services
Test Reports

Science Platform
Test Reports L1 Test Reports L2 Test Reports Infrastructure

Test Reports

1
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Website for users

www.lsst.org

community.lsst.orgwww.lsst.io dr1.lsst.io

Science Platform (JupyterLab) User Guide

pipelines.lsst.io

Firefly Portal Docs (in app)

LSST Science Platform Portal

Account setup

Data Product Reference 
Guides

Tutorial projects 
(notebooks)

JupyterLab 
environment 
guides

alerts.lsst.io

L1 Data Reference

Installation Guide

Release Notes

Frameworks

Contribution Guide

Getting Started

Processing Data

Modules

Data ingest

Single Frame Processing

Difference imaging

Coaddition

Multi-epoch Processing

Postprocessing

Observatory interface framework

Measurement framework

Modelling framework

Task framework

Butler (data access) framework

Data structures framework 

Geometry framework

Display framework

Logging framework

Debug framework

Verification framework

Build system

firefly-client.lsst.io

lsstsw.lsst.io

lsst-texmf.lsst.io

firefly.lsst.io

developer.lsst.io

qserv.lsst.io

ltd-keeper.lsst.io

ltd-mason.lsst.io

ltd-conveyor.lsst.io

L1 Data Access APIs

Brokers

Data Access Guides

Our goal is to have a 
documentation site 
published for every software 
project, even small projects 
and microservices. Sphinx 
templates and READMEs will 
jumpstart this initiative.

NOTE:

One self-contained 
documentation site per data 
release.

NOTE:

www.lsst.io will offer a metadata-
driven index and search service 
for LSST documentation and 
projects, including:

1. Software.
2. Project documents (LDMs, etc.).
3. Technical notes.
4. Papers

NOTE:

Website or application

Documentation site (Sphinx)

Interior documentation page or section

Legend
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Big push on verification

Across all of LSST
verification is a big
topic right now.
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Conclusion

LSST is on track and data is coming sooner than you might think

There are plenty of challenges

Verification and Validation on radar for now

Looking forward to the first LSST images !

Questions ??
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Outline

Reference material
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Acronyms I

The following table has been generated from the on-line Gaia acronym list:

Acronym Description
AOS Acquisition of Signal
CCD Charge-Coupled Device
DM Data Management
EFD Engineering Facilities Database
ESA European Space Agency
FOP Flight Operation Procedure (Plan)
GPFS General Parallel File System
LSST Large-aperture Synoptic Survey Telescope
NCSA National Center for Supercomputing Applications
OCS Observatory Control System
PB PetaByte
PDAC Prototype Data Access Center
REOSC Optronic Systems Department of SAGEM
TMA Telescope Mount Assembly
WAN Wide Area Network
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