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Brief LHC introduction
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Run 1:2010-2012 7-8 TeV Run 2 : 2015-2018 13 TeV
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Proton colllsmn

Conversion of proton
kinetic

energy 1nto mass
Creation of 100’s of
particles of

100’s types

Most decay immediately
= only ~6 types are

left to be seen in
detector
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Particles ID
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AT LAS d tector Diameter: 25m 3000 km cables
Length: 46m 100 millions channels
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one event, basic unit of treatment
(except for calibration)

Bunch collision : proton collision of interest accompanied by ~25 parasitic
« minimum bias » collision (will reach ~200 @HL-LHC 2015)
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One bunch collision
No correlation between events



Rare events

proton - (anti)proton cross sections
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40 million proton bunch colhslon per second
*~400 / second on disk
ecascade triggering hardware+software, decision latency 1us-1s,
based on ~1000 trigger chains (==sequence of requirements)
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Trigger
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Candldate H-) gamma gamma B

GATLAS

A EXPERIMENT

Run Number: 191426, Event Number: 86694500

Date: 2011-10-22 15:30:29 UTC

A\




Run Number: 182796,
Event Number: 74566644
Date: 2011-05-30, 06:54:29 CET

EtCut>0.3 GeV
PtCut>2.0 GeV
Vertex Cuts:

Z direction <lem
Rphi <lem

Muon: blue
Electron: Black -

Cells: Tiles, EMC e
g %

- —
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ATLAS 2011 -2012

Probability
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Processmgsteps )
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ATLAS CPU usage
W e

. 15 Weeks from M:eek 04 of 2017 to'Week 19 of 2017 .
300.000 cores
T

350,000 m—y .
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2017-01-26 2017-02-09 2017-02-23 2017-03-09 2017-03-23 2017-04-06 2017-04-20 2017-05-04

- MC simulation - largely mc15 (rel 20.7)-mc16 (rel 21)
- Group production (data/MC derivation)

Data processing (rel 21)

- MC reconstruction (rel 21)
- User analysis
Other

R o , 130t LHCC Open session - 1C 18
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Rely on blend of G4/Fast sim/Parametric. Challenge : the optimal blend
is very analysis dependent. But only one pot of resources.

CPU CONSUMPTION

high
Geant4

1000s/evt

event reconstruction
(efficiency/fakes)

4-vector smearin
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Reconstructlon

Reconstruct analysis objects from raw data
Budget ~10s ~100kB /event (x ~10E9 data+MC)

Analysis object to satisfy 99% of analysis

At the beginning, we had several alternative algorithm running
in parallels

=»after a few years (and big pressure from resource usage, and
physics harmonization), only one left

=»still under developments in particular pile-up mitigation,
preparation for upgrade, and new ideas (Machine Learning)

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017
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Callbratlon work

Study of known particles : in particular Z
and top

Y(1,2,3S)

Events/GeV
)

CMS Preliminary
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Callbratlon work

“Combmed Performance groups
Develop ID/reco algorithms (e.g. electron, tau)

Emit “recommendations” (final corrections, and systematics) : to be applied at
final stage

Pileup stability
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Condltlonsdata

Hundred of thousands of callbratlon/allgnment parameters needed
to reconstruct the data

Evolving during data taking (temperature, aging...): march 2012
parameters are not the same as october 2012 ones

Evolving during post treatment : march 2012 parameters determined in
march 2012 less correct than the one available in october 2013

“48 hours calibration loop”=»fast computation of calibrations, input
to first reconstruction

More involved calibrations prepared for future reprocessing
Hierarchical system of tags :

one (immutable) master tag uniquely determines all the parameters of
the running period (with their evolution)

Newer master tag when more precise parameters are made available

Database (Oracle) keep ~forever data for all past and present tags
In practice, regular house cleaning of buggy data

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 23



“Frozen TlerO” Pollcy

Accuracy VS stablllty

“Tier0"==6000 cores in CERN computing center running
reconstruction within 48 hours of data taking

The individual analyst does not want/cannot follow what is
happening in the 2500 packages
Production “Frozen Tier0” release e.qg. 17.2.X.Y is defined

The release evolved but is guaranteed to give bit by bit identical
results (automatic checks to enforce it)

Allowed changes:
Better, less resource hungry code (cpu, memory, disk)
Possible crash fixes
Bugs are deliberately left unfixed (!!!)
Adding information to output allowed (within reasons)

=>data from the detector and simulation have all consistent

content for months, until a major reprocessing is done (once
a year now, even less)

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 24



Software valldatlon,

] = “\ *}Tf‘?’

It is much more dlfﬁcult to check something is correct in absolute than to
compare it to something which is deemed correct

Every night the future release is built and and automatically compared to a
reference

A developer is supposed to warn when his new code is supposed to change
things, and to check that it did what it was supposed to do, but there are
side effects.

People take shifts to monitor the result of the nightlies, ask experts if
something is wrong

New model being put in place : as above but replace “nightly build” by “git
Merge Request triggered build”

Every ~month the release goes through extended validation:
Standard plots built on high statistics
Semi-automatic checks

Perused by experts with consultation with their community e.g.:
Electron energy is slightly higher now ? Yes there is a new correction algorithm enabled

We find less muons now ? Strange nothing has changed. (...investigation, then...). This is most likely
due to that change in the tracking which was supposed to be inocuitous (...more investigation...).
This is fixed by InDetRec-01-02-03

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 25



Status

validating

validating

validating

=@

@

(bundle
across
projects)

&

Completed
bundle

Managed sw development

BundleName

Action Package tag

BTagging-00-06-46

Dependencies OK

last run -

SVN with TagCollector

Requested
by

Your decision

| Accept
Pending
Postponed
Request Feedback

r validation tests

==>moving to gitlab and Merge Requests

vakho_22March_bundle

METReconstruction-00-00-14

Dependencies OK

last run :
2014-03-22
at 09:12:24 PM CET

update Test Dependencies

new_request

current:

METReconstruction-00-00-13

SVN - Trac_Diff

TauDiscriminant-01-07-46-06

Dependencies OK

last run :
2014-03-22
at 07:42:53 AM CET

update Test Dependencies

new_request

current:

TauDiscriminant-01-07-46-05

Rousseau, LHG®B ¥&5apers. LSST Lyon 201E##6th June 2017

Tulay
Cuhadar
Donszelmann
email

Tulay
Cuhadar
Donszelmann
email

| nightly
| Accept
| Pending
_| Postponed
Request Feedback
Reject

| Passes developer validation tests

after one successfull nightly

Comment

Submit

Pending

| Postponed
Request Feedback
Reject

after one successfull nightly

Passes developer validation tests

N

Comment

Request Comn

(Cuhadar Donszelmann Tule
justification: Avoid crash
Savannah bug report (edit
private code changes: [yes
public interface changes: |
python changes: [yes]
requirements changes: [ye
other changes: [none]

(Cuhadar Donszelmann Tule
justification: 'addition to tat
change in jet EDM'
Savannah bug report (edit
private code changes: [nor
public interface changes: |
python changes: [none]
requirements changes: [nc
other changes: [none]

(Coordinator) justification:
problem following recent che
xAODJet

Savannah bug report (edit
private code changes: [yes
public interface changes: |
python changes: [none]
requirements changes: [nc
other changes: [none]
completed bundle: [yes]

N
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Impact of plleup on reco
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R Analysis cycle
Massssrrsen

== Creativity in physics analysis : having a lot of :
ideas...and...being able to test them quickly KiloBytes
How much time does it take to redo a plot ?
1-3 months (NE€W cut, new variable,...)

Every How much time does it take to redo a full analysis ? (prope
4-12 months reweighted plots and values after all correctigns)

Few seconds

every minute
root

Petabytes

Giga/MegaBytes
~1000

with event selection and information reduction.
Balance between completeness, resource usage,
speed to use and speed to reproduce the dataset.

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 78



Analy3|s software

Two IeveIs of anaIyS|s

Event combinatorics (e.g. compute Higgs candidate mass per event):

Need explicit event loop

Go through 100 E6 real and simulated events

On shared resource

Root or dedicated frameworks CMSSW, Gaudi/Athena
Final analysis

no explicit event loop

On physicist’ laptop

TTree->Draw

histogram manipulations

Limit/signal setting RooFit/RooStat

Root definitely the framework here

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 20



Devations (new in Run 2)

2 days in
calibration

Select:
Event

Object
Object variables
Add specific objects/ TB
variables

Managed (new)

~100 types

MB-GB unmanaged I

~1000 types
{Users J {Users J {Users Jﬂat ROOT [Users J

ntuples




A 1% anaIyS|s

*Very common (in MSSM) SUSY
scenario:

* A chargino nearly degenerate with a
neutralino (wino-like LSP).

 The chargino becomes long-lived
(typical T = 0.2 ns or ct~6 cm).

 Effort to increase to increase sensitivity
at low lifetime.

* IBL key element for this search.

New Run-2 search

Run-1 search (~12cm)
(~30cm)

19
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Thmgs we (stlll) do badly

Release notes
We never manage to have a reasonably detailed english
description of what is changed from one release to the next

Rely on expert memory (and detailed list of package changes)

Final Analysis model:
Hundredths of different analysis
Each tend to be focussed on their own development
We did not manage to enforce common framework
Very difficult to enforce sharing of resource

Excessive time spent on “acceptance challenge”
Good to have 2 or 3 persons to do the same things to make sure
there is no mistakes, but 10 ?

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 32



23/7/2014_2:00:32 pm

Image IBCAO » '
Image Landsat ; - :
Data SIO, NOAA, U.S. Navy, NGA,.GEBCO GOOSIC earth

Date des images satellite : 10/4/2013  48°11'49.43"N 5°03'54.84"E élév. 261 m altitude 1599.08 km




Data processmg key numbers

*Billions events, ~PetaBytes raw data per year
*First reconstruction at CERN, then distributed world-wide
«Simulation in outside centers

~PetaBytes derived data per year, billions events and PetaBytes
*=>»total 100PB managed (several years, several copy)

*300.000 cores running continuously, half for simulation only

*4 millions line of code (C++, and python) written by 1000 people
over 10 years, ~150 active

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017
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% On gomg GRIDevqution )

Before: Hierarchical dataflow
Now : fully connected

Evolution of
Computing the ATLAS Model

Before : jobs goes to data
Now: data goes to job
(as failsafe for now)

ME/s

' FAX in USATLAS

biscarat@lpsc.in2p3.fr Enregistrer et analyser pour découon 2017, 15th June 2017 35



Future challenges
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Processor evolutlon

Design of LHC experiments

software
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'. -Context

ngh Lum|n05|ty LHC events in 2025
more complex (pile-up ~150 rather than “25 in run 1, also
energy X "~ 2)
No reliable estimate today of the impact on CPU, as existing code

shows non linear divergence. Indicatively, multiplicity increases by
a factor 8.

higher read-out rates (factor ~10)
Flat resources (in euros) and Moore’s law give us a

factor 10 in CPU power (if and only if we can use the
processors as efficiently as today!)

=»handling HL-LHC event added complexity, and
maintenance/improvement of processor efficiency rely
on software improvements. If not, impact on physics.

=>we need a factor 10 improvement (CPU and data

storage) from better software/organisation
Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 38
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HL-LHC baseline resource needs
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Note on data orgamsatlon

Array of struct Struct of arrays

AR

=» More suitable for vectorisation

Also object type known at compile time =>»better compiler
optimisation=>need to simplify inheritance structure

Data Object need to be completely revised
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One core one job,

Processmg Outpliput Processmg |

(- »lmo» T
)cessing Processing Processing Outpliput Proces:
5sing Outpliput Processing Outdaput

cessing

Today, typical grid workhorse is a 16GB memory, 8 core CPU (2GB/core)
Each core is adressed by the batch system as a separate processor
Each job process event one by one, running one by one a finite number of algorithms

One processor may handle simultaneously e.g. one Atlas reco job, 3 CMS simulation job,
and 4 LHCb analysis jobs

This works (today), however disorganised competition for resources like memory, I/0

(Aireadly memofy issues for Algs 41, 2 PRy LSty 12quls, 358 memory per core)

R




One processor one job

e o 4 o - Vil gy e s
Processmg Outgiput Processmg Output

B OOl

Processing Processing

Input

Outputy

P

Processing Outputi

e

utp ocessm i

O

In production since last year (GaudiMP, AthenaMP)
One job goes to one processor (which is completely free)

The framework distributes event processing to all cores, while sharing
common memory (code, conditions,...) using Copy-on-Write

No change to algorithmic code required (in principle, took 5 years of
debugging though...)

"50% reduction of memory achieved (w.r.t. independent jobs)
Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 44
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Event Ievel parallellsm

framework schedules intelligently the algorithms from
their dependency graph

e.g. run tracking in parallel with calorimeter, then
electron ID

in practice too few algorithms can run in parallel
=»most cores remain idle

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017
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Real Ilfe

Direct Acyclic %= =0 +
Graph =<
extracted oo
from real
reconstructio
n job
Today, \\
algorithms
run

sequentially L
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Event Ievel concu rrent event proc:es¢'0\q 6@\_
o s : // -‘.-"}i‘ i Hah}i*i 3 R ,& 66 ~ L 5 Z

4 ;
The framework proc o "saveral events
simultaneously...

...distributes intelligently algorithms to
cores

can allocate more cores to slowest
algorithms

can optimise use of specialised cores

TIME e

In addition to algorithm scheduling, the framework provides services to
pipeline access to resources (I/0O, conditions, message logging...)

Algorithms should be thread safe : no global object (except through the
framework), only use thread safe services and libraries

Algorithms do not need to handle threads themselves

=>»regular software physicist with proper training can (re)write algorithms
Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 47



Machine Learning

One mention and one example

Rousseau, LHC PB to papers,
LSST Lyon 2017, 15th June 2017



Trackmg
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Neutrino interaction classification
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Using Convolutionnal Neural Network (Goo gleNet)
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Generatlve Adversarlal Network

=“EEY - EEZS
CHETENeESS
imBRE yEEW
FEONSArE P
EMA~ES VERE
HE~<Ts0Na 'R
EEESEVLOONE
ANENSNEREE
ST =P .
JELEEESOSE VL inHEP. D
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Text to image this small bird has a pink  this magnificent fellow is
breast and crown, and black almost all black with a red
primaries and secondaries. crest, and white cheek patch.

the flower has petals that this white and yellow flower
are bright pinkish purple have thin white petals and a
round yellow stamen

Advances in ML in HEP, David Rousseau, LIP PhD workshop, Coimbra, 24-25 March 2017 51



GAN for S|mulat|on

//‘ -;“W

Half of LHC grld computers (~300. 000
cores) are crunching Geant4 simulation
24/24 365/365

...while LHC experiments are collecting

D more and more events
_____________________ GAN showers - reducing CPU consumption of
A I (just cell energies)  simulation is very important

\ Imagine training a GAN on single particle
‘ showers of all types and energies
Geant4 A Then when an event is simulated it would
X ask for GAN showers on request
. G
Cells energies (superfast) o
Would replace current fast simulation,
frozen shower libraries....

Z

HEP, David Rousseau, LIP PhD workshop, Coimbra, 24-25 March 2017 52



Avoid edge effects
(0,1 < |n| < 1,1) CLUSTER 3*7

Cells in third layer
Ag x Ay = 00245 x 0.05 (89 cel IS)

t
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GAN archltecture .

GENERATOR
e BN
. Dense Dense Dense Dense
z ~ {N(0,1)}'® 128 128 128 L 89
LeakyRelLU LeakyRelLU LeakyReLU Softmax
Particle N outputs )
Energy E
Discriminant
/
Dense Dense Dense Dense '
1 D 128 128 < 128 -
Linear LeakyReLU LeakyReLU LeakyReLU
rediction o
P /

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017
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PRE-SAMPLER

Monte-Carlo WGAN

Monte-Carlo WGAN
D I Monte-Carlo WGAN
BACK
MIDDLE
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1e—¢ Total Energy per event in Middle

[ Monte-Carlo
CZ2 WGAN
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Energy (in MeV)
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Shower Width in Eta - STRIP

[ Monte-Carlo
-2 WGAN

Not bad,
just the beginning

Note : GeantV similar
project starting

0.00 025 0.50 075 1.00 1.25 150 175 2.00

le-4
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Organisation challenge
Delicate balance

Accuracy vs stability

Fast analysis turn around vs access to full
information

Change of paradigm on going:
Parallel processing
Machine Learning

Rousseau, LHC PB to papers, LSST Lyon 2017, 15th June 2017 57



