
predicted reactor antineutrino flux, while method B has a
slightly higher reach in sensitivity for jΔm2

41j ≳ 0.3 eV2 as
a result of its incorporation of absolute reactor antineutrino
flux constraints. The different treatments of systematic
uncertainties provide a thorough cross-check of the results.
For method A, the minimum χ2 value obtained with a free-
floating Δm2

41, sin2 2θ14, and sin2 2θ13 is χ24ν=NDF ¼
129.1=145, where NDF stands for the number of degrees
of freedom. The corresponding value in the three-neutrino
scenario, in which sin2 2θ13 is the only free parameter, is
χ23ν=NDF ¼ 134.7=147. The p-value of observing Δχ2 ¼
χ23ν − χ24ν ¼ 5.6 without sterile neutrino mixing is deter-
mined to be 0.41 using a large sample of Monte Carlo
pseudo-experiments. Similarly, the minimum χ2 values for
method B are χ24ν=NDF ¼ 179.74=205 and χ23ν=NDF ¼
183.87=207, with a corresponding p-value of 0.42. As
indicated by these p-values, no apparent signature for
sterile neutrino mixing is observed.
The limits in the ðjΔm2

41j; sin2 2θ14Þ plane are also set by
two independent approaches, the first of which follows
the Feldman-Cousins method [40]. For each point
η≡ ðjΔm2

41j; sin2 2θ14Þ, the value of Δχ2ðηÞ ¼ χ2ðηÞ−
χ2ðηbestÞ is evaluated, where χ2ðηÞ is the smallest χ2 value
with a free-floating sin2 2θ13. This Δχ2ðηÞ is then com-
pared with the critical value Δχ2cðηÞ encompassing a
fraction α of the events, estimated by fitting a large number
of pseudo-experiments that include statistical and system-
atic fluctuations. The point η is then declared to be inside
the α confidence level (CL) acceptance region
if Δχ2dataðηÞ < Δχ2cðηÞ.
The second approach to set the limits is the CLs

statistical method [41,42]. For each point in the
(sin2 2θ14, jΔm2

41j) parameter space, a two-hypothesis test
is performed in which the null hypothesis H0 is the three-
neutrino model and the alternative hypothesis H1 is the
four-neutrino model with fixed sin2 2θ14 and jΔm2

41j. The
CLs value is defined as

CLs ¼
1 − p1

1 − p0

; ð5Þ

where p0 and p1 are the p-values for the three-neutrino and
four-neutrino hypotheses, respectively. These p-values are
calculated from the χ2 difference of those two hypotheses.
The value of sin2 2θ13 is independently set for each
hypothesis based on a fit to the data. The condition of
CLs ≤ 1 − α is required to set the CLs exclusion region at
[α] confidence level.
When used with the same analysis method (method A or

method B), the difference in sensitivity between the
Feldman-Cousins and CLs approaches is found to be
smaller than 10%. The Feldman-Cousins approach pro-
vides a unified method to define confidence intervals, but
has the drawback that it involves fitting a large amount of

simulated data sets. Hence, it is used only for method A,
which eliminates all of the nuisance parameters by utilizing
a covariance matrix. In contrast, the CLs implementation is
significantly less computationally intensive, and also pro-
vides an alternative for combining the results between
multiple experiments [41,42]. Accordingly, both the
Feldman-Cousins limit from method A and the CLs limit
from method B are presented in this work.
Figure 3 shows the 95% confidence level contour from

the Feldman-Cousins approach and the 95% CLs exclusion
contour. Both contours are centered around the 95% CL
expectation and are mostly contained within the $1σ band
constructed from simulated data sets with statistical and
systematic fluctuations. The high-precision data at multiple
baselines allow exclusion of a large section of (sin2 2θ14,
jΔm2

41j) parameter space. The sensitivity in the 0.01≲
jΔm2

41j≲ 0.3 eV2 region originates predominantly from
the relative spectral comparison between the two near halls,
and in the jΔm2

41j≲ 0.01 eV2 region from the comparison
between the near and far halls. The dip structure at
jΔm2

41j ≈ jΔm2
32j ≈ 2.4 × 10−3 eV2 is due to the degen-

eracy between sin2 2θ14 and sin2 2θ13. The fine structure of
the data contours compared to the expectation originates
from statistical fluctuations in the data.
In Fig. 3, there is a slight difference between the CL

contour from method A and the CLs contour from method
B for jΔm2

41j≲ 2 × 10−3 eV2. In this region, most of the
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FIG. 3. Exclusion contours in the (sin2 2θ14, jΔm2
41j) plane,

under the assumption of Δm2
32 > 0 and Δm2

41 > 0. The red long-
dashed curve represents the 95% CL exclusion contour with the
Feldman-Cousins method [40] from method A. The black solid
curve represents the 95% CLs exclusion contour [41] from
method B. The expected 95% CL 1σ band in yellow is centered
around the sensitivity curve, shown as a thin blue line. The region
of parameter space to the right side of the contours is excluded.
For comparison, Bugey’s [43] 90% CL limit on ν̄e disappearance
is also shown as the green dashed curve.

PRL 117, 151802 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

7 OCTOBER 2016

151802-5


