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Fig. 1.13. Measurements of the hadron production cross-section around the Z resonance. The curves indicate the predicted cross-section for two,
three and four neutrino species with SM couplings and negligible mass.

Assuming that the only invisible Z decays are to neutrinos coupling according to SM expectations, the number of
light neutrino generations, N!, can then be determined by comparing the measured R0

inv with the SM prediction for
"!!/"ℓℓ:

R0
inv = N!

(
"!!

"ℓℓ

)

SM
. (1.50)

The strong dependence of the hadronic peak cross-section on N! is illustrated in Fig. 1.13. The precision ultimately
achieved in these measurements allows tight limits to be placed on the possible contribution of any invisible Z decays
originating from sources other than the three known light neutrino species.

1.5.3. Asymmetry and polarisation
Additional observables are introduced to describe the cos # dependent terms in Eq. (1.34) as well as effects related

to the helicities of the fermions in either the initial or final state. These observables quantify the parity violation of
the neutral current, and therefore differentiate the vector- and axial-vector couplings of the Z. Their measurement
determines sin2 #f

eff .
Since the right- and left-handed couplings of the Z to fermions are unequal, Z bosons can be expected to exhibit a net

polarisation along the beam axis even when the colliding electrons and positrons which produce them are unpolarised.
Similarly, when such a polarised Z decays, parity non-conservation implies not only that the resulting fermions will
have net helicity, but that their angular distribution will also be forward–backward asymmetric.

When measuring the properties of the Z boson, the energy-dependent interference between the Z and the purely
vector coupling of the photon must also be taken into account. This interference leads to an additional asymmetry
component which changes sign across the Z-pole.

Considering the Z exchange diagrams and real couplings only,2 to simplify the discussion, the differential cross-
sections specific to each initial- and final-state fermion helicity are:

d$Ll

dcos#
∝ g2

Leg
2
Lf(1 + cos#)2, (1.51)

d$Rr

dcos#
∝ g2

Reg
2
Rf(1 + cos#)2, (1.52)

2 As in the previous section, the effects of radiative corrections, and mass effects, including the imaginary parts of couplings, are taken into
account in the analysis. They, as well as the small differences between helicity and chirality, are neglected here to allow a clearer view of the helicity
structure. It is likewise assumed that the magnitude of the beam polarisation is equal in the two helicity states.

New Mass Eigenstate

• There are anomalies that suggest a mass-splitting 
inconsistent with the three-flavor paradigm

• 4-flavor model: 3 active neutrinos + 1 sterile neutrino



3+1 Model
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• Oscillation parameters:

- 3 mass scales: ∆m221, ∆m232, ∆m241

- 6 mixing angles: θ12, θ23, θ13, θ14, θ24, θ34

- 3 CP-violating phases: δ13, δ14, δ24
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Tom Carroll

March 14, 2017

1 Equations

4|Ue4|2|Uµ4|2 ⌘ sin

2
2✓µe (1)

4|Ue4|2|Uµ4|2 = sin

2 ✓24 sin
2
2✓14 ⌘ sin

2
2✓µe (2)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (3)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (4)

|Ue4|2 = sin

2 ✓14 (5)

|Uµ4|2 = sin

2 ✓24 cos
2 ✓14 (6)

4|Ue4|2|Uµ4|2 = sin

2 ✓24 sin
2
2✓14 ⌘ sin

2
2✓µe (7)

1

New Mass Eigenstate



MINOS Detectors

• On-axis long-baseline neutrino oscillation experiment

• Functionally equivalent detectors

• Magnetized steel tracking sampling calorimeters

Far Detector Near Detector

- 735 km from target
- 705 m underground
- 5.4 ktons

- 1 km from target
- 104 m underground
- 980 tons
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700 kW!



Events
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4-Flavor Oscillations at MINOS
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∆m241
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• Small ∆m241

- Oscillations at the FD

• Medium ∆m241

- Rapid oscillations at the FD

• Large ∆m241

- Large oscillations at the ND



MINOS 4-Flavor Analysis
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• Fit oscillated Far-over-Near MC 
energy spectrum ratio directly to 
Far-over-Near data energy 
spectrum ratio

• Fit the CC and NC spectra 
simultaneously to determine

  θ23, θ24, θ34, ∆m232, and ∆m241

• Fix δ13, δ14, δ24, and θ14 to zero
  (insensitive to these terms)

• The systematics are included 
through a covariance matrix
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νμ Disappearance Limit
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1) J. Kopp, P. Machado, M. Maltoni, T. Schwetz, JHEP 1305:050 (2013)
2) S. Gariazzo, C. Giunti, M. Laveder, Y.F. Li, E.M. Zavanin, J. Phys. G 43, 033001 (2016) 

P. Adamson et al. [MINOS Collaboration], Phys. Rev. Lett. 117, 151803 (2016)

Global Fits:
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Fitting Degeneracies
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∆m241 = 2 ∆m231

∆m241 ~ ∆m231

∆m241 << ∆m231

Degenerate Regions

Example Degenerate Scenarios



Combination with νe Disappearance
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𝜈e disappearance

𝜈µ disappearance

Notes on Running Fluka for MINOS+

Tom Carroll

March 14, 2017

1 Equations

sin

2
2✓µe ⌘ 4|Ue4|2|Uµ4|2 (1)

sin

2
2✓µµ ⌘ 4|Uµ4|2(1� |Uµ4|2) (2)

sin

2
2✓ee ⌘ 4|Ue4|2(1� |Ue4|2) (3)

4|Ue4|2|Uµ4|2 = sin

2
✓24 sin

2
2✓14 ⌘ sin

2
2✓µe (4)

|Ue4|2 = sin

2
✓14 (5)

|Uµ4|2 = sin

2
✓24 cos

2
✓14 (6)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (7)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (8)

|Ue4|2 = sin

2
✓14 (9)

|Uµ4|2 = sin

2
✓24 cos

2
✓14 (10)

4|Ue4|2|Uµ4|2 = sin

2
✓24 sin

2
2✓14 ⌘ sin

2
2✓µe (11)

1

Notes on Running Fluka for MINOS+

Tom Carroll

March 14, 2017

1 Equations

sin

2
2✓µe ⌘ 4|Ue4|2|Uµ4|2 (1)

sin

2
2✓µµ ⌘ 4|Uµ4|2(1� |Uµ4|2) (2)

sin

2
2✓ee ⌘ 4|Ue4|2(1� |Ue4|2) (3)

4|Ue4|2|Uµ4|2 = sin

2
✓24 sin

2
2✓14 ⌘ sin

2
2✓µe (4)

|Ue4|2 = sin

2
✓14 (5)

|Uµ4|2 = sin

2
✓24 cos

2
✓14 (6)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (7)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (8)

|Ue4|2 = sin

2
✓14 (9)

|Uµ4|2 = sin

2
✓24 cos

2
✓14 (10)

4|Ue4|2|Uµ4|2 = sin

2
✓24 sin

2
2✓14 ⌘ sin

2
2✓µe (11)

1

Notes on Running Fluka for MINOS+

Tom Carroll

March 14, 2017

1 Equations

sin

2
2✓µe ⌘ 4|Ue4|2|Uµ4|2 (1)

sin

2
2✓µµ ⌘ 4|Uµ4|2(1� |Uµ4|2) (2)

sin

2
2✓ee ⌘ 4|Ue4|2(1� |Ue4|2) (3)

4|Ue4|2|Uµ4|2 = sin

2
✓24 sin

2
2✓14 ⌘ sin

2
2✓µe (4)

4|Ue4|2|Uµ4|2 = sin

2
✓24sin

2
2✓14 ⌘ sin

2
2✓µe (5)

|Ue4|2 = sin

2
✓14 (6)

|Uµ4|2 = sin

2
✓24 cos

2
✓14 (7)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (8)

U =

0

BB@

Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

U⌧1 U⌧2 U⌧3 U⌧4

Us1 Us2 Us3 Us4

1

CCA (9)

|Ue4|2 = sin

2
✓14 (10)

|Uµ4|2 = sin

2
✓24 cos

2
✓14 (11)

1

𝜈µ to 𝜈e

appearance



13

The Daya Bay Experiment
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Daya Bay

40

the observed ⌫
e

survival probability as a function of effective
baseline Le↵ divided by the average antineutrino energy hE

⌫

i.
Almost one full oscillation cycle was sampled, given the range
of L/E

⌫

values which were measured. The data from all
three experimental halls were consistent with the three-flavor
oscillation hypothesis.

 [km/MeV]〉νE〈 / effL
0 0.2 0.4 0.6 0.8

) eν 
→ eν

P(
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0.95

1
EH1
EH2
EH3
Best fit

FIG. 40. Measured reactor ⌫e spectral distortion, displayed as
the oscillation survival probability versus L

e↵

/E⌫ . The effective
propagation distance L

e↵

was estimated for each hall based on
the distribution of reactors contributing to the signal (see Eq. 56).
The average true ⌫e energy hE⌫i was determined for each bin in
the observed prompt positron spectrum based on the model of the
detector response. The ⌫e survival probability was given by the
observed signal in each bin divided by the prediction assuming no
oscillation. The measurement sampled ⌫e survival over almost one
full cycle, demonstrating distinct evidence in support of neutrino
flavor oscillation.

The confidence regions for �m2
ee versus sin

2
2✓13 are

shown in Figure 41. The confidence regions were obtained
using the change of the �2 value relative to that of the best
fit, ��2

= �2 � �2
min, as a function of sin

2
2✓13 and��

�m2
ee

��. All other model parameters were profiled during
the determination of the value of ��2. The confidence
regions are defined as ��2 less than 2.30 (68.27% C.L.), 6.18
(95.45% C.L.), and 11.83 (99.73% C.L.). The 1-D distribution
of ��2 are also provided for each individual parameter, where
the alternate parameter has been profiled. A table of ��2

values as a function of sin2 2✓13 and
��
�m2

ee

�� is provided as
Supplemental Material [39].

The precision of this measurement of ✓13 was limited by
statistics, although systematic uncertainty from differences
of the ⌫

e

efficiency between detectors and predicted reactor
flux also contributed significantly. For

��
�m2

ee

��, statistical
and systematic uncertainties were approximately equal in
size. The largest systematic uncertainty arose from potential
variation in the energy calibration of the far versus near
detectors, which was well characterized using multiple
redundant low-energy radioactive sources. Systematic
uncertainty from ⌫

e

interactions in the IAV also contributed.
Figure 42 compares the estimate of sin

2
2✓13 with those

values obtained by other experiments, while Figure 43
provides a similar comparison for measurements of �m2

32.
The measurements relied on a variety of ⌫ observations:

• the disappearance of MeV-energy reactor ⌫
e

’s over

FIG. 41. Confidence regions of sin2 2✓
13

and
���m2

ee

�� from a
combined analysis of the prompt positron spectra and rates. The
1�, 2�, and 3� 2-D confidence regions are estimated using ��2

values of 2.30 (red), 6.18 (green), and 11.83 (blue) relative to the
best fit. The upper panel provides the 1-D ��2 for sin2 2✓

13

obtained by profiling
���m2

ee

�� (blue line), and the dashed lines mark
the corresponding 1�, 2�, and 3� intervals. The right panel is the
same, but for

���m2

ee

��, with sin2 2✓
13

profiled. The point marks the
best estimates, and the error bars display their 1-D 1� confidence
intervals.

⇠km distances,

• the disappearance of ⌫
µ

produced by particle ac-
celerators with mean energies of ⇠600 MeV [67],
⇠3 GeV [68], and ⇠2 GeV [69] which had propagated
distances of ⇠295 km, ⇠735 km, and ⇠810 km
respectively,

• the appearance of ⌫e in those same neutrino beams, and

• the disappearance of ⌫
µ

produced by particle interac-
tions in the upper atmosphere [70, 71], with energies
>1 GeV and baselines up to the diameter of the Earth.

The consistency of the values of �m2
32 measured via these

various techniques firmly establishes the three-flavor model
of neutrino mass and mixing.

VI. SUMMARY

From Dec. 4, 2011 to Jul. 28, 2015, the Daya Bay
experiment measured the rate and energy spectrum of electron
antineutrinos emitted by the six 2.9 GWth reactors of the
Daya Bay and Ling Ao nuclear power facilities. Combining
217 days of data collected using six antineutrino detectors
with 1013 days of data using eight detectors, a total of
2.5 ⇥ 10

6 ⌫
e

inverse beta decay interactions were observed.
The unprecedented statistics of this sample allowed the most
precise measurement of ⌫

e

disappearance to date. A relative
comparison of the rates and positron energy spectra of the
detectors located far (⇠1500-1950 m) relative to those near
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still statistics 
dominated!arXiv:1610.04802

• With a relative rate + shape measurement achieve the world’s most 
precise determination of θ13 and Δm2ee:

sin22�13 = [8.41±0.27 (stat.)±0.19(syst.)]x10-2


�m2ee = [2.50±0.06(stat.)±0.06(syst.)]x10-3 eV2


�2/ndf = 232.6/263

1230 days
- 217 days 6-ADs
- 1013 days 8-ADs

sin22θ13 = [8.41±0.27 (stat)±0.19 (syst)]×10-2

∆m2ee = [2.50±0.06 (stat)±0.06 (syst)]×10-3 eV2

F. P. An et al. [DayaBay Collaboration], arXiv:1610.04802 (2016)

Near Detector Hall

Antineutrino Detector (AD)
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Daya Bay Sterile Analysis Strategy

• Generate predictions for each detector 
using the Huber+Mueller fluxes
- P. Huber, Phys. Rev. C84, 024617 (2011)
- T.A. Mueller et al., Phys. Rev. C83, 054615 

(2011)

• Increase the systematic uncertainty on the 
flux to cover observed discrepancies with 
the predicted reactor neutrino spectrum

- 2% → 5%

• Simultaneously fit the spectra of all 8 
detectors to determine

  θ13, θ14, and ∆m241

• Set limits using the CLs method
- Consistent with analysis using

Feldman-Cousins method

Chinese Physics C Vol. XX, No. X (201X) XXXXXX

To calculate the global average independent of the
model uncertainty used by the past measurements, we
follow the method described in Ref. [62] by first remov-
ing �model from both uncertainties, and define:

�

exp
err =

p
�

2
err��

2
model

�

exp
cor =

p
�

2
cor��

2
model. (18)

�

exp
err and �

exp
cor now represent experimental uncertainties

only. We then build a covariance matrix V

exp such that

V

exp
ij = R

obs
i ·�exp

i,cor ·Robs
j ·�exp

j,cor, (19)

where R

obs
i is the “ratio” column in Table 11 corrected

by the “Psur” column for the ✓13-oscillation e↵ect. R

obs
i

represents the observed rate from each measurement.
We then calculate the best-fit average ratio R

past
g by

minimizing the �

2 function defined as:

�

2(Rpast
g )= (Rpast

g �Ri) ·(V exp
ij )�1(Rpast

g �Rj), (20)

where V �1 is the inverse of the covariance matrix V . This
procedure yields the best-fit result Rpast

g =0.942±0.009,
where the error is experimental only.

Since we now use the Huber+Mueller model as the
reference model, we re-evaluate the model uncertainty
using the correlated and uncorrelated uncertainty com-
ponents given by Ref. [24, 25]. Using the weighted av-
erage fission fraction from all experiments (235U : 238U
: 239Pu : 241Pu = 0.642 : 0.063 : 0.252 : 0.0425), the
model uncertainty is calculated to be 2.4%, and the final
result becomes:

R

past
g = 0.942±0.009 (exp.)±0.023 (model) (21)

Finally, we compare the Daya Bay result with the
past global average. In the previous subsection, we ob-
tained the Daya Bay measured reactor antineutrino flux
with respect to the Huber+Mueller model prediction:
RDYB =0.946±0.020(exp.). This result is consistent with
the past global average Rpast

g =0.942±0.009(exp.). If we
include the Daya Bay result in the global fit, the new
average is Rg =0.943±0.008(exp.)±0.023(model). The
results of the global fit and the Daya Bay measurement
are shown in Fig. 17.

The consistency between Daya Bay’s measurement
and past experiments suggests that the origin of the “re-
actor antineutrino anomaly” is from the theoretical side.
Either the uncertainties of the theoretical models that
predict the reactor antineutrino flux are underestimated
or more intriguingly, there exists an additional neutrino
oscillation that suppresses the reactor antineutrino flux
within a few meters from the reactor. Such an oscillation
would imply the existence of one or more eV-mass-scale
sterile neutrinos. To investigate this tantalizing possibil-
ity, future short baseline (10 m) experiments are required
to observe the L/E dependence of such an oscillation.
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Fig. 17. The measured reactor ⌫̄e rate as a function
of the distance from the reactor, normalized to the
theoretical prediction of Huber+Mueller model.
The rate is corrected by 3-flavor neutrino oscil-
lations at the distance of each experiment. The
purple shaded region represents the global aver-
age and its 1� uncertainty. The 2.4% model un-
certainty is shown as a band around unity. The
measurements at the same baseline are combined
together for clarity. The Daya Bay measurement
is shown at the flux-weighted baseline (573 m) of
the two near halls.

6 Measurement of Reactor Antineutrino

Spectrum

In this section, we extend the study from reactor an-
tineutrino flux to its energy spectrum. The measured
prompt energy spectra from the four near-site ADs were
summed and compared with the predictions. The detec-
tor response of the Daya Bay ADs was studied and used
to convert the predicted antineutrino spectrum to the
prompt energy spectrum for comparison. A discrepancy
was found in the energy range between 4 and 6 MeV with
a maximum local significance of 4.4 �. The discrepancy
and possible reasons for it were investigated.

6.1 Detector Response

The predicted antineutrino flux and spectrum were
calculated via the procedure described in Sec. 2. At
each AD, the reactor antineutrino survival probability
was taken into account with the best fit oscillation pa-
rameters, sin2 2✓13 =0.084 and |�m

2
ee|=2.42⇥10�3 eV2,

based on the oscillation analysis of the same dataset [32].
The relation of the antineutrino spectrum S(E⌫̄

e

) and the
reconstructed prompt energy spectrum S(Ep) can be ex-
pressed as,

S(Ep)=

Z
S(E⌫̄

e

)R(E⌫̄
e

,Ep)dE⌫̄
e

(22)

where R(E⌫̄
e

,Ep) is the detector energy response and can
be thought of as a response matrix, which maps each an-
tineutrino energy to a spectrum of reconstructed prompt
energies. The energy response includes four main e↵ects:
the IBD prompt energy shift, IAV e↵ect, non-linearity,
and energy resolution, which are studied in the following.
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the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a �2

/dof

of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 � discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in [65]. The
compatibility was tested by evaluating

��

2 =�

2(standard)��

2(N extra parameters) (29)

for N degrees of freedom. We obtained ��

2
/N =

50.1/25, which is consistent with the results obtained
by the first method using Eq. 28.
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Fig. 23. (A) Comparison of predicted and mea-
sured prompt energy spectra. The prediction is
based on the Huber+Mueller model and normal-
ized to the number of measured events. The error
bars on the data points represent the statistical
uncertainty. The hatched and red filled bands rep-
resent the square-root of diagonal elements of the
covariance matrix (

p
(Vii)) for the reactor related

and the full systematic uncertainties, respectively.
(B) Ratio of the measured prompt energy spec-
trum to the predicted spectrum (Huber+Mueller
model). (C) The defined �

2 distribution (e�i) of
each bin (black solid curve) and local p-values for
1 MeV energy windows (magenta dashed curve).
See Eq. 30 and relevant text for the definitions.

6.3 Quantification of the Local Deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23B. The spectral discrepancy around 5

MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the �

2 contribution of
each energy bin,

e�i =
N

obs
i �N

pred
i

|Nobs
i �N

pred
i |

sX

j

�

2
ij ,

�

2
ij =(Nobs

i �N

pred
i )(V �1)ij(N

obs
j �N

pred
j ). (30)

By definition,
P

i
e�2
i is equal to the value of �2 defined in

Eq. 28. As shown in Fig. 23C, an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the de-
viation is evaluated based on the modified oscillation
analysis similar to Eq. 29. Instead of allowing all the
N nuisance parameters to be free floating, only parame-
ters within a selected energy window are varied in the fit.
The di↵erence between minimum �

2s before and after in-
troducing these nuisance parameters within the selected
energy window was used to evaluate the p-value of the
local variation from the predictions. The p-values with
1 MeV sliding energy window are shown in Fig. 23C. The
local significance for a discrepancy is greater than 4 � at
the highest point around 5 MeV. In addition, the local
significance for the 2 MeV window between 4 and 6 MeV
were evaluated. We obtained a ��

2
/N value of 37.4/8,

which corresponds to the p-value of 9.7⇥ 10�6(4.4 �).
Comparing with the ILL+Vogel model shows a similar
level of local discrepancy between 4 and 6 MeV.

The excess between 4 and 6 MeV was ⇠1.5% of the
total observed IBD candidates. An excess of events in
a same energy range was not observed in the spallation
12B beta decay spectrum, ruling out detector e↵ects as
an explanation. Adding a simple beta-decay branch or a
mono-energetic peak cannot reproduce the observed ex-
cess, indicating that it cannot be explained by a simple
background contribution. Contributions from other in-
teraction channels (e.g. ⌫̄e+13C) were investigated and
were found to be too small to account for the excess. The
events in the energy region around 5 MeV are carefully
examined: the neutron capture time, the delayed energy
spectrum, and the distance distribution for the delayed
neutron capture signal were found to match IBD event
characteristics. The vertex distribution of the prompt
signal was found to be uniform and consistent with IBD
events.

Figure 24 shows the event rate versus time in the
energy window of 4.5-5.5 MeV and other windows.
The strong correlation indicates that the excess around
5 MeV is proportional to the reactor antineutrino flux.
Therefore, it strongly suggests that the deviation is due
to the imperfect modelling of the reactor antineutrino
spectrum. A recent ab initio calculation of the antineu-
trino spectrum showed a similar deviation from previous
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the agreement is reasonable in other energy regions. A
comparison to the Huber+Mueller model yields a �2

/dof

of 46.6/24 in the full energy range from 0.7 to 12 MeV,
corresponding to a 2.9 � discrepancy. The ILL+Vogel
model shows a similar level of discrepancy from the data.

Another compatibility test was performed with a
modified fitting algorithm. In this method, N(=number
of prompt energy bins) free-floating nuisance parameters
are introduced to the oscillation parameter fit to adjust
the normalization for each bin, as described in [65]. The
compatibility was tested by evaluating

��

2 =�

2(standard)��

2(N extra parameters) (29)

for N degrees of freedom. We obtained ��

2
/N =

50.1/25, which is consistent with the results obtained
by the first method using Eq. 28.
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Fig. 23. (A) Comparison of predicted and mea-
sured prompt energy spectra. The prediction is
based on the Huber+Mueller model and normal-
ized to the number of measured events. The error
bars on the data points represent the statistical
uncertainty. The hatched and red filled bands rep-
resent the square-root of diagonal elements of the
covariance matrix (

p
(Vii)) for the reactor related

and the full systematic uncertainties, respectively.
(B) Ratio of the measured prompt energy spec-
trum to the predicted spectrum (Huber+Mueller
model). (C) The defined �

2 distribution (e�i) of
each bin (black solid curve) and local p-values for
1 MeV energy windows (magenta dashed curve).
See Eq. 30 and relevant text for the definitions.

6.3 Quantification of the Local Deviation

The ratio of the measured to predicted energy spectra
is shown in Fig. 23B. The spectral discrepancy around 5

MeV prompt energy is clearly visible. Two approaches
are adopted to evaluate the significance of this discrep-
ancy. The first method evaluates the �

2 contribution of
each energy bin,

e�i =
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obs
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pred
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i )(V �1)ij(N

obs
j �N

pred
j ). (30)

By definition,
P

i
e�2
i is equal to the value of �2 defined in

Eq. 28. As shown in Fig. 23C, an enhanced contribution
is visible around 5 MeV.

In the second approach, the significance of the de-
viation is evaluated based on the modified oscillation
analysis similar to Eq. 29. Instead of allowing all the
N nuisance parameters to be free floating, only parame-
ters within a selected energy window are varied in the fit.
The di↵erence between minimum �

2s before and after in-
troducing these nuisance parameters within the selected
energy window was used to evaluate the p-value of the
local variation from the predictions. The p-values with
1 MeV sliding energy window are shown in Fig. 23C. The
local significance for a discrepancy is greater than 4 � at
the highest point around 5 MeV. In addition, the local
significance for the 2 MeV window between 4 and 6 MeV
were evaluated. We obtained a ��

2
/N value of 37.4/8,

which corresponds to the p-value of 9.7⇥ 10�6(4.4 �).
Comparing with the ILL+Vogel model shows a similar
level of local discrepancy between 4 and 6 MeV.

The excess between 4 and 6 MeV was ⇠1.5% of the
total observed IBD candidates. An excess of events in
a same energy range was not observed in the spallation
12B beta decay spectrum, ruling out detector e↵ects as
an explanation. Adding a simple beta-decay branch or a
mono-energetic peak cannot reproduce the observed ex-
cess, indicating that it cannot be explained by a simple
background contribution. Contributions from other in-
teraction channels (e.g. ⌫̄e+13C) were investigated and
were found to be too small to account for the excess. The
events in the energy region around 5 MeV are carefully
examined: the neutron capture time, the delayed energy
spectrum, and the distance distribution for the delayed
neutron capture signal were found to match IBD event
characteristics. The vertex distribution of the prompt
signal was found to be uniform and consistent with IBD
events.

Figure 24 shows the event rate versus time in the
energy window of 4.5-5.5 MeV and other windows.
The strong correlation indicates that the excess around
5 MeV is proportional to the reactor antineutrino flux.
Therefore, it strongly suggests that the deviation is due
to the imperfect modelling of the reactor antineutrino
spectrum. A recent ab initio calculation of the antineu-
trino spectrum showed a similar deviation from previous
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Daya Bay ν̅e Disappearance Limit
F. P. An et al. [Daya Bay Collaboration], Phys. Rev. Lett. 117, 151802 (2016)

predicted reactor antineutrino flux, while method B has a
slightly higher reach in sensitivity for jΔm2

41j ≳ 0.3 eV2 as
a result of its incorporation of absolute reactor antineutrino
flux constraints. The different treatments of systematic
uncertainties provide a thorough cross-check of the results.
For method A, the minimum χ2 value obtained with a free-
floating Δm2

41, sin2 2θ14, and sin2 2θ13 is χ24ν=NDF ¼
129.1=145, where NDF stands for the number of degrees
of freedom. The corresponding value in the three-neutrino
scenario, in which sin2 2θ13 is the only free parameter, is
χ23ν=NDF ¼ 134.7=147. The p-value of observing Δχ2 ¼
χ23ν − χ24ν ¼ 5.6 without sterile neutrino mixing is deter-
mined to be 0.41 using a large sample of Monte Carlo
pseudo-experiments. Similarly, the minimum χ2 values for
method B are χ24ν=NDF ¼ 179.74=205 and χ23ν=NDF ¼
183.87=207, with a corresponding p-value of 0.42. As
indicated by these p-values, no apparent signature for
sterile neutrino mixing is observed.
The limits in the ðjΔm2

41j; sin2 2θ14Þ plane are also set by
two independent approaches, the first of which follows
the Feldman-Cousins method [40]. For each point
η≡ ðjΔm2

41j; sin2 2θ14Þ, the value of Δχ2ðηÞ ¼ χ2ðηÞ−
χ2ðηbestÞ is evaluated, where χ2ðηÞ is the smallest χ2 value
with a free-floating sin2 2θ13. This Δχ2ðηÞ is then com-
pared with the critical value Δχ2cðηÞ encompassing a
fraction α of the events, estimated by fitting a large number
of pseudo-experiments that include statistical and system-
atic fluctuations. The point η is then declared to be inside
the α confidence level (CL) acceptance region
if Δχ2dataðηÞ < Δχ2cðηÞ.
The second approach to set the limits is the CLs

statistical method [41,42]. For each point in the
(sin2 2θ14, jΔm2

41j) parameter space, a two-hypothesis test
is performed in which the null hypothesis H0 is the three-
neutrino model and the alternative hypothesis H1 is the
four-neutrino model with fixed sin2 2θ14 and jΔm2

41j. The
CLs value is defined as

CLs ¼
1 − p1

1 − p0

; ð5Þ

where p0 and p1 are the p-values for the three-neutrino and
four-neutrino hypotheses, respectively. These p-values are
calculated from the χ2 difference of those two hypotheses.
The value of sin2 2θ13 is independently set for each
hypothesis based on a fit to the data. The condition of
CLs ≤ 1 − α is required to set the CLs exclusion region at
[α] confidence level.
When used with the same analysis method (method A or

method B), the difference in sensitivity between the
Feldman-Cousins and CLs approaches is found to be
smaller than 10%. The Feldman-Cousins approach pro-
vides a unified method to define confidence intervals, but
has the drawback that it involves fitting a large amount of

simulated data sets. Hence, it is used only for method A,
which eliminates all of the nuisance parameters by utilizing
a covariance matrix. In contrast, the CLs implementation is
significantly less computationally intensive, and also pro-
vides an alternative for combining the results between
multiple experiments [41,42]. Accordingly, both the
Feldman-Cousins limit from method A and the CLs limit
from method B are presented in this work.
Figure 3 shows the 95% confidence level contour from

the Feldman-Cousins approach and the 95% CLs exclusion
contour. Both contours are centered around the 95% CL
expectation and are mostly contained within the $1σ band
constructed from simulated data sets with statistical and
systematic fluctuations. The high-precision data at multiple
baselines allow exclusion of a large section of (sin2 2θ14,
jΔm2

41j) parameter space. The sensitivity in the 0.01≲
jΔm2

41j≲ 0.3 eV2 region originates predominantly from
the relative spectral comparison between the two near halls,
and in the jΔm2

41j≲ 0.01 eV2 region from the comparison
between the near and far halls. The dip structure at
jΔm2

41j ≈ jΔm2
32j ≈ 2.4 × 10−3 eV2 is due to the degen-

eracy between sin2 2θ14 and sin2 2θ13. The fine structure of
the data contours compared to the expectation originates
from statistical fluctuations in the data.
In Fig. 3, there is a slight difference between the CL

contour from method A and the CLs contour from method
B for jΔm2

41j≲ 2 × 10−3 eV2. In this region, most of the
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FIG. 3. Exclusion contours in the (sin2 2θ14, jΔm2
41j) plane,

under the assumption of Δm2
32 > 0 and Δm2

41 > 0. The red long-
dashed curve represents the 95% CL exclusion contour with the
Feldman-Cousins method [40] from method A. The black solid
curve represents the 95% CLs exclusion contour [41] from
method B. The expected 95% CL 1σ band in yellow is centered
around the sensitivity curve, shown as a thin blue line. The region
of parameter space to the right side of the contours is excluded.
For comparison, Bugey’s [43] 90% CL limit on ν̄e disappearance
is also shown as the green dashed curve.
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Notes on Running Fluka for MINOS+

Tom Carroll

March 14, 2017
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Combined - 90% C.L.
P. Adamson et al. [Daya Bay and MINOS Collaborations], Phys. Rev. Lett. 117, 151801 (2016)
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New Fitting Technique

New: fit two detector energy spectra simultaneously
instead of Far-over-Near ratio
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Conclusions

• MINOS extended its 90% C.L. exclusion limit over 6 orders of 
magnitude in ∆m241

• MINOS and Daya Bay/Bugey-3 Combination
- Through close collaboration, Daya Bay and MINOS were able to use the 

CLs technique to combine their disappearance limits to extract 
equivalent appearance limits, assuming the 4-flavor model

- Increases the tension between appearance and disappearance sterile 
neutrino searches for ∆m241 < 1 eV2

- Daya Bay and MINOS have an agreement for a future combination

• New MINOS and MINOS+ results coming SOON

• And we still have more data to analyze!
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120 GeV
300–500+ kW
2–5×1013 P/pulse

Distance between Horn 1 and 
Horn 2 
sets neutrino beam energy
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Muon Track Features
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4-Flavor Oscillations at MINOS

Figure 2: Plotted are oscillation probabilities as a function of L/E showing the e↵ect of the
mass squared splitting �m2

32 for ⌫
µ

disappearance (left) and ⌫
µ

! ⌫
s

sterile neutrino appear-
ance (right). The �m2

32 parameter governs the position of the standard atmospheric neutrino
oscillation maximum observed in the FD for muon neutrino disappearance and introduces
a similarly located deficit associated with sterile neutrino appearance. All parameters not
explicitly stated are fixed to the values shown in Tables 1 and 2.

Figure 3: Plotted are oscillation probabilities as a function of L/E showing the e↵ect of
the atmospheric mixing angle ✓23 for ⌫

µ

disappearance (left) and ⌫
µ

! ⌫
s

sterile neutrino
appearance (right). The atmospheric mixing angle determines the magnitude of the deficit
observed in both muon neutrino disappearance and sterile neutrino appearance channels. All
parameters not explicitly stated are fixed to the values shown in Tables 1 and 2.

The magnitude of the mass squared splitting �m2
43, indictates the presence of oscillations

in either one or both detectors, and these e↵ects are illustrated in Fig. 4. For smaller
values of �m2

43 (< 10�3eV 2), the sterile oscillation and standard oscillation maxima occur at
similar energies in the FD, which allow for degeneracies between �m2

32 and �m2
43. In the

region where the mass squared splitting ranges from 10�1eV 2 to 1eV 2 the sterile signal is
present as modulations on the standard oscillations probabilities in the FD, which results in
experimental sensitivity smeared within the resolution of the detector. For �m2

43 > 1eV 2

oscillations are present in both detectors, though the Near Detector (ND) should detect
oscillatory behavior as opposed to a net flux deficit in the FD, which flattens with increasing
mass squared splitting.

5
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32 parameter governs the position of the standard atmospheric neutrino
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a similarly located deficit associated with sterile neutrino appearance. All parameters not
explicitly stated are fixed to the values shown in Tables 1 and 2.

Figure 3: Plotted are oscillation probabilities as a function of L/E showing the e↵ect of
the atmospheric mixing angle ✓23 for ⌫

µ

disappearance (left) and ⌫
µ

! ⌫
s

sterile neutrino
appearance (right). The atmospheric mixing angle determines the magnitude of the deficit
observed in both muon neutrino disappearance and sterile neutrino appearance channels. All
parameters not explicitly stated are fixed to the values shown in Tables 1 and 2.
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values of �m2
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similar energies in the FD, which allow for degeneracies between �m2

32 and �m2
43. In the

region where the mass squared splitting ranges from 10�1eV 2 to 1eV 2 the sterile signal is
present as modulations on the standard oscillations probabilities in the FD, which results in
experimental sensitivity smeared within the resolution of the detector. For �m2

43 > 1eV 2

oscillations are present in both detectors, though the Near Detector (ND) should detect
oscillatory behavior as opposed to a net flux deficit in the FD, which flattens with increasing
mass squared splitting.
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Figure 4: Plotted are oscillation probabilities as a function of L/E showing the e↵ect of
the mass squared splitting �m2

41 for ⌫
µ

disappearance (left) and ⌫
µ

! ⌫
s

sterile neutrino
appearance (right). The �m2

41 parameter in addition to ✓24 form the principle dimensions of
the parameter space accessible to this analysis. All parameters not explicitly stated are fixed
to the values shown in Tables 1 and 2.

Figure 5: Plotted are oscillation probabilities as a function of L/E showing the e↵ect of
the mixing angle ✓24 for ⌫

µ

disappearance (left) and ⌫
µ

! ⌫
s

sterile neutrino appearance
(right). The ✓24 parameter is the second of the principle dimensions, along with �m2

41 of the
parameter space accessible to this analysis. All parameters not explicitly stated are fixed to
the values shown in Tables 1 and 2.

The mixing angles ✓24 and ✓34 are the oscillation parameters most significantly associated
with the overall magnitude of neutrino deficits in excess of the standard oscillations in this
analysis. The mixing angle ✓24 appears in both the muon neutrino disappearance and sterile
neutrino appearance signals, while the e↵ect of the mixing angle ✓34 is confined to the latter.
The e↵ects of the magnitude for ✓24 and ✓34 are shown in Fig. 5 and Fig 6, respectively.
Reactor neutrino experiments such as Daya Bay have placed strong constraints on mixing
angle ✓14, which ensures that any e↵ects on the probabilities observed in this analysis are
irrelevant. Therefore, we fix the value of ✓14 to zero for the purposes of this analysis.
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Figure 6: Plotted are oscillation probabilities as a function of L/E showing the e↵ect of the
mixing angle ✓34 for ⌫

µ

disappearance (left) and ⌫
µ

! ⌫
s

sterile neutrino appearance (right).
The ✓34 mixing angle is a free parameter in the fit described in this analysis. All parameters
not explicitly stated are fixed to the values shown in Tables 1 and 2.

3 Summary of Components Consistent with Previous
Analyses

A significant number of components of previous analyses are present in the search described
here. While the search strategy and uncertainty computations have been modified significantly,
the data acquisition and sample selection are consistent with previous documention as
referenced below.

3.1 Data Stability and Monte Carlo Comparison

Data collected during the MINOS era includes a total exposure of 10.56 ⇥ 1020 POT
and has been discussed in detail in Section 2 of the 2013 [12] and 2014 [21] sterile analyses.
This analysis includes MINOS+ era data from Run XI, which is detailed in the standard
oscillations results from the first year of MINOS+ [19], and from Run XII, which is discussed
in the subsequent blessing package from the standard oscillations working group [8]. The
total exposure from MINOS+ data is 5.80⇥ 1020 POT [6].

3.2 Event Selection

Event selection for the MINOS era data uses the NC1056CC and NC1056NC selectors
and is described in Section 7 of the 2013 sterile analysis [12]. For MINOS+ era data, the
NC0299MECC and NC0299MENC selectors are used and are described in Section 3 of the
2015 initial combined MINOS/MINOS+ sterile analysis [17]. The results of the Monte Carlo
(MC) simulated event selections are shown in Fig. 7 for the combined data sample used in
this analysis in terms of purity and e�ciency of the selection. The notable reduction in ND
CC selection e�ciency is due to the elimination of tracks ending in the vicinity of the coil
hole, while the reduced NC selection purity is due to the presence of CC backgrounds.
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Daya Bay Design
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Daya Bay Detection Method
Detection Method



Antineutrino Detector (AD)

Automatic Calibration Units

NIM. A 811(2016) 133-161 Nucl. Instrum. Meth. A 773, 8 (2015) 

192 8’’ 
PMTs

20-ton Gd-LS

22-ton LS

37-ton 
Mineral Oil

●
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Daya Bay Detectors

• Three-zoned Antineutrino Detectors (ADs) are immersed in 
water pools which serve as muon taggers and radiation shields
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Future of Daya Bay Search

• Sensitivities including expected data collected by Daya Bay 
through the end of 2017 show a significant improvement in 
constraining sin22θ14

The Future
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CLs Method

For each pair of (sin22θ14 , Δm241), how does the 4ν model compare to the 3ν model?

Δχ2 distribution can be obtained by :
MC simulation with pseudo-experiments 
Use Asimov data set (prediction without fluctuation) for Gaussian approximation 

(PRD 86 113011 (2012))

Point is excluded at ≥ (1-α) C.L. if CLs < α
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CLs at MINOS

• MINOS has θ34 as a nuisance parameter
- Cannot use the Daya Bay Gaussian CLs 

method
- Use fake experiment method

• For each (∆m241, θ24) point:
- Generate 3-flavor experiments using PDG 

parameters
- Generate 4-flavor fake experiments using 

the current (∆m241, θ24) point
‣ θ23, θ34, and ∆m232 are set to the best 

fit to data at each grid point

• Fit each fake experiment both with 3-flavor 
and 4-flavor hypotheses to build the ∆χ2 
distributions

H1 = 4ν             ! H0 = 3ν!



41

Combining at a Single Point

Need to be able to calculate CLs at a single (sin22θ14, sin2θ24, ∆m241) point

MINOS and Daya Bay/Bugey-3 have 
uncorrelated systematics so:

∆χ2combo = ∆χ2DB + ∆χ2MINOS
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Combining a ∆m241 Row

24θ2sin
3−10 2−10 1−10 1

)2
 (e

V
412

m∆

4−10

3−10

2−10

1−10

1

10

210

) ExclusionsCLMINOS 90% C.L. (
Feldman-Cousins Method

 MethodsCL

For a fixed ∆m241, 
calculate CLs at each 
(sin22θ14, sin2θ24) point

• Convert CLs from a 2D 
function of (sin22θ14, sin2θ24) 
to a 1D function of sin22θμe

‣ sin22θμe = sin22θ14 sin2θ24

• Multi-valued, so pick the 
largest CLs per bin as a 
conservative choice

90% C.L.
limit
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Bugey-3
Bugey-3 Experiment

●
●
●
●

●

Nucl.Phys. B434 (1995) 503-534, Nucl. Instrum. Meth. A374 (1996) 164-187
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Bugey-3 DataBugey-3’s Data

●
●

●
○


