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ARGO Service Monitoring

Status, availability and reliability of services

Provides multiple reports using customer defined profiles
(e.g. for management, operations etc)

Modular design enables integration with external systems
(such as CMDBs, Service Catalogs etc)

Can take into account custom factors during the report generation
(e.g. the importance of a service endpoint, scheduled or unscheduled
downtimes)

Based on open source components
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Status. Service Monitoring

For status monitoring, ARGO relies on Nagios.

All probes developed for ARGO follow the Nagios
conventions and can run on any stock Nagios box.

ARGO provides an optional set of addons for the stock
Nagios that provide features such as auto-configuration

from external information sources, publishing results to a
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ARGO Components. Modular Architecture
.. : At its core, ARGO uses a flexible monitoring engine
) 4 (Nagios), a powerful analytics engine and a high
() | performance web API.
() | Through the use of custom connectors, ARGO can
connect to multiple external Configuration

Management Databases and Service Catalogs.

o»



NGI View A gr

EGI-Engage

Operations Center 12 2016-01 . 2016-02 . 2016-03
AfricaArabia
AsiaPacific 160 J§ o1.69 |
CERN ED
IDGF
NGI_AEGIS [ 20.32 | [ 9.5 | 99.55 |
NGI_ARMGRID 8125 J§ a1.25 |
NGI_BG [ 520 ]
NGI_CH 0239 | EX1 E3
NGI_CHINA [ o1.66 ]
NGI_CZ o158 ] 0692 ]
NGI_DE 0283 J§ 93.20 |
NGL_F! [ 09.93 ]
NGI_FRANGE [ 09.02 ]
NGI_GE [ 79.03 ]




=ci Site status view A gr
EGI-Engage @ srce

Operations Center I3 2016-01 2016-02 2016-03
PP,
AsiaPaci
EGI/
CERN
NGI_AR!
NGI_BG
NGI_CH
NGI_GHI
NGI_GZ =

NGI_GE




==i Metric results view A gr

EGI-Engage @

Operations Center I3 2016-01 2016-02 2016-03
aftcasrabia =
AsiaPaci

EGI/
CERN
NGI_AEC e

EGI / NGI_AEGIS / AEGIS04-KG / CREAM-CE / clusteri.csk.kg.ac.rs

NGI_AR!

AEGIS03:
NGI_BG

NGI_CH

NGlLcz | A5G o ec T O X O ! 0 IS R NN AN
:2: hr.srce.CREAMCE-CertLifetime _

6 12 6 12 6 12 6 12 6 12 6 12 6 12 6 12
AM PM AM PM AM PM AM PM AM

o»




==i Raw metric result view A gr

EGI-Engage

._
»
g
i
=

Operations Center 2016-02 2016-03

Affcavabia
AsiaPaci
EGI /
CERN
NGI_AE( AEGH
EGI / NGI_AEGIS / AEGIS04-KG / CREAM-CE / clusteri.csk.kg.ac.rs
NGI_AR!
AEGIS03:
NGI_BG
: e emereann creance soosuon | - S S S R S S i
NGI_CH
= HOSTNAME : CLUSTER.CSK KG AC RS
NGI_CHI O SIS --I METRIC : EMI.CREAM.CREAMCE- JOBSUBMIT
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: STATUS :m

NGI_DE A emi.wn. WN-Soft\er --I QUTPUT

NGI_FI AM-04-Y CRITICAL: Job was aborted.
hr.srce.CADist-Check --I
NGI FR:‘ CRITICAL: Job was aborted.
e Testing from: nagios.ipb.ac.rs
NGI GE hr.srce. CREAMCE-CertLifetime _ DN: /C=RS/0=AEGIS/OU=Institute of Physics Belgrade/CN=Vladimir Slavnic/CN=proxy/CN=proxy/CN=proxy/CN=proxy
. i VOMS FQANs: /ops/NGI/Serbia/Role=NULL/Capability=NULL, /ops/NGI/Role=NULL/Capability=NULL, fops/Role=NULL/Capability=NULL
=_aai _— glite-wms—job-status https://wms.ipb.ac.rs:9000/uZCYwvmcbySd450dzWdzag
6 12
AM Ph

= glite-wms—job-status Success
BOOKKEEPING INFORMATION:

Status info for the Job : https://wms.ipb.ac.rs:9000/uZCYwvmcbySd450dzW4zag
Current Status: Aborted

Logged Reason(s):

- Transfer to CREAM failed due to exception: Unknown exception catched

- Transfer to CREAM failed due to exception: Unknown exception catched

- Transfer to CREAM failed due to exception: Unknown exception catched
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0 Monitoring engine
e Monitoring engines were distributed across the

@ Monitored service
infrastructure.

e Analytics engine was deployed centrally

e >50 monitoring engines were deployed at NGls
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New deployment model
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Centralized Model %

Monitoring and analytics engine deployed centrally
From >50 installations of the monitoring engine,
down to 1*

Benefits:
o Significant reduction of required operational
effort

Significantly shorter deployment cycles

(@)
o Better availability and performance *
o  Minimize risk of human error
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@ Analytics engine

0 Monitoring engine

@ Monitored service

EGI ARGO Monitoring as a Service < qr

@ srce

Monitoring as a Service %
A set up that ensures high availability (HA)

e Two geographically separate Monitoring Engine
deployment (GRNET & SRCE)

e Each Monitoring Engine deployment is monitoring
the whole infrastructure

e Two sets of monitoring results aggregated at the
analytics analytics layer

e Latest version of the ARGO Compute Engine fully
supports overlapping monitoring results
o Higher frequency of results

o  Ability to exclude monitoring results based on

the monitoring engine
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Service for managing probes %

Extension of the POEM service

Authorized users will be able to upload and manage monitoring probes
from a web based services

Faster management/deployment of new probes

Versioning

Built-in testing environment before a new probe goes to production
Design document: https://goo.gl/P7h7qt

Pre-release: 2016Q3 / First release: 2016Q4
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Real-time status results @
Introduction of a Streaming Layer in the ARGO Compute Engine

Status results are going to be processed and published as they arrive
Pre-release: 2016Q3 / First release: 2016Q4
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Overhaul of the notification system

Utilize the new streaming layer to move naotifications from the
Monitoring Engines to the Compute Engine

Pre-release: 2016Q4 / First-release: 2017Q1
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Thank you
Questions?




