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Some numbers

For a GSI experiment with around 20 crystals: in average,
10 To of data, including calibrations

1 To of useful data: 12 h for a PSA replay with a 8 core
computer (multi-threading)

GANIL experiment with about 24 crystals: 28 To of data for
one experiment in July 2015

20 To of useful data → 10 days on an 8 core
computer
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Difficulties encounter

Storage of the 28 To of data in an institute

Data replay in an acceptable time

Solution: increasing the number of core
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Existing solution for AGATA

Utilisation of the grid:

Advantage: data are already stored on the grid

But not an easy solution:
grid access point
modification of the replay code (femul) to launch a process
per crystal
femul and NARVAL are not ready for this
verifications: need to transfer the result on a local computer
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Proposed solution at CSNSM

Utilisation of "Cloud" computing: project started by
some laboratories on the Orsay campus (CSNSM,

LAL, ...)

An easy solution:
Can be used like a standard computer
Possibilities to have big computers (40 cores, 90 Go of RAM)
Utilisation of femul with multi-threading: easy
Disk space available (?)
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Replay example

Replay example
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Replay example

Creation of a virtual machine

Developed for data analysis of AGATA@GANIL data
(and GSI):

Ubuntu LTS 14 operating system
AgataSofware libraries
GammaWare
VAMOS libraries for the experiment e672
root 5 and 6, compiled with python option
Geant4 (version?)
Some monitoring tools

An computer science student generalised the virtual
machine
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Replay example

Cluster of virtual computers

Cluster of 4 virtual machines

Replay PSA
Monitoring
Root trees

Analyse VAMOS
(Desktop computer)
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Replay example

One computer for PSA replay
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Replay example

Computer load
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Replay example

Conclusion

Cloud computing is handy to use

Hard part (as an user): install analysis software on a
virtual machine

With a proper infrastructure: real
plus compared to grid computing
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