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Map of parton evolution in QCD 
x : parton longitudinal momentum fraction 
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QCD non-linear evolution:   meaning 
this regime is non-linear yet weakly coupled: 
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collinear factorization does not apply when x is too small 
and the hadron has become a dense system of partons 
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Forward particle production, 
dilute-dense collisions 



Single inclusive hadron production 

kT , y transverse momentum kT, rapidity y > 0 

forward rapidities probe small values of x 
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Single inclusive hadron production 

kT , y transverse momentum kT, rapidity y > 0 

forward rapidities probe small values of x 

values of x probed in the process: 

⇒ Single Inclusive forward hadron production 

ÑF (A)(x, k) =
⇤

d2r e�ik·r �
1�NF (A)(r, Y =ln(x0/x))

⇥

We allow for a rapidity dependent K-factors to account for the normalization

We use CTEQ6 pdf’s and de Florian-Sassot ff ’s. We only consider MV initial conditions 

x1 � x0 x0 � 0.01In order to ensure                    ,                 with                     yh � 2x2 � x0

large-x parton from proj. (pdf) small-x glue from target (CGC)
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   in the absence of nuclear effects, i.e. if the gluons 
in the nucleus interact incoherently as in A protons 

the suppressed production (RdA < 1) was predicted in the  
Color Glass Condensate picture, along with the rapidity dependence 
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p+Pb @ the LHC 

good description but not 
much non-linear effects 
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•  predictions for forward rapidities 

strong non-linear effects 



Best way to confirm RpA 
suppression at the LHC 

- no isospin effects in p+Pb vs p+p (contrary to d+Au vs p+p at RHIC) 
•  isolated photons at forward rapidities 

- smallest possible x reach: no mass, no fragmentation 
- no cold matter final-state effects (E-loss, …) 
- large EPS09 / CGC difference in 
forward rapidity predictions 
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))/2. Fig. 7 (right) shows the expected photon suppression

in the rapidity bin y = −3 in the range p
T
= 10–100 GeV. This range would correspond at

RHIC, at similar values of x2, to transverse momenta p
T
= O

(√
s
NN

RHIC/
√
s
NN

LHC × e3
)

=

5–50 GeV at mid-rapidity. As can be seen from the comparison of Fig. 7 (right) with Fig. 3

(left), the expected photon suppression is rather similar. Remarkably, the spread of the

EPS09 theoretical predictions proves narrower at the LHC than at RHIC, reflecting the

fact that quark nPDFs are much better constrained than the gluon nPDFs at large values

of x [13]3.
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Figure 7. Nuclear production ratio Rγ
dAu

of inclusive photon production at y = 3 (left) and y = −3
(right) in p–Pb collisions at

√
s
NN

= 8.8 TeV using the EPS09 nPDF set, in comparison to the nDS
and HKN nPDF sets.

3.4 Scale dependence

As discussed in section 2.1, collinearly factorized pQCD cross sections depend on the renor-

malization and factorization scales, which all are of the order of the photon p
T
. In the

absolute cross sections the sensitivity to these scales reflects the uncertainty which results

from terminating the perturbation series at a certain order, and thus neglecting the higher-

order corrections (here, NNLO and beyond). In the nuclear modification ratio Rγ
dAu

, such

scale uncertainties should nevertheless largely just cancel out. However, since the nPDF

corrections RA
i (x,M

2) (Eq. (2.3)) do depend on the factorization scale M , also Rγ
dAu

may

exhibit some dependence on M . To quantify this theoretical uncertainty, the nuclear mod-

ification ratio of prompt photon production at mid-rapidity has been computed using the

EPS09 set and varying all scales, µ = M = MF from p
T
/2 to 2p

T
, as was done also in the

calculation of the absolute cross section in section 3.1. As shown in Fig. 8 at the RHIC

and LHC energies, the predictions show very little scale dependence. More importantly,

the scale dependence proves much smaller than the current uncertainties in the nuclear

modifications of the PDFs; see the band in Fig. 2.

3In addition, larger scales are probed at the LHC, Q2
∣

∣

LHC
∼ 4 × Q2

∣

∣

RHIC
. This is however a rather

moderate effect since the EPS09 gluon nPDF ratios do not exhibit a strong Q2-dependence at large x [13].
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Jalilian-Marian and Rezaeian (2012) 
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FIG. 4: Nuclear modification factor for direct photon (right) and inclusive prompt photon (left) production in pA collisions
at various rapidities a the LHC

√

S = 8.8 TeV energy. The band (CGC-rcBK-av) similar to Fig. 3 corresponds to the results
obtained from Eq. (12) and the solutions to the rcBK evolution equation using different initial saturation scales for a proton
Q0p and a nucleus Q0A, see the text for the details.

incorporation of the isolation cut criterion in our framework is beyond the scope of this paper. However, from Fig. 2
it is seen that at higher energy at forward collisions, Rγ

p(d)A for direct and single inclusive prompt photon becomes
remarkably similar, indicating that to a good approximation, one may assume that the nuclear modification factor
for direct and isolated prompt photon are equal.
In Fig. 3, we show the minimum-bias nuclear modification factor for the direct photon production at RHIC and the

LHC energies
√
S = 0.2, 4.4 TeV at various rapidities η obtained from rcBK solutions Eq. (16) with the initial proton

saturation scale Q2
0p ≈ 0.168 and 0.2GeV2 corresponding to parameter sets I and II in Eq. (18). For nuclear target

in minimum-bias collisions, we take two initial saturation scales for nuclei (gold and lead) Q2
0A = 3÷ 4Q2

0p which are
extracted from a fit to other experimental data on heavy nuclear target [5, 6, 30]. For a proton target, we have checked
that parameter sets II and III give similar results for Rγ

p(d)A with better than 10% accuracy. Therefore, in Fig. 3 we

only show results obtained from two parameter sets I and II in Eq. (18). The band in Fig. 3 shows our uncertainties
arising from a variation of the initial saturation scale of the nucleus in a range consistent with previous studies of DIS
structure functions as well as particle production in minimum-bias pp, pA and AA collisions in the CGC formalism.
One may therefore expect that the possible effects of fluctuations (of nucleons in a nucleus) on particle production is
effectively contained in our error band.
From Fig. 3, it is seen that the nuclear modification for direct photon production is very sensitive to the initial

saturation scale in proton and nuclei. However, this uncertainties will be reduced for more forward collisions at
higher energy at the LHC. The same effect has been observed for the inclusive hadron production in pA collisions [6].
This clearly indicates that the nuclear modification in p(d)A collisions is a sensitive probe of saturation effects and
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Problem: NLO corrections are 
not under control at high pT 

•  importance of NLO at high-pT Altinoluk and Kovner (2011) 
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FIG. 1: Comparisons of BRAHMS [10] (h�) and STAR [11] (⇡0) yields data in dAu collisions to results of our numerical
calculation, both at leading order (tree level) and with NLO corrections included. The edges of the solid bands were computed
using µ

2 = 10GeV2 to 50GeV2.

torization formalism has certain theoretical limitations
which only allows it to work up to p? around Q

s

(x
g

).
Once the hadron transverse momentum p? is larger than
Q

s

(x
g

), the NLO correction starts to become very large
and negative. To cure this problem one would need more
extensive theoretical study, and one needs to either go
beyond NLO or perform some sort of resummation. This
is an important problem but it lies outside the scope of
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FIG. 2: Comparisons of BRAHMS data [10] at ⌘ = 3.2 with
our results for four choices of gluon distribution: GBW, MV
with ⇤ = 0.24GeV, BK solution with fixed coupling at ↵

s

=
0.1, and rcBK with ⇤QCD = 0.1GeV. The edges of the solid
bands show results for µ2 = 10GeV2 to 50GeV2. As in other
figures, the crosshatch fill shows LO results and the solid fill
shows NLO results.

the current work and we will leave this to future study.
Given these limitations, we expect this dilute-dense fac-
torization formalism to work much better for more for-
ward rapidity regions. This trend is indeed observed in
Fig. 1 and Fig. 3. Nevertheless, as shown in all the plots,
our results computed from SOLO are stable and reliable
as long as p? < Q

s

(x
g

).
Furthermore, we have also incorporated three other

choices of dipole gluon distribution in SOLO: the Golec-
Biernat and Wustho↵ (GBW) model [36], the McLerran-
Venugopalan (MV) model [4], and the solution to the
fixed coupling BK equation. As shown in Fig. 2, all four
parametrizations give similar results and agree with the
BRAHMS data in the p? < Q

s

region. For other plots,
we only use the rcBK solution, which is the most sophis-
ticated parametrization.
Fig. 3 shows predictions made by SOLO for pPb col-

lisions at high pseudorapidities which are accessible at
LHC detectors, in particular 5.3  ⌘  6.5 for TOTEM’s
T2 telescope [31] and ⌘ � 8.4 at LHCf [32]. Of course,
our prediction in the left plot should only be valid when
p? < 3GeV, which is about the size of the saturation
momentum at the corresponding rapidity.
One of the advantages of our NLO results is the signif-

icantly reduced scale dependence as shown in Fig. 4. In
principle, cross sections for any physical observable, if it
could be calculated up to all order, should be completely
independent of the factorization scale µ. However, as
shown in Fig. 4, the LO cross section is a monotonically
decreasing function of the factorization scale µ. This is
well-known and is simply due to the fact that an increase
of µ causes both the parton distribution function (in the
region x > 0.1) and the fragmentation function (in the
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FIG. 3: Predictions for the yields at the LHC energy
p
sNN = 5.02TeV in pPb collisions, both at LO and with NLO corrections

included. On the left, we show results for ⇡

� yields at ⌘ = 6.375 (YCM = 5.91 in the center of mass frame) which falls in
the range of pseudorapidities detected by TOTEM, and on the right, for ⇡

0 yields at ⌘ = 8.765 (YCM = 8.3) which falls in
the range detected by LHCf. The edges of the solid bands were computed using µ

2 = 20GeV2 to 100GeV2 on the left and
µ

2 = 2GeV2 to 10GeV2 on the right.

region z > 0.2) to decrease. Therefore, one has to choose
the scale µ properly for LO calculations. By including
the NLO corrections, which cancels all the scale depen-
dence up to one-loop order, we find that the dependence
on µ is sharply reduced in the NLO cross section except
for very low µ

2 values. In other words, the factorization
scale can be chosen from a large range of values without
changing the cross sections much. This greatly increases
the reliability of our calculation and reduces the uncer-
tainty of our prediction. In addition, Fig. 4 indicates
that the best choice of factorization scale µ should be
about two or maybe three times the average transverse
momentum of the produced hadron. This helps us to
choose a reasonable range of µ2 to set the error band for
our numerical analysis.

4. Discussion and Conclusion. As an important first
step towards the NLO phenomenology in the saturation
physics, we have developed a program called SOLO which
allows us to incorporate most of the NLO corrections for
forward single hadron productions in pA collisions. We
have used recent theoretical results for forward hadron
production at NLO accuracy, which demonstrate the fac-
torization of collinear and rapidity divergencies, together
with NLO parton distribution functions and fragmenta-
tion functions, as well as the solution to the BK equa-
tion with running coupling. We obtained decent agree-
ment with the experimental data from RHIC and we have
made predictions for the forward production in pA colli-
sions at the LHC. The results show the enhancement of
the NLO calculation over the LO calculation at very low
values of p

T

, and the reduction of the NLO cross section

with respect to the LO calculation at higher values of the
hadron transverse momentum.
We found that the scale dependence is significantly re-

duced at NLO as compared to the lowest order result.
We also found that the results turn negative for higher
values of p

T

above some critical value. This critical value
increases with rising rapidity, thus justifying the calcu-
lation for the forward region. Several extensions of this
work are possible. The large negative value of the NLO
correction may imply the need to include higher order
corrections or some resummation in order to stabilize the
result beyond the critical value of p

T

. Also, for the com-
plete NLL analysis one would need to evaluate the dipole
gluon distribution using the NLL BK equation. These are
important issues that certainly deserve separate studies.
Nevertheless, this calculation is important progress in

small-x physics phenomenology beyond LL accuracy, and
it provides predictions for pA collisions at the LHC with
the theoretical uncertainty under control.
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•  first numerical results Stasto, Xiao and Zaslavsky (2013) 

Chirilli, Xiao and Yuan (2012) •  full NLO calculation 

solution : Iancu et al. see next talk 
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Collision of two CGCs 
•  the initial condition for the time evolution in heavy-ion collisions, 

and high-multiplicity p+p and p+A 

ρ1 ρ2 

before the collision: 

the distributions of ρ contain the small-x 
evolution of the nuclear wave functions 
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these wave functions are mainly non-perturbative, but their evolution is known 

the gluon field is a complicated function 
of the two classical color sources 

•  after the collision: the Glasma phase 

Lappi and McLerran (2006) 



determine  , in general a 
non-linear function of the sources 

Computing observables 
•  solve Yang-Mills equations 

this is done numerically (it could be 
done analytically in the p+A case) 

•  express observables in terms of the field 

examples on next slide : single- and double-inclusive gluon production 



determine  , in general a 
non-linear function of the sources 

Computing observables 
•  solve Yang-Mills equations 

this is done numerically (it could be 
done analytically in the p+A case) 

•  express observables in terms of the field 

examples on next slide : single- and double-inclusive gluon production 

•  perform the CGC averages 

rapidity factorization proved recently at 
leading-order for (multi-)gluon production Gelis, Lappi and Venugopalan (2008) 



Gluon production 
•  two-gluon production 

easily obtained from the single-gluon result 

strength of the color charge of the projectile 

p+A A+A 

the target is always dense  

strength of the diagrams 

the exact implementation of the 
 small-x evolution is still not achieved 

Gelis, Lappi and Venugopalan (2008) 
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same conclusion: disconnected diagrams dominate multi-gluon production, 
multi-particle correlations can be calculated! 

•  multi-gluon production 

•  however the following phases cannot be ignored 
if the system later becomes a perfect fluid, those initial 

QCD momentum correlations will be washed away 



The ridge in p+p collisions 

diagram which gives 
the Δϕ dependence 

•  in the absence of flow, the ridge reflect the actual QCD momentum 
correlations of the early times, like in p+p collisions: 

no ridge at low pT, 
there can’t be much flow 

ridge with pT ~ Qs 

CMS data (2010) 

ridge with pT ~ Qs 



The ridge in p+p collisions 

diagram which gives 
the Δϕ dependence 

•  in the absence of flow, the ridge reflect the actual QCD momentum 
correlations of the early times, like in p+p collisions: 

no ridge at low pT, 
there can’t be much flow 

ridge with pT ~ Qs 

CMS data (2010) 

Dumitru, Dusling, Gélis, 
Jalilian-Marian, Lappi 

and Venugopalan (2011) 

Kovner and Lublinsky (2011) 

•  CGC calculation after Gaussian averaging  
additionnal double ridge in the correlation function 

compared to standard QCD di-jets 

such strucutre exists independently of the assumption 

ridge with pT ~ Qs 



The ridge in A+A collisions 
•  if in the presence of flow, the initial momentum correlations are lost 

example with an initial Glasma field 

5

Observing the small fluid: 
counting pairs
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•  Ripple in a pond: cleanest signature of fluid behavior

CMS arXiv:1105.2438

instead, those created by the fluid 
behavior reflect the initial spatial 

distribution and fluctuations of the 
QCD matter 
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•  Ripple in a pond: cleanest signature of fluid behavior

CMS arXiv:1105.2438

instead, those created by the fluid 
behavior reflect the initial spatial 

distribution and fluctuations of the 
QCD matter 

a proper treatment of the nuclear geometry and of it’s fluctuation becomes crucial 

QGP properties cannot be precisely extracted from data 
without a proper understanding of the initial state 

•  bulk observables in heavy-ion collisions reflect the properties of the 
     initial state as much as those of the hydro evolution of the QGP 



Glasma+hydro approach 
•  CGC/glasma to describe the pre-hydro spatial fluctuations 
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eccentricity harmonics 
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FIG. 4. (Color online) Root-mean-square anisotropic flow co-
efficients 〈v2n〉

1/2, computed as a function of centrality, com-
pared to experimental data of vn{2}, n ∈ {2, 3, 4}, by the
ALICE collaboration [3] (points). Results are for 200 events
per centrality with bands indicating statistical errors.
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FIG. 5. (Color online) Comparison of vn(pT ) using two dif-
ferent switching times τswitch = 0.2 fm/c (wide), and 0.4 fm/c
(narrow). Experimental data by the ATLAS collaboration us-
ing the event-plane (EP) method [4] (points). Bands indicate
statistical errors.

The effect of changing the switching time from
τswitch = 0.2 fm/c to τswitch = 0.4 fm/c is shown in Fig. 5.
Results agree within statistical errors, but tend to be
slightly lower for the later switching time. The nonlinear
interactions of classical fields become weaker as the sys-
tem expands and therefore Yang-Mills dynamics is less
effective than hydrodynamics in building up flow at late
times. Yet it is reassuring that there is a window in time
where both descriptions produce equivalent results.

Because a constant η/s is at best a rough effective
measure of the evolving shear viscosity to entropy den-
sity ratio, we present results for a parametrized temper-
ature dependent η/s, following [33]. We use the same
parametrization (HH-HQ) as in [33, 34] with a minimum
of η/s(T ) = 0.08 at T = Ttr = 180MeV. The result,
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FIG. 6. (Color online) Comparison of vn(pT ) using con-
stant η/s = 0.2 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the ATLAS col-
laboration using the event-plane (EP) method [4] (points).
Bands indicate statistical errors.

compared to η/s = 0.2 is shown for 20− 30% central col-
lisions in Fig. 6. The results are indistinguishable when
studying just one collision energy. The insensitivity of
our results to two very different functional forms may
suggest that a very large fraction of the magnitude of
the flow coefficients is built up at later times when η/s
is very small. Also, since second order viscous hydrody-
namics breaks down when Πµν is comparable to the ideal
terms, our framework may be inadequate for large values
of η/s.

At top RHIC energy, as shown in Fig. 7, the experi-
mental data from STAR [35] and PHENIX [1] is well de-
scribed when using a constant η/s = 0.12, which is about
40% smaller than the value at LHC. A larger effective η/s
at LHC than at RHIC was also found in [36]. The tem-
perature dependent η/s(T ) used to describe LHC data
works well for low-pT RHIC data, but underestimates
v2(pT ) and v3(pT ) for pT > 1GeV. The parametrizations
of η/s(T ) in the literature are not definitive and signif-
icant improvements are necessary. Our studies suggest
great potential for extracting the temperature dependent
properties of QCD transport coefficients by performing
complementary experiments extracting flow harmonics at
both RHIC and LHC.

In Fig. 8 we present results for v1(pT ) compared to ex-
perimental data from ALICE [37], extracted in [39], and
from ATLAS [38]. v1(pT ) cannot be positive definite be-
cause momentum conservation requires 〈v1(pT )pT 〉 = 0.
There is a disagreement between the experimental results
(discussed in [38]) and between theory and experiment at
LHC. On the other hand, v1(pT ) at RHIC is very well re-
produced (see Fig. 7). One possible explanation for the
data crossing v1(pT ) = 0 at a lower pT than the calcu-
lation at LHC could be the underestimation of the pion
pT -spectra at very low pT – see Fig. 2. However, this is
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not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that

•  in A+A, Glauber does a good job as well 

Gale, Jeon, Schenke, Tribedy and Venugopalan (2013) 

but still one should aim for a QCD-based description 



The ridge in p+A collisions 
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the Δϕ dependence 

then like in p+p, one sees the QCD 
momentum correlations 

•  in the absence of hydro flow 

but the CGC should reproduce also 
the large higher cumulants – not clear that 

the glasma phase alone can do that 

Dusling and Venugopalan (2013) 



CGC or CGC+hydro ? 

•  in the presence of the flow one still needs to describe the 
nature and dynamics of the pre-hydro 

fluctuations, and the Glauber model is not 
enough anymore, QCD cannot be ignored 

the question is not CGC or hydro, the question is CGC only, or CGC+hydro ? 

p+Pb collisions A. Bzdak, B. Schenke, P. Tribedy, R. Venugopalan, Phys.Rev.C87, 064906 (2013)

Eccentricities from different models
can differ significantly
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•  other options to access the QCD momentum correlations ? 

Is there an initial v
3

(2PC) ?

0.3GeV < p

ref

T

< 3GeV

Schenke, Venugopalan, preliminary
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Bzdak, Schenke, Tribedy and Venugopalan (2013) 

e+A collisions, and maybe p+A in the forward region 



Conclusions 
 

•  dilute-dense p+p and p+A collisions: 
 

 - single-inclusive: CGC works well but first NLO results raise questions   
  
 - di-hadrons: see last talk today 

•  dense-dense p+p, p+A and A+A collisions: 
  

 - in the absense of final-state hydro flow, small-x high-density QCD 
 momentum-space correlations are seen, and qualitatively understood 
  
 - in the presence of flow, what is relevant is the initial spatial 
 distributions, and the CGC picture is also necessary and successful 
  
 - if flow in p+A at LHC, e+A collisions become the only way to directly 
 probe the nuclear gluon distribution 


