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## Definition of GPDs

- Quark GPD (twist-2, spin-0 hadron): (Müller et al., 1994; Radyushkin, 1996; Ji, 1997)

$$
\begin{equation*}
H^{q}(x, \xi, t)=\left.\frac{1}{2} \int \frac{\mathrm{~d} z^{-}}{2 \pi} e^{i \times P^{+} z^{-}}\left\langle P+\frac{\Delta}{2}\right| \bar{q}(-z) \gamma^{+} q(z)\left|P-\frac{\Delta}{2}\right\rangle\right|_{z^{+}=0, z_{\perp}=0} \tag{1}
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\end{equation*}
$$


with:

$$
t=\Delta^{2}, \quad \xi=-\frac{\Delta^{+}}{2 P^{+}}
$$

- Similar matrix element for gluons.
- More GPDs for spin- $\frac{1}{2}$ hadrons.
- Impact parameter space GPD (at $\xi=0$ ): (Burkardt, 2000)

$$
\begin{equation*}
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\end{equation*}
$$
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$$

- Cauchy-Schwarz theorem in Hilbert space.
- Link to PDFs and Form Factors:

$$
\begin{gather*}
\int \mathrm{d} x H^{q}(x, \xi, t)=F_{1}^{q}(t) \quad, \quad \int \mathrm{d} x E^{q}(x, \xi, t)=F_{2}^{q}(t)  \tag{5}\\
H^{q}(x, 0,0)=\theta(x) q(x)-\theta(-x) \bar{q}(-x) \tag{6}
\end{gather*}
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- Pobylitsa gauge (One Component DD): (Pobylitsa, 2003)

$$
\begin{equation*}
H(x, \xi, t)=(1-x) \int_{\Omega} \mathrm{d} \beta \mathrm{~d} \alpha f_{P}(\beta, \alpha, t) \delta(x-\beta-\alpha \xi) \tag{11}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
F(\beta, \alpha)=(1-\beta) f_{P}(\beta, \alpha)  \tag{12}\\
G(\beta, \alpha)=-\alpha f_{P}(\beta, \alpha)
\end{array}\right.
$$
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- Need ERBL to complete polynomiality.


## Problem

Find $f(\beta, \alpha)$ on square $\{|\alpha|+|\beta| \leq 1\}$ such that

$$
\left.H(x, \xi)\right|_{\mathrm{DGLAP}}=(1-x) \int \mathrm{d} \beta \mathrm{~d} \alpha f(\beta, \alpha) \delta(x-\beta-\alpha \xi)
$$

- If model fulfills Lorentz invariance: (Moutarde, 2015)
- DD $f(\beta, \alpha)$ exists (as a distribution) and is unique (if it is a function).
- We can reconstruct the GPD everywhere.
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- Quark GPD: $H(x, \xi)=0$ for $-1<x<-|\xi| \Longrightarrow f(\beta, \alpha)=0$ for $\beta<0$.
- Domains $\beta<0$ and $\beta>0$ are uncorrelated in the DGLAP region.
- Divide and conquer:
- Better numerical stability.
- Lesser complexity: $O\left(N^{p}+N^{p}\right) \ll O\left((N+N)^{p}\right)$.
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$$
\left\{\begin{array}{l}
u=\frac{\beta+\alpha}{\sqrt{2}}  \tag{14}\\
v=\frac{\alpha-\beta}{\sqrt{2}}
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- $\alpha$-parity of the DD:

$$
\begin{equation*}
f(\beta,-\alpha)=f(\beta, \alpha) \tag{15}
\end{equation*}
$$

## Discretization
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\end{equation*}
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## Discretization

- Discretization of the DD (piece-wise constant):

$$
\tilde{f}(u, v)=\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \tilde{f}_{i j} \mathbf{1}_{\left[u_{i}, u_{i+1}\right]}(u) \mathbf{1}_{\left[v_{j}, v_{j+1}\right]}(v)
$$

- Mesh:
- Cells $(u, v) \rightarrow n$ columns of the matrix.
- Sampling:
- Random couples $(x, \xi) \rightarrow m \geq n$ lines of the matrix.
- Linear problem: $A X=B$ where $B_{k}=H\left(x_{k}, \xi_{k}\right)$.

- A full-rank: more information but also more noise.
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- Test with Constant DD.

$$
\begin{gathered}
f(\beta, \alpha)= \begin{cases}1 & \beta>0 \\
0 & \beta<0\end{cases} \\
\downarrow \\
\left.H(x, \xi)\right|_{\text {DGLAP }}= \begin{cases}\frac{2 \times(1-x)}{1-\xi^{2}} & |\xi|<x<1 \\
0 & -1<x<-|\xi|\end{cases}
\end{gathered}
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## Test (constant DD)



- Test with Constant DD.
- Goal: retrieve known DD from DGLAP GPD.
- Consistent problem (discretized DD $=$ theoretical DD):
- Objective DD retrieved at arbitrary precision: residual decreases to 0 (machine precision).
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- Real application to a DSE toy model.
- Goal: extend the DGLAP GPD of Ref. (Mezrag, 2015; Mezrag et al., 2016).

$$
f(\beta, \alpha)= \begin{cases}\frac{30}{4}\left(1-3 \alpha^{2}-2 \beta+3 \beta^{2}\right) & \beta>0 \\ 0 & \beta<0\end{cases}
$$

- Least-squares problem:
- Residual has a finite limit.
- Compromise between noise on $\beta=0$ and artifact on $\alpha=0$.

$$
\left.H(x, \xi)\right|_{x>|\xi|}=30 \frac{(1-x)^{2}\left(x^{2}-\xi^{2}\right)}{\left(1-\xi^{2}\right)^{2}}
$$

- Smooth function in Pobylitsa gauge:
- $(1-x)^{2}$ behavior of the GPD.
- Gauge introduced for positivity.


## Quantitative comparison of DDs





Figure: Quantitative comparison for the Overlap results. Left: Theoretical discretized DD. Middle: Numerical solution at tolerance $10^{-6}$. Right: Absolute difference.

$$
f(\beta, \alpha)= \begin{cases}\frac{30}{4}\left(1-3 \alpha^{2}-2 \beta+3 \beta^{2}\right) & \beta>0 \\ 0 & \beta<0\end{cases}
$$

## Quantitative comparison of GPDs





Figure: Quantitative comparison for the Overlap GPD obtained from the numerical DD solution. Left: Theoretical GPD. Middle: Numerical solution at tolerance $10^{-6}$. Right: Absolute difference.

$$
H(x, \xi)= \begin{cases}30 \frac{(1-x)^{2}\left(x^{2}-\xi^{2}\right)}{\left(1-\xi^{2}\right)^{2}} & x>|\xi| \\ \frac{15(x-1)\left(x^{2}-\xi^{2}\right)\left(\xi^{2}+2|\xi| x+x\right)}{2|\xi|^{3}(|\xi|+1)^{2}} & |x|<|\xi|\end{cases}
$$
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- Any questions?
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## Discrete ill-posed problem



Theoretical "L-curve": curve parameterized by the regularization factor.
(fig. taken from Ref. (Hansen, 2007))

L-curve


L-curve with the iteration number as regularization factor.

