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RAMP: collaborative data challenges run by the Paris-Saclay
Center for Data Science
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Paris-Saclay Center for Data Science

http://www.datascience-paris-saclay.fr/
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Paris-Saclay Center for Data Science

A multi-disciplinary initiative to define, structure, and manage the data science
ecosystem at the University Paris-Saclay

Data scientist

Data science

statistics
machine learning
information retrieval
signal processing
data visualization
databases

Data engineer Applied scientist

Tool building Domain science
software engineering energy and physical sciences
clouds/grids health and life sciences
high-performance Earth and environment
computing economy and society

optimization brain

Software engineer Domain scientist

Data trainer
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RAMP Rapid Analytics and Model Prototyping

Collaborative Data Challenge (RAMP)

- Connection between data domain science and data science experts
- Training tool
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RAMP Rapid Analytics and Model Prototyping

Collaborative Data Challenge (RAMP)

- Connection between data domain science and data science experts
- Training tool

| A

RAMP lifecycle

Preparation:

@ Domain expert brings: a prediction problem and associated dataset

o Data scientist helps: formulate a machine learning problem and clean the
data

Event:
o Participants submit models (code) and can look at each other submission
@ Models are trained on our backend
@ Scores are on a leaderboard

Follow-Up:

o Collaborative Paper, application

N
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RAPID ANALYTICS AND MODEL PROTOTYPING

Classifying variable stars

Phased Plot: Variable_Star_1
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Accuracy improvement: 89 to 96%
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RAPID ANALYTICS AND MODEL PROTOTYPING

2015 June 16 and Sept 26
Predicting El Nino

Temperature map
=
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RMSE improvement: 0.9°C to 0.4°C
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RAPID ANALYTICS AND MODEL PROTOTYPING

2015 October 8
Insect classification

Picture of your speciment

eeeeee

Accuracy improvement: 30 to 70%
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RAPID ANALYTICS AND MODEL PROTOTYPING

2016 February 10

Macroeconomic agent-based models

Economics focus
Agents of change

Conventional economic models failed to foresee the financial crisis. Could
agent-based modelling do better?

The

N a
,.\{ Economist

J Paris-Saclay

snugrstre Center for Data Science

1 score improvement: 0.57 to 0.63
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RAPID ANALYTICS AND MODEL PROTOTYPING

2016 May ||
Drug identification from spectra
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Drug detection accuracy improvement: 9 to 3%
Drug concentration mean abs rel error improvement: 20 to 12%
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Datarun
database

Databoard

- receives submissions from participants

- show leaderboard and other submissions
- send model to be trained to datarun with
corresponding folds

- get predictions from datarun and compute
performances

- compute an ensemble model and
contributivity

Datarun Master

- receives data and machine learning problems
(e.g., from databoard) and store them in the
database (data are saved on the shared file
system).

- receives machine learning models
("submission”) and folds on which to train and
test models, and store them in the database
(model files are saved on the shared file system).
- get predictions from the datarunners and store
them in the database.

Datarun

Shared file system
- store data

- store model files ("submission
files")

A

Datarunner Datarunner

- train and test machine
learning models YRR
("submission”) on folds

given by the master

Datarunner
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Databoard:

@ Web application developped in Flask (Python)
@ Deployed on VM from openstack (deployed at LAL) J

Databoard

- receives submissions from participants

- show leaderboard and other submissions
- send model to be trained to datarun with
corresponding folds

- get predictions from datarun and compute
performances

- compute an ensemble model and
contributivity
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Datarun: train and test of machine learning models

@ Web application developped in Django REST Framework (APl REST) + Celery

(datarunner management)

@ Deployed on VMs from openstack (deployed at LAL)

Datarun

Datarun Master

(e.g., from databoard) and store them in the
database (data are saved on the shared file
system).

- receives machine learning models
("submission") and folds on which to train and
test models, and store them in the database

them in the database.

- receives data and machine learning problems

(model files are saved on the shared file system).
- get predictions from the datarunners and store

Shared file system
- store data

- store model files ("submission
files")

Datarunner

- train and test machine
learning models
("submission") on folds
given by the master

Datarunner Datarunner




Datarun:

ain and test of machine learning

@ Possible to start and stop datarunners to optimize computational resources

@ Train and test from models written in Python

models
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Datarun Master

- receives data and machine learning problems
(e.g., from databoard) and store them in the
database (data are saved on the shared file
system).

- receives machine learning models
("submission") and folds on which to train and
test models, and store them in the database
(model files are saved on the shared file system).
- get predictions from the datarunners and store -
them in the database. —~

Datarun

Shared file system
- store data

- store model files ("submission
files")

Datarunner

- train and test machine
learning models
("submission") on folds
given by the master

Datarunner

Datarunner
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ramp.studio


ramp.studio
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Next steps

@ Datarunners on GPU
@ Use of container for datarunners
@ Train and test of models written in languages different from Python

o Interface on databoard to easily set up a RAMP
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Thanks!
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