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Neutrino oscillations in a nutshell

First introduced by Bruno Pontecorvo in 1957 

Neutrinos are produced in flavor eigenstates νe, νμ, ντ that 
are linear combination of  mass eigenstates ν1, ν2, ν3 

Neutrinos propagate as mass eigenstates 

At the detection a flavor eigenstate is detected → it can be 
different from the one that was produced
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νe produced in a 
 mixture of  ν1,2,3

Different  
 mixture of  ν1,2,3  

→ μ from νμ is 
detected

ν1,2,3 travel at different 
 speed because they have 

 different masses → 
interference

Neutrino oscillation  
implies massive neutrinos

CC-QE CC-nonQE NC All νµ

Generated in FV 4,114 3,737 3,149 11,000
(1) FCFV 3,885 3,011 1,369 8,265
(2) Evis. ≥ 30MeV 3,788 2,820 945 7,553
(3) Single ring µ-like 3,620 1,089 96 4,805

Table 1.1: The expected number of neutrino events for 5 × 1021 POT for νµ disappearance analysis
without oscillation. CC-QE refers to charged current quasi-elastic events and CC-nonQE to other
charged current events, while NC refers to neutral current events.

∆m2 (eV2) CC-QE CC-nonQE NC All νµ

No oscillation 3,620 1,089 96 4,805
2.0 × 10−3 933 607 96 1,636
2.3 × 10−3 723 525 96 1,344
2.7 × 10−3 681 446 96 1,223
3.0 × 10−3 800 414 96 1,310

Table 1.2: The expected number of neutrino events for 5 × 1021 POT for νµ disappearance analysis
with neutrino oscillation for different values of ∆m2

23 with sin2 2θ23 = 1.0 and sin2 2θ13 = 0.0.
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Figure 1.5: (Left) The reconstructed neutrino energy distribution with predicted for the best-fit os-
cillation parameters (sin2 2θ23, ∆m2

23) = (1.0, 2.7 × 10−3eV2). The hatched area shows the non-QE
component. (Right) The ratio of the reconstructed neutrino energy distribution with oscillation to one
without oscillation.
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3 flavor neutrino mixing: PMNS matrix
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Solar (SNO,  SK, KamLand) 
→ θ12, Δm12
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 Qe  = cosT12 Q1 + sinT12 Q2 

A few years ago (2008), the good agreement of solar and KamLAND data in 2Q 
analyses was one of the main highlights … 

[figure taken from the official KamLAND site (2008)] 

… agreement obtained assuming 

But the agreement could be even 
improved by going beyond the 2Q 
approximation and allowing 3Q�mixing …   

For 3Q� 

Qe   cosT13 (cosT12 Q1 + sinT12 Q2) +e-iG sinT13 Q3  

mixing angle T13   possible CP phase GCP 

Interference θ13, δCP

Completely unknown
Atmospheric (SK, Minos) 

→ θ23, Δm32

3 mixing angles  

2 independent mass differences 

1 CP violation phase

7
7/10/2010 Claudio Giganti 3

Status of neutrino mixing and masses

3 mixing angles (q
12

, q
23

, q
13

)
CPV phase (d)

2 (independent) mass differences (Dm
ij

2=m
i

2-m
j

2)


e



=

cos12 sin12 0

−sin 12 cos12 0

0 0 1


1 0 0

0 cos23 sin 23

0 −sin23 cos 23


cos13 0 sin13e
−i

0 1 0

−sin 13 e
−i

0 cos13

1

2

3


SNO + KamLAND 

q12, Dm12
2 → “solar”

Dm
12

2=(7.59±0.20)x10-5 ev2

θ
12

=(34.06+1.16

-0.84
) deg

SK, K2K, MINOS 

|Dm
23

2|=(2.35+0.11

-0.08
)x10-3 ev2

sin2(2θ
23

)>0.91 (90% C.L.)

q23, Dm32
2 → ”atmospheric”

Only upper limit on q13

No info on d

q13, Dm31
2, d

       Chooz 90%CL
       Palo Verde 90% CL
       K 2K 90%CL
       Kamiokande 90%CL
       SK 3-flavour 90%CL

|Dm
23

2|=(2.35±0.1)x10-3 ev2

sin2(2θ
23

)>0.91 (90% C.L.)

7/10/2010 Claudio Giganti 3

Status of neutrino mixing and masses

3 mixing angles (q
12

, q
23

, q
13

)
CPV phase (d)

2 (independent) mass differences (Dm
ij

2=m
i

2-m
j

2)


e



=

cos12 sin12 0

−sin 12 cos12 0

0 0 1


1 0 0

0 cos23 sin 23

0 −sin23 cos 23


cos13 0 sin13e
−i

0 1 0

−sin 13 e
−i

0 cos13

1

2

3


SNO + KamLAND 

q12, Dm12
2 → “solar”

Dm
12

2=(7.59±0.20)x10-5 ev2

θ
12

=(34.06+1.16

-0.84
) deg

SK, K2K, MINOS 

|Dm
23

2|=(2.35+0.11

-0.08
)x10-3 ev2

sin2(2θ
23

)>0.91 (90% C.L.)

q23, Dm32
2 → ”atmospheric”

Only upper limit on q13

No info on d

q13, Dm31
2, d

       Chooz 90%CL
       Palo Verde 90% CL
       K 2K 90%CL
       Kamiokande 90%CL
       SK 3-flavour 90%CL

|Dm
23

2|=(2.35±0.1)x10-3 ev2

sin2(2θ
23

)>0.91 (90% C.L.)

Solar AtmosphericInterference

Once upon a time 
(~2010)

+



How to measure θ13

Accelerators (T2K, Nova): 

✓ Appearance experiment: P(νμ → νe) 
✓ νμ neutrino beam  
✓ Neutrino energy ~1 GeV 
✓ Distance L >~ 300 km 

✓Signature: 𝜈e appearance in νμ beam 
✓Degeneracy of  θ13, δCP, sign of  Δm2  

Reactors (DChooz, RENO, Daya Bay)

✓ Disappearance of �̅�e P(�̅�e → �̅�e)
✓ �̅�e produced in nuclear reactors
✓Neutrino energy few MeV
✓Distance L ~ 1 km

✓ Signature: disappearance of the �̅�e 

produced in the reactor → depends on θ13
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3 flavor neutrino mixing today
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 Qe  = cosT12 Q1 + sinT12 Q2 

A few years ago (2008), the good agreement of solar and KamLAND data in 2Q 
analyses was one of the main highlights … 

[figure taken from the official KamLAND site (2008)] 

… agreement obtained assuming 

But the agreement could be even 
improved by going beyond the 2Q 
approximation and allowing 3Q�mixing …   

For 3Q� 

Qe   cosT13 (cosT12 Q1 + sinT12 Q2) +e-iG sinT13 Q3  

mixing angle T13   possible CP phase GCP 

Interference (Daya Bay, T2K) 
→ θ13 measured, δCP not yet

Atmospheric (SK, K2K, Minos, T2K) 
→ θ23, Δm32

3 mixing angles  

2 independent mass differences 

1 CP violation phase
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Today: θ13 is precisely 
known, some indications 

also for δCP
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T2K experiment
High intensity ~600 MeV νμ beam produced at J-PARC (Tokai, Japan) 

Neutrinos detected at the Near Detector (ND280) and at the Far 
Detector (Super-Kamiokande) 295 km from J-PARC 

Main physics goals: 

Observation of  νe appearance → determine θ13 and δCP 

Precise measurement of  νμ disappearance → θ23 and Δm2
32
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TokaiKamioka

Super-Kamiokande: 22.5 
kt fiducial volume water 

Cherenkov detector

ND280

J-PARC accelerator: 
Design power: 750 kW
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T2K neutrino beamline

30 GeV proton beam from J-PARC Main Ring extracted onto a graphite 
target 

p+C interactions producing hadrons (pions and kaons) 

Hadrons are focused and selected in charge by 3 electromagnetic horns 

νμ mainly produced by pion decay π+ → μ+ + 𝜈μ 

Changing the sense of  the current in the magnetic horns π- can be 
focused and a beam of  �̅�μ can be produced 

I will often talk about POT (proton-on-target) → equivalent of  luminosity 
for collider experiments
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Off-axis beam

T2K uses an off-axis technique (detectors at 2.5° 
from the center of  the beam) 

Increase the intensity of  the beam at the desired 
L/E → maximize the oscillation probability
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Physics goals

The T2K experiment was designed to have Super-
Kamiokande at the maximum of  the oscillation probability 

Ideal place to look for νe appearance (mainly driven by 
θ13) and νμ disappearance (θ23 and Δm2

32) 

If  negative pions are focused the beam is predominantly 
composed of  �̅� and this maximize the δCP sensitivity 
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(b) ν̄e appearance reconstructed energy spectrum,
100% ν̄-mode running.
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(c) νµ disappearance reconstructed energy spectrum,
100% ν-mode running.
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(d) ν̄µ disappearance reconstructed energy spectrum,
100% ν̄-mode running.

Figure 1: Appearance and disappearance reconstructed energy spectra in Super-K for νe, νµ, ν̄e,
and ν̄µ at 7.8× 1021 POT for the nominal oscillation parameters as given in Table 2
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νe appearance → θ13 and δCP νμ disappearance → θ23 and and Δm2
32



Why anti-neutrinos
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T2K almost no MH —>
 ~ clean measurement of CPV 

NOVA sensitive to MH and CPV 
but with some degeneracies

DUNE breaks the degeneracy 
between MH and CPV

sinδ and a change
 sign from neutrino

 to antineutrino

E Detector calibration 35

III. PHYSICS POTENTIAL

A. Accelerator based neutrinos

1. CP asymmetry measurement in a long baseline experiment

If a finite value of ✓
13

is discovered by the ongoing and near-future accelerator and/or reactor

neutrino experiments [46–50], the next crucial step in neutrino physics will be the search for CP

asymmetry in the lepton sector. A comparison of muon-type to electron-type transition probabil-

ities between neutrinos and anti-neutrinos is one of the most promising methods to observe the

lepton CP asymmetry. Recent indication of a nonzero, rather large value of ✓
13

[1] makes this

exciting possibility more realistic with near-future experiments such as Hyper-Kamiokande.

In the framework of the standard three flavor mixing, the oscillation probability is written using

the parameters of the MNS matrix (see Sec. IA 1), to the first order of the matter e↵ect, as [51]:
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where Cij , Sij , �ij are cos ✓ij , sin ✓ij , �m2

ij L/4E⌫ , respectively, and a[eV2] = 7.56 ⇥ 10�5 ⇥

⇢[g/cm3] ⇥ E⌫ [GeV]. The parameter � is the complex phase that violates CP symmetry. The

corresponding probability for ⌫µ ! ⌫e transition is obtained by replacing � ! �� and a ! �a.

The third term, containing sin �, is the CP violating term which flips the sign between ⌫ and ⌫̄

and thus introduces CP asymmetry if sin � is non-zero. The last two terms are due to the matter

e↵ect ; caused by coherent forward scattering in matter, they produce a fake (i.e., not CP -related)

asymmetry between neutrinos and anti-neutrinos. As seen from the definition of a, the amount

of asymmetry due to the matter e↵ect is proportional to the neutrino energy at a fixed value of

L/E⌫ .

Figure 16 shows the ⌫µ ! ⌫e and ⌫µ ! ⌫e oscillation probabilities as a function of the true

neutrino energy for a baseline of 295 km. The parameters other than ✓
13

and � assumed in

this section are summarized in Table VII. The value of sin2 ✓
23

is set to the maximal mixing, as

Matter effects

∝distance

CPV term

Leading term ➔ θ13

increasing baseline

Experimentally we 
measure an appearance 

probability



Why antineutrinos
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sinδ and a change
 sign from neutrino

 to antineutrino
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A. Accelerator based neutrinos

1. CP asymmetry measurement in a long baseline experiment
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ij L/4E⌫ , respectively, and a[eV2] = 7.56 ⇥ 10�5 ⇥

⇢[g/cm3] ⇥ E⌫ [GeV]. The parameter � is the complex phase that violates CP symmetry. The

corresponding probability for ⌫µ ! ⌫e transition is obtained by replacing � ! �� and a ! �a.

The third term, containing sin �, is the CP violating term which flips the sign between ⌫ and ⌫̄

and thus introduces CP asymmetry if sin � is non-zero. The last two terms are due to the matter

e↵ect ; caused by coherent forward scattering in matter, they produce a fake (i.e., not CP -related)

asymmetry between neutrinos and anti-neutrinos. As seen from the definition of a, the amount

of asymmetry due to the matter e↵ect is proportional to the neutrino energy at a fixed value of

L/E⌫ .

Figure 16 shows the ⌫µ ! ⌫e and ⌫µ ! ⌫e oscillation probabilities as a function of the true

neutrino energy for a baseline of 295 km. The parameters other than ✓
13

and � assumed in

this section are summarized in Table VII. The value of sin2 ✓
23

is set to the maximal mixing, as

Matter effects
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where Cij = cos ✓ij , Sij = sin ✓ij and �ji = �m2

jiL/4E⌫ . The terms that include a are a

consequence of the matter e↵ects with a = 2
p

2GF neE⌫ = 7.56⇥10�5[eV 2](⇢/(g/cm3)(E⌫/GeV ).
The term proportional to cos�

CP

is invariant for ⌫ and ⌫ whilst the term proportional to sin�
CP

change if CP is violated. The equivalent term for P (⌫µ ! ⌫e) can be obtained by reversing the
signs of the terms proportional to sin�

CP

and to a: the combination of ⌫e and ⌫e appearance in
long baseline experiments allows to break the degeneracies and access to ✓

13

, �
CP

and the sign of
a.
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FIG. 16. Oscillation probabilities as a function of the neutrino energy for ⌫µ ! ⌫e (left) and ⌫µ ! ⌫e (right)

transitions with L=295 km and sin2 2✓13 = 0.1. Black, red, green, and blue lines correspond to � = 0, 1
2⇡, ⇡,

and � 1
2⇡, respectively. Other parameters are listed in Table VII. Solid (dashed) line represents the case for

a normal (inverted) mass hierarchy.
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2⇡ and normal hierarchy is assumed. Contribution from

each term of the oscillation probability formula is shown separately.

TABLE VII. Parameters other than ✓13 and � assumed in this section.

Name Value

L 295 km

�m2
21 7.6⇥10�5 eV2

|�m2
32| 2.4⇥10�3 eV2

sin2 ✓12 0.31

sin2 ✓23 0.5

Density of the earth (⇢) 2.6 g/cm3

Figure 3.1: Oscillation probabilities as a function of neutrino energy with L=295 km, sin2(2✓
13

)
= 0.1, �

CP

=⇡/2 and normal hierarchy. The contribution of the di↵erent terms of the oscillation
probability is shown separately.

The interplay between the e↵ect due to a and the e↵ect due to �
CP

mainly depends on the
baseline, since the e↵ect of a is proportional to the amount of matter crossed by neutrinos before
reaching the detector. In the case of T2K the baseline is relatively short and the matter e↵ects
contribute to ⇠ 10% of the oscillation probability while the e↵ect due to �

CP

is larger and as we
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In case of  T2K where the 
baseline is short we have: 

δCP effect ±30% 
MH effect ~10%



Data taking

T2K started the data taking in 2010 

Collected proton on target so far ~15x1020 POT 

Reached steady beam power of  410 kW (nominal beam 
power would be 750 kW) 

Equal amount of  𝜈 and �̅� 

17

Today’s analyses 
6.9x1020 POT in 𝜈 
4.0x1020 POT in �̅� 

Will be shown at Neutrino 
7.0x1020 POT in 𝜈  
7.5x1020 POT in �̅�



ND280

Detector installed inside the UA1/NOMAD magnet (0.2 T magnetic field) 

A detector optimized to measure π0 (P0D) 

A tracker system composed by:  

2 Fine Grained Detectors (target for ν interactions). FGD1 is pure 
scintillator, FGD2 has water layers interleaved with scintillator 

3 Time Projection Chambers: reconstruct momentum and charge of  
particles, PID based on measurement of  ionization 

Electromagnetic calorimeter to distinguish tracks from showers
18

ND280 off-axis

13

Tracker

SMRD

TPC1 TPC2 TPC3

FGD1 FGD2

Tracker



Super-Kamiokande

50 kton water Cherenkov detector (22.5 kton FV) 

~11000 20’’ PMT inner detector (~2000 8’’ PMT outer 
detector used as veto) → 40% photocathode coverage 

~1000 meters underground in the Kamioka mine

19

3

Super-Kamiokande
� 50kton water
� 32kt ID viewed by 

20-inch PMTs
� ~2m OD viewed 

by 8-inch PMTs
� 22.5kt fid. vol. 

(2m from wall)
� Etotal=~4.5MeV 

energy threshold
� SK-I: April 1996~
� SK-IV is running

Electronics hutLINAC

Control room

Water and air 
purification system

SK

2km3km

1km
(2700mwe)

39.3m

41.4m

Atotsu
entrance

AtotsuMozumi

Ikeno-yama
Kamioka-cho, Gifu
Japan

Inner Detector (ID) PMT:   ~11100 (SK-I,III,IV),  ~5200 (SK-II)
Outer Detector (OD) PMT: 1885

ID

OD

http://www-sk.icrr.u-tokyo.ac.jp/sk/

Operated since 1996 
(upgraded for T2K) 

Reconstruct vertex 
position, charged track 
direction and energy



SK PID capabilities

Different shape of  Cherenkov 
rings allow to clearly 
distinguish e-like rings from μ-
like rings 

PID discrimination power > 99% 

20

Muon Ring Electron Ring



Extract oscillation 
parameters!!

T2K oscillation analysis chain

21

Flux prediction: 
✓  Proton beam stability 
✓  Hadron production (NA61 

and others external data)

ND280 measurements: 
✓  νμ selection to constrain flux 

and cross-sections 

✓  Measure νe beam component

Neutrino interactions: 
✓  Interaction models 
✓  External cross-section 

data

Super-Kamiokande measurements: 
✓  Select CC νμ and νe candidates after 

the oscillations

Prediction at the Far Detector: 
✓  Combine flux, x-section and ND280 to 

predict the expected events at SK



Flux prediction

In any long baseline experiment the main uncertainty on 
the flux prediction comes from the hadron production 
cross-section (in T2K case p+C→ π,K,..) 

T2K uses dedicated experiments at CERN (NA61) to 
predict fluxes in both, neutrino and antineutrino mode 

The uncertainties on the fluxes are at the 10% level when 
NA61 data are used

22



Cross-section model

A lot of  efforts done to include the most recent models in NEUT MC 

The Nieves 2p2h model has been now included in NEUT 

Fit to external data (MiniBooNE, Minerva) are used 

At T2K energies the 𝜈 and �̅� cross-section differ of  a factor of  ~3

23
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At T2K energies neutrino 
interactions occurs through many 
different processes (CCQE, CC1π, 
NC1π, DIS) each with large model 
uncertainties (~20% or larger)

Model the parameters for each 
interaction type by selecting 
neutrino interactions at ND280

T2K

CCQE CCRES CCDIS
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At T2K energies neutrino 
interactions occurs through many 
different processes (CCQE, CC1π, 
NC1π, DIS) each with large model 
uncertainties (~20% or larger)

Model the parameters for each 
interaction type by selecting 
neutrino interactions at ND280

T2K

CCQE CCRES CCDIS
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At T2K energies neutrino 
interactions occurs through many 
different processes (CCQE, CC1π, 
NC1π, DIS) each with large model 
uncertainties (~20% or larger)

Model the parameters for each 
interaction type by selecting 
neutrino interactions at ND280

T2K

CCQE CCRES CCDIS

⌫µ⌫µ

CCQE-like CC Resonant (1π) CC Deep Inelastic 
scattering



ND280 analyses

The main use of  ND280 is to constrain flux and cross-
section uncertainties in the T2K oscillation analyses 

Neutrino interactions are selected in the FGD and the 
charged particles produced are tracked in the TPC 

The most energetic forward going negative track is 
selected as the lepton candidate  

Positive track if  we are taking data in �̅� mode  

The inclusive sample is sub-divided according to the 
number of  observed pions (0π, 1π, Nπ)

24

TPC 1 TPC 2 TPC 3FGD 1 FGD 2



ND280 νμ analyses
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Figure 4.2: Momentum distribution for the events selected in the CC0⇡-like selection. The MC is
broken down by topology (left) and by reaction (right) in the FGD1.
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Figure 4.3: Momentum distribution for the events selected in the CC1⇡-like selection. The MC is
broken down by topology (left) and by reaction (right) in the FGD1.

for interactions in the FGD2 the time of flight between FGD1 and FGD2 is used to select backward
going tracks: for this reason the e�ciency in FGD1 goes to zero for cos ✓ smaller than 0.4 (where
✓ is the angle with respect to the beam direction) while in the FGD2 the e�ciency has a minimum
at ⇠ 0 and it increases again for cos ✓ < �0.4 since backward going tracks entering in the FGD1
are also selected. The work done to increase the angular e�ciency of the ND280 analyses will be
described in Sect. 4.4.

Once the samples were selected, uncertainties in the modeling of the FGD and TPC responses
and of neutrino interactions outside the fiducial volume of the FGD (that contribute to ⇠ 5% of
the selected events) have been assessed.
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for interactions in the FGD2 the time of flight between FGD1 and FGD2 is used to select backward
going tracks: for this reason the e�ciency in FGD1 goes to zero for cos ✓ smaller than 0.4 (where
✓ is the angle with respect to the beam direction) while in the FGD2 the e�ciency has a minimum
at ⇠ 0 and it increases again for cos ✓ < �0.4 since backward going tracks entering in the FGD1
are also selected. The work done to increase the angular e�ciency of the ND280 analyses will be
described in Sect. 4.4.

Once the samples were selected, uncertainties in the modeling of the FGD and TPC responses
and of neutrino interactions outside the fiducial volume of the FGD (that contribute to ⇠ 5% of
the selected events) have been assessed.
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Figure 4.4: Momentum distribution for the events selected in the CCOther-like selection. The MC
is broken down by topology (left) and by reaction (right) in the FGD1.
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Figure 4.5: E�ciency versus cos ✓ for tracks starting in the FGD1 (left) and in the FGD2 (right).

TPC systematics are divided in selection e�ciency, momentum resolution and PID. They are
all evaluated using control samples from cosmics or from tracks crossing several TPCs.

The FGD systematic uncertainties are evaluated separately for tracks connected to the TPC
and for tracks contained in the FGD. For this latter category stopping protons are used to de-
termine the systematics. Stopping muons and protons are also used to evaluate the FGD PID
systematics. Finally the Michel electrons tagging e�ciency is evaluated with cosmics. Another im-
portant systematic uncertainty concerns the modeling of the pions interactions traveling through
the FGD. This is evaluated from di↵erences between external pion interactions data and the un-
derlying GEANT4 simulation. More details are given in [85].

Finally the out-of-fiducial-volume systematic is calculated studying nine di↵erent categories
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and ⌫µ (in the RHC mode) is possible thanks to the charge reconstruction in the TPC and this
allows to better constrain the flux and cross-section parameters for the anti-neutrinos runs.

The selection of ⌫µ CC interactions at ND280 is almost identical to the one described in
Sect. 4.2 except that in this case the candidate lepton is selected as the most energetic positive
track. Another di↵erence with respect to the ⌫µ selection is that the inclusive sample is subdivided
into only two samples: the CC1-Track sample in which only the µ+ track is reconstructed in the
event and the CCN-Track sample in which more than 1 track is reconstructed. The CC1-Track
sample mostly comprises CCQE interactions whilst the CCN-Track sample is a mixture of resonant
pion production and deep inelastic scattering. The momentum distribution for the events selected
in the FGD1 are shown in Fig. 4.7.
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Figure 4.7: Momentum distribution for the CC1-Track sample (left) and the CCN-Track sample
(right) in the ⌫µ selection in the FGD1.

Also for this analysis the selection is done in both, the FGD1 and the FGD2. The detector
systematic uncertainties are calculated in a similar way to the one for the ⌫µ selection.

Finally for the RHC mode also a selection of ⌫µ interactions has been performed, with the sub-
samples divided into CC1-Track and CCN-Track. As we will show in Chap. 6 these four samples
obtained from the RHC mode are fit, together with the ⌫µ selection in FHC mode, to constrain
flux and cross-section systematics in the oscillation analyses.

4.4 Increasing the ND280 angular e�ciency

The ND280 selection described in this chapter is mainly focused in selecting forward going
tracks produced by neutrino interactions inside the FGD (forward or backward are defined with
respect to the beam direction). The e�ciency of the selected events at Super-Kamiokande, instead,
given the 4⇡ symmetry of the detector, is flat with respect to the beam direction.

In the extrapolation from the expected spectra extracted using forward going tracks at ND280

66

and ⌫µ (in the RHC mode) is possible thanks to the charge reconstruction in the TPC and this
allows to better constrain the flux and cross-section parameters for the anti-neutrinos runs.

The selection of ⌫µ CC interactions at ND280 is almost identical to the one described in
Sect. 4.2 except that in this case the candidate lepton is selected as the most energetic positive
track. Another di↵erence with respect to the ⌫µ selection is that the inclusive sample is subdivided
into only two samples: the CC1-Track sample in which only the µ+ track is reconstructed in the
event and the CCN-Track sample in which more than 1 track is reconstructed. The CC1-Track
sample mostly comprises CCQE interactions whilst the CCN-Track sample is a mixture of resonant
pion production and deep inelastic scattering. The momentum distribution for the events selected
in the FGD1 are shown in Fig. 4.7.

Muon momentum (MeV/c)
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Ev
en

ts

0

50

100

150

200

250

300

350

400

450 Data
CCQE
2p2h
RES
DIS
COH
NC
µν

eν and eν
out FGD FV
other
no truth

Data
CCQE
2p2h
RES
DIS
COH
NC
µν

eν and eν
out FGD FV
other
no truth

CCQE tuned
with external data

Muon momentum (MeV/c)
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Ev
en

ts

0

20

40

60

80

100 Data
CCQE
2p2h
RES
DIS
COH
NC
µν

eν and eν
out FGD FV
other
no truth

Data
CCQE
2p2h
RES
DIS
COH
NC
µν

eν and eν
out FGD FV
other
no truth

CCQE tuned
with external data

Figure 4.7: Momentum distribution for the CC1-Track sample (left) and the CCN-Track sample
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Also for this analysis the selection is done in both, the FGD1 and the FGD2. The detector
systematic uncertainties are calculated in a similar way to the one for the ⌫µ selection.

Finally for the RHC mode also a selection of ⌫µ interactions has been performed, with the sub-
samples divided into CC1-Track and CCN-Track. As we will show in Chap. 6 these four samples
obtained from the RHC mode are fit, together with the ⌫µ selection in FHC mode, to constrain
flux and cross-section systematics in the oscillation analyses.

4.4 Increasing the ND280 angular e�ciency

The ND280 selection described in this chapter is mainly focused in selecting forward going
tracks produced by neutrino interactions inside the FGD (forward or backward are defined with
respect to the beam direction). The e�ciency of the selected events at Super-Kamiokande, instead,
given the 4⇡ symmetry of the detector, is flat with respect to the beam direction.

In the extrapolation from the expected spectra extracted using forward going tracks at ND280

66

ν mode
CC0π 

ν mode
CC1π 

ν mode
CCNπ 

�̅� mode
CC0π  

�̅� mode
CCother 



Systematic reduction

The flux and cross-section models is fit using the ND280 
data (CC0π, CC1π, CCNπ in ν-mode for both FGDs, CC0π 
and CCOther in �̅� mode for both FGDs) 

This allow to greatly reduce the uncertainty in T2K 
oscillation analysis 

From ~13% to ~6%, the dominant systematics being 
SK detector systematics
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Figure 6.6: The pre-fit and post-fit SK flux parameters and their uncertainties. The fitted parameter
values are shown with the bias correction included.

105

M
AQ

E

pF
_C

M
EC

_C

EB
_C

pF
_O

M
EC

_O

EB
_O CA

5

M
AN

FF
RE

S

Bg
RE

S

CC
NU

E_
0

CC
O

TH
ER

_S
HA

PE

CC
CO

H_
O

_0

NC
CO

H_
0

NC
O

TH
ER

_N
EA

R_
0

M
EC

_N
UB

AR

FS
I_

IN
EL

_L
O

_E

FS
I_

IN
EL

_H
I_

E

FS
I_

PI
_P

RO
D

FS
I_

PI
_A

BS

FS
I_

CE
X_

LO
_E

FS
I_

CE
X_

HI
_E

Pa
ra

m
et

er
 V

al
ue

-1

-0.5

0

0.5

1

1.5

2

2.5
Prefit
Postfit

Figure 6.7: The pre-fit and post-fit cross section parameters and their uncertainties. Post-fit param-
eter values include the bias correction. Axis labels show the name of each parameter. Parameters
are typically a ratio to NEUT nominal values, excepting the CC Other Shape parameter and the
FSI parameters.

total
Entries  444
Mean     1233
RMS     145.4

2χ∆
800 1000 1200 1400 1600 1800 2000 2200 2400

N
um

be
r o

f t
oy

 e
xp

er
im

en
ts

0

5

10

15

20

25

30

35

40

45

total
Entries  444
Mean     1233
RMS     145.4

total

Figure 6.8: ��2 value from each toy with superimposed in red the ��2 found when the ND280
data are fit.

106



Systematic uncertainties at SK
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Table 2: Errors on the number of predicted events in the Super-K samples from individual
systematic error sources in neutrino (⌫ mode) and antineutrino beam mode (⌫̄ mode).
Also shown is the error on the ratio 1Re events in ⌫ mode/⌫̄ mode. The uncertainties
represent work-in-progress for T2K neutrino oscillation results in 2016.

�NSK/NSK (%)
1-Ring µ 1-Ring e

Error Type ⌫ mode ⌫̄ mode ⌫ mode ⌫̄ mode ⌫/⌫̄

SK Detector 4.6 3.9 2.8 4.0 1.9
SK Final State & Secondary Interactions 1.8 2.4 2.6 2.7 3.7
ND280 Constrained Flux & Cross-section 2.6 3.0 3.0 3.5 2.4
�⌫e/�⌫µ , �⌫̄e/�⌫̄µ 0.0 0.0 2.6 1.5 3.1
NC 1� Cross-section 0.0 0.0 1.4 2.7 1.2
NC Other Cross-section 0.7 0.7 0.2 0.3 0.1

Total Systematic Error 5.6 5.5 5.7 6.8 5.9

External Constraint on ✓12, ✓13, �m2
21 0.0 0.0 4.2 4.0 0.1

models are further constrained by the near detector, but the constraints are limited by
di↵erences in the neutrino energy spectrum and acceptances between the near detector
and Super-K.

We will continue to engage in model developments and comparisons with ND280 and
externally published measurements. Combined with the recent incorporation of neutrino
interactions on the water targets and future improvements to the phase space coverage of
the ND280 measurements, systematic errors, and flux prediction uncertainties, we expect
to reduce the flux and cross section systematics. The large sample of ⌫e/⌫̄e events in ND280
with the additional running will also allow us to improve the uncertainties arising from
uncertainties in the ratios �⌫e/�⌫µ and �⌫̄e/�⌫̄µ [20]. In addition, a task force was formed
by the collaboration in 2015 to investigate the prospect and need of ND280 upgrade.

Super-K Systematics Improvement The current Super-K detector systematic errors
are determined mainly by a fit to the Super-K atmospheric neutrino data and constraints
on the energy scale uncertainty from cosmic muon control samples. The atmospheric
neutrino fit will be updated to include the cross section modelling from the T2K data.
Longer-term improvements would utilize calibration, entering muon, and decay electron
data to constrain fundamental detector parameters, rather than fitting neutrino data,
which is susceptible to atmospheric flux and neutrino cross section uncertainties. The ex-
pected improvement to the Super-K detector uncertainties is under study. The secondary
interaction and final state interaction systematic errors uncertainties will also benefit from
the ND280 and external pion interaction measurements and neutrino interaction model
development.

Short Summary The current systematic error on the far detector prediction is 5.5 to
6.8%. Considering the present situation and projected improvements, we consider that
4% systematic error is a reachable and reasonable target for T2K-II. In what follows, this
improvement in systematic error is modelled by scaling the covariance matrix that reflects
the current systematic error to obtain an uncertainty in the far detector prediction that

5
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Angular acceptance

One of  the main limitation of  current ND280 analyses is that it 
only select forward-going muons 

In SK the acceptance is flat with respect to the lepton angle and 
events with backward leptons are also selected 

Currently we constraint the models in the forward region and 
we let the model constraint the backward region → model 
dependent 

We developed a selection in ND280 to select backward tracks 
using the Time Of  Flight between different ND280 detectors

28

to the ones at SK, cross-section models need to be used to describe the dependency on the momen-
tum transferred Q2 or on p � ✓.

A comparison of the momentum and angle covered by the ND280 standard ⌫µ analysis and
the expected momentum and angle distribution for the ⌫e appearance signal at SK is shown in
Fig. 4.8: among the 28 events selected in the ⌫e appearance analysis described in Sect. 3.4, six have
the electron going backward. For the ⌫µ selection at SK the situation is similar.
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Figure 1: Distribution of (pe, ✓e) for signal ⌫e events and the di↵erent categories of background events
considered in the analysis. All distributions are normalized by the number of events in the considered
category.

4

Figure 4.8: Distribution of the cosine of the p � ✓ distribution covered by the standard ND280
selection and the one expected for the ⌫e appearance signal at SK.

The goal of this analysis is to increase the angular acceptance of ND280 by exploiting the time
of flight information among the ND280 detectors in such a way to make the angular acceptance of
ND280 similar to the SK one. Once the µ� track is selected as the most energetic negative track
going backward, four di↵erent ToF can be used: FGD1-FGD2, FGD1-BrECal, FGD1-P0D and
FGD2-BrECal. Additionally the sample is subdivided between backward tracks and high-angle
tracks. The backward tracks are the ones in which the track crosses the upstream TPC and the
momentum reconstruction relies on the curvature measured in the TPC. The high-angle tracks are
the ones that do not cross the TPC but enter directly in the BrECal. In this case the momentum
is reconstructed from the range inside the calorimeter (or the SMRD).

The backward tracks entering the upstream TPC will cover values of cos ✓ < �0.4 while
the high angle tracks, not entering any TPC, will cover the region �0.4 < cos ✓ < 0.4. The high
angle tracks are further divided in high angle forward and backward tracks according to the true
direction of the µ�.

The ToF for tracks crossing the P0D and the FGD1 and for tracks crossing the BrECal and
the FGD1 are shown in Fig. 4.9: most of the selected tracks are forward going tracks produced
by neutrino interactions inside the P0D or the BrECal but the ”signal” tracks produced by muons
originating inside the FGD are clearly distinguished by the ToF.

The momentum distribution for the track selected in the backward selection in the FGD1 and
in the FGD2 is shown in Fig. 4.10.
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ND280 acceptance
SK acceptance



Time Of  Flight cuts

Use TOF between detector to 
distinguish FGD interactions with 
backward going tracks from the 
dominant background of  forward 
going tracks entering the FGD 

This select a clean sample of  
muons with low momenta (~300 
MeV) due to the high momentum 
transfer to the nucleon

29

Figure 4.9: ToF distribution for tracks crossing the P0D and the FGD1 (left) and the BrECal and
the FGD1 (right). Here signal events are defined as muons originating inside the FGD.

Figure 4.10: Momentum distribution for backward going tracks in the FGD1 (left) and in the FGD2
(right).

The ToF is used in a similar way for the high angle tracks. The momentum distribution for
the high angle forward and high angle backward tracks is shown in Fig. 4.11.

The e�ciency for the backward and high angle selections are show in Fig. 4.12 compared to the
e�ciency for the standard ⌫µ selection in the forward region. As we can see adding these selections
allow to have some reconstruction e�ciency on the whole phase-space. These mew selections will
be used for the next T2K oscillation analyses.
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Figure 4.9: ToF distribution for tracks crossing the P0D and the FGD1 (left) and the BrECal and
the FGD1 (right). Here signal events are defined as muons originating inside the FGD.

Figure 4.10: Momentum distribution for backward going tracks in the FGD1 (left) and in the FGD2
(right).

The ToF is used in a similar way for the high angle tracks. The momentum distribution for
the high angle forward and high angle backward tracks is shown in Fig. 4.11.

The e�ciency for the backward and high angle selections are show in Fig. 4.12 compared to the
e�ciency for the standard ⌫µ selection in the forward region. As we can see adding these selections
allow to have some reconstruction e�ciency on the whole phase-space. These mew selections will
be used for the next T2K oscillation analyses.
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Increased angular acceptance

Including this selection allow to 
increase the low momentum, 
high angle efficiency 

This selection will be included in 
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Figure 4.11: Momentum distribution for the high angle forward tracks in the FGD1 (left) and for
the high angle backward tracks in the FGD1 (right).
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Figure 4.12: E�ciency for the forward (red), backward (blue), high angle forward (green) and high
angle backward (yellow) selections.

4.5 ⌫µ Charged Current cross-section measurements

The other main role of ND280 is to perform precise measurements of neutrino cross-sections.
In Sect. 2.3 we have shown the large uncertainties on neutrino cross-sections and in Sect. 6.2.2
we will describe how they a↵ect the oscillation analyses. In this context particularly important is
to understand the nuclear e↵ects that a↵ect neutrino cross-sections, performing measurements as
much model independent as possible. This is done by measuring the cross-section with respect to
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ND280 νe analyses

The main background to the 
appearance signal at SK is 
due to the intrinsic νe 
component in the beam 

This is an unavoidable 
background in any neutrino 
beam (~1% of  the total flux) 
where νe are mainly 
produced from μ or K decays
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relevant hadron production phase space for the T2K flux.
The observed production cross section of pions [18] and
kaons [19] on the thin target are used in the T2K flux
simulation to reduce the uncertainties on the flux prediction
[4]. Measurements from other experiments (Eichten et al.
[20] and Allaby et al. [21]) are used to reduce the
uncertainty of the particle production in the region not
covered by NA61/SHINE.
The propagation of particles through the elements of the

beam line is simulated with GEANT3 [22]. The particles
are propagated through the horns’ magnetic field and may
interact with the surrounding materials. Particle decays into
neutrinos are simulated as well as the interactions in the
decay volume and the beam dump. The modeling of
hadronic interactions is done using the GCALOR model
[23]. The beam direction, its intensity and the beam profile
are measured by the INGRID and MUMON detectors. The
neutrino fluxes are described by a covariance matrix in bins
of neutrino energy and type. The uncertainty on the νμ flux
is below 12% for neutrino energies around 0.6 GeV. The
expected νe flux and its uncertainty at ND280 are shown in
Figs. 1 and 2. Most of the intrinsic beam νe component
comes from the decay of μþ (μþ → eþν̄μνe) produced by
the pions’ decay and from charged and neutral kaons. The
charged kaons produce νe via the decaysKþ → π0eþνe that
have a branching ratio of 5.1%, while the neutral kaons
produceνe through the decays K0

L → π−eþνe have a
branching ratio of 40.5%. The νe from muon decays
contribute to most of the flux in the low energy region,
below 1.5 GeV, while above that energy almost all of the νe
flux comes from kaon decays. The νe from pion decays
only contribute to about 1% of the total νe flux (Fig. 1).
A more detailed discussion of the uncertainties contributing
to the νe flux (Fig. 2) can be found in [4]. As the physics
processes leading to νe from muon decay and from kaon
decay are different, the analysis presented in this paper
extracts a measurement of their separate contributions to
the flux, as well as the inclusive flux of νe.

B. Neutrino interaction model

Neutrino interactions in ND280 are simulated using the
NEUT [24] event generator. This generator covers the
range of neutrino energies from several tens of MeV to
hundreds of TeV, and it simulates the full range of nuclear
targets used in ND280. In the simulation, neutrino inter-
actions are generated in the entire ND280 volume on both
active and inactive targets, providing the necessary infor-
mation for the signal and for the backgrounds coming from
interactions occurring outside of the ND280 inner detec-
tors. A complete description of the models used in the T2K
simulation is given in [25].
The dominant cross section process at the peak of the

T2K beam energy is charged current quasielastic scattering
(CCQE): νl þ N → lþ N, while at higher energies, above
the pion production threshold, single pion production
(CC1π) and deep inelastic scattering (DIS) contribute to
the total charged current cross section.
In NEUT, CCQE interactions are simulated using the

model of Llewellyn Smith [26], with the nuclear effects
described by the relativistic Fermi gas model of Smith
and Moniz [27]. The form factors describing the vector and
the axial masses are parametrized with MV ¼ 0.84 GeV
and MA ¼ 1.21 GeV. The Fermi momentum is set to
217ð225Þ MeV=c and the binding energy to 25
(27) MeV for carbon (oxygen).
The pion production is simulated in NEUT using the

model of Rein and Sehgal [28]. Below neutrino energies of
2 GeV, 18 resonances and their interference terms are
simulated. For 20% of the Δ resonances NEUT simulates
pionless decay in which the Δ deexcites without
emitting pions.
Multipion and DIS processes are simulated using the

GRV98 parton distribution functions [29]. If the invariant
mass of the hadronic system (W) is in the range 1.3 <
W < 2.0 GeV=c2 only pion multiplicities greater than one
are considered to avoid double counting with the Rein and
Sehgal model. For W > 2.0 GeV=c2 PYTHIA/JETSET
[30] is used, applying the corrections in the small Q2
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Figure 6.12: Reconstructed energy spectrum for single-ring e-like events at SK in RHC mode
before the ⇡0 cut (left) and reconstructed invariant mass using fiTQun (right).
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FIG. 7. Side view of a ⌫e CCQE-like event in FGD2 with an
electron-like track reconstructed in TPC3 and showering in
the downstream ECal.

Fig. 8). To select electrons, the TPC and ECal PID ca-
pabilities are combined. The PID criteria applied depend
upon which sub-detectors are used for the track recon-
struction:

• if the electron candidate does not enter the ECal,
the energy loss in the TPC is required to be
electron-like (�1 < �

e

< 2), not muon-like (|�
µ

| >
2.5) and not pion-like (|�

⇡

| > 2). This selection is
also used for all tracks with reconstructed momen-
tum in the TPC below 300 MeV/c as the ECal PID
is not optimized for such low energy particles;

• for tracks entering the ECal, the TPC PID is re-
laxed, only requiring an electron-like track (�2 <

�

e

< 2.5). The ECal particle identification crite-
ria depend on the momentum of the track as it
enters the ECal module. For tracks with a momen-
tum greater than 1 GeV/c, the energy deposited
in the ECal module is used to separate electro-
magnetic showers from minimum ionizing particles.
Tracks are required to have E

EM

> 1100 MeV. For
lower-momentum particles, the multi-variate anal-
ysis quantity R

MIP/EM

is used. These tracks must
have R

MIP/EM

> 0.

Tab. III shows the performance of the di↵erent PID
cuts, and highlights the e↵ectiveness of combining the
TPC and ECal information.

The momentum distribution of the particles passing
the PID cuts is shown in Fig. 8. 99.9% of muons are
rejected by the PID cuts, and the sample is 92% pure
in electrons. Although a high-purity sample of electrons
has been selected, 65% of the tracks arise from � ! e

+

e

�

conversions in the FGD, and only 27% are from ⌫

e

CC
interactions. The majority of the photons come from

TABLE III. Fraction of electrons entering each PID branch,
and e�ciency and purity of the PID selection.

FGD1 vertices FGD2 vertices

Category
events e↵. (%) events e↵. (%)
(%) [pur. (%)] (%) [pur. (%)]

TPC only 45.4
56.6

34.1
53.1

[92.6] [90.9]

TPC+DsECal 32.0
82.6

59.0
89.1

[97.8] [93.8]
TPC+Barrel

22.6
86.1

6.9
88.6

ECal [91.4] [86.5]
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FIG. 8. Reconstructed electron momentum of events before
(top) and after (bottom) the PID selection. The signal is
divided into ⌫e producing CCQE or CCnonQE interactions.
The background is divided into photon conversions produced
by neutrino interaction inside or outside the FGD, misiden-
tified muon background and other background (mainly pions
and protons). The error on the points is the statistical error
on the data.

neutrino interactions upstream of the FGD in which the
conversion occurred.
To reduce the contamination from these photons, veto

cuts are applied to require no reconstructed tracks in the
P0D, TPC or Barrel ECal in the same bunch, starting
more than 100 mm upstream of the initial position of the
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Additional vetoes cut allow to increase the νe purity to ~65%  

The sample is then divided into 1 Track (mostly CCQE) and N 
track (CCnonQE) subsamples 

The remaining background is still mainly composed by γ 
conversions → develop a control sample in which we select γ 
conversions
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫

e

compo-
nent. The larger systematic uncertainty for R(⌫

e

(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
ence of the photon conversion sample used to evaluate
this background.

IX. SUMMARY

In summary, a selection of ⌫
e

CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
a clean sample of electrons with a purity of 92% and a
muon misidentification probability smaller than 1%.

The selected sample is mainly composed of electrons
coming from ⌫

e

CC interactions but a non negligible com-
ponent comes from photon conversions in the FGD. This
background is constrained in the analysis using a sample
of e+e� pairs coming from photon conversions in which
both outgoing particles are reconstructed in the TPC.

To extract the beam ⌫

e

component from the data a
likelihood fit is performed. The expected number of ⌫

e

interactions is predicted by the same model used for the
T2K oscillation analyses where the neutrino fluxes and
the neutrino cross sections are evaluated by the ⌫

µ

CC
samples selected at ND280.

The observed number of events is in good agreement
with the prediction, providing a direct confirmation of
this method. This measurement is still statistically lim-
ited but when additional data is collected it will be pos-
sible to further improve the measurement of the intrinsic
⌫

e

component in the T2K beam and perform measure-
ments of ⌫

e

cross sections and of the ⌫

e

/⌫
µ

cross section
di↵erences that have not been measured at T2K energies.

This measurement is particularly important because
the intrinsic ⌫

e

component is the main background for
all the proposed long-baseline neutrino oscillation exper-
iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫
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nent. The larger systematic uncertainty for R(⌫
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(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
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scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
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ence of the photon conversion sample used to evaluate
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In summary, a selection of ⌫
e

CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
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with the prediction, providing a direct confirmation of
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫
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compo-
nent. The larger systematic uncertainty for R(⌫
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(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
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iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫

e

compo-
nent. The larger systematic uncertainty for R(⌫

e

(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
ence of the photon conversion sample used to evaluate
this background.

IX. SUMMARY

In summary, a selection of ⌫
e

CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
a clean sample of electrons with a purity of 92% and a
muon misidentification probability smaller than 1%.

The selected sample is mainly composed of electrons
coming from ⌫

e

CC interactions but a non negligible com-
ponent comes from photon conversions in the FGD. This
background is constrained in the analysis using a sample
of e+e� pairs coming from photon conversions in which
both outgoing particles are reconstructed in the TPC.

To extract the beam ⌫

e

component from the data a
likelihood fit is performed. The expected number of ⌫

e

interactions is predicted by the same model used for the
T2K oscillation analyses where the neutrino fluxes and
the neutrino cross sections are evaluated by the ⌫

µ

CC
samples selected at ND280.

The observed number of events is in good agreement
with the prediction, providing a direct confirmation of
this method. This measurement is still statistically lim-
ited but when additional data is collected it will be pos-
sible to further improve the measurement of the intrinsic
⌫

e

component in the T2K beam and perform measure-
ments of ⌫

e

cross sections and of the ⌫

e

/⌫
µ

cross section
di↵erences that have not been measured at T2K energies.

This measurement is particularly important because
the intrinsic ⌫

e

component is the main background for
all the proposed long-baseline neutrino oscillation exper-
iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫

e

compo-
nent. The larger systematic uncertainty for R(⌫

e

(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
ence of the photon conversion sample used to evaluate
this background.

IX. SUMMARY

In summary, a selection of ⌫
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CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
a clean sample of electrons with a purity of 92% and a
muon misidentification probability smaller than 1%.

The selected sample is mainly composed of electrons
coming from ⌫

e

CC interactions but a non negligible com-
ponent comes from photon conversions in the FGD. This
background is constrained in the analysis using a sample
of e+e� pairs coming from photon conversions in which
both outgoing particles are reconstructed in the TPC.

To extract the beam ⌫
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component from the data a
likelihood fit is performed. The expected number of ⌫
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interactions is predicted by the same model used for the
T2K oscillation analyses where the neutrino fluxes and
the neutrino cross sections are evaluated by the ⌫
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CC
samples selected at ND280.

The observed number of events is in good agreement
with the prediction, providing a direct confirmation of
this method. This measurement is still statistically lim-
ited but when additional data is collected it will be pos-
sible to further improve the measurement of the intrinsic
⌫
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component in the T2K beam and perform measure-
ments of ⌫
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cross sections and of the ⌫
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cross section
di↵erences that have not been measured at T2K energies.

This measurement is particularly important because
the intrinsic ⌫

e

component is the main background for
all the proposed long-baseline neutrino oscillation exper-
iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫

e

compo-
nent. The larger systematic uncertainty for R(⌫

e

(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
ence of the photon conversion sample used to evaluate
this background.

IX. SUMMARY

In summary, a selection of ⌫
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CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
a clean sample of electrons with a purity of 92% and a
muon misidentification probability smaller than 1%.

The selected sample is mainly composed of electrons
coming from ⌫
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CC interactions but a non negligible com-
ponent comes from photon conversions in the FGD. This
background is constrained in the analysis using a sample
of e+e� pairs coming from photon conversions in which
both outgoing particles are reconstructed in the TPC.

To extract the beam ⌫
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component from the data a
likelihood fit is performed. The expected number of ⌫
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interactions is predicted by the same model used for the
T2K oscillation analyses where the neutrino fluxes and
the neutrino cross sections are evaluated by the ⌫
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samples selected at ND280.

The observed number of events is in good agreement
with the prediction, providing a direct confirmation of
this method. This measurement is still statistically lim-
ited but when additional data is collected it will be pos-
sible to further improve the measurement of the intrinsic
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component in the T2K beam and perform measure-
ments of ⌫
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cross sections and of the ⌫
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cross section
di↵erences that have not been measured at T2K energies.

This measurement is particularly important because
the intrinsic ⌫
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component is the main background for
all the proposed long-baseline neutrino oscillation exper-
iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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To select these events, two tracks are required to start in
the FGD fiducial volume and to have opposite charge. The
same data quality criteria described in Sec. IV are also
required.
Both tracks have to be electronlike (jδej < 2 for the

negatively charged track and jδej < 3 for the positively
charged track), the distance of the starting point of the two
tracks is required to be within 100 mm, and the recon-
structed invariant mass of the pair has to be smaller
than 50 MeV=c2.
The most powerful requirement among those is the

invariant mass cut that alone is able to select a sample
with a 90% purity in electrons. After applying all the
criteria a sample with an electron purity of 99% is selected.
The momentum of the electrons in the selected events is
shown in Fig. 14. The purity of photon conversions in the
sample is 92% with the remaining events mainly coming

from νe interactions in which the electron showers in the
FGD and produces a positron in the TPC. The efficiency of
this selection with respect to the total number of photons
converting in the FGD is 12%.
The purpose of this selection is to estimate the number of

electrons coming from photon conversions entering the νe
CC selection. In order to do this it is necessary to ensure
that the characteristics of the events selected in the photon
selection and in the photon background in the νe CC
selection are similar. Specifically they need to have the
same origin, they need to be produced in the same type of
neutrino interactions, and the selected lepton in the two
cases needs to cover the same phase space. Table V shows
the neutrino interactions contributing to the two samples
and the fraction of neutrinos interacting inside or outside
the FGD. The fractions of neutrino interactions are similar
while the photon selection has more events coming from
outside of the FGD. This difference is due to the different
geometrical acceptance of the two samples because the
photon selection requires both tracks to enter the TPCwhile
the νe CC selection requires only one TPC track.
The lepton momentum and angle, and the neutrino

energy are in reasonable agreement between the two
selections. The strategy used to constrain the background
in the extraction of the beam νe component will be
described in Sec. VII.

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties in the measurement of the
beam νe component are separated into three main catego-
ries: detector performance, external backgrounds, and
neutrino flux and cross section uncertainties. The system-
atic uncertainties described in this section are used as prior
constraints in the fit to extract the beam νe component that
will be described in Sec. VII.

A. Detector systematic uncertainties

The detector systematic uncertainties are computed for
each subdetector used in this analysis: the TPCs, the FGDs
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FIG. 14 (color online). Reconstructed electron momentum of
events selected in the photon selection. The error on the points is
the statistical error on the data, and the simulation is divided into
the same categories as Fig. 8.

FIG. 13 (color online). Side view of a photon conversion in the
FGD1 with an eþe− pair reconstructed in TPC2.

TABLE V. Fractions (in %) of the different interaction types
and of the production point for the events selected in the photon
selection and in the photon background to the νe CC selection.

Interaction γ background
(Production point) in νe CC selection γ selection

CCQE 4.3 4.1
CC1π 14.2 11.5
CC coherent 0.5 0.4
CC other 43.5 41.7
NC1π0 8.6 10.9
NC other 28.8 31.4
Inside FGD FV 57.0 30.6
Outside FGD FV 43.0 69.4

K. ABE et al. PHYSICAL REVIEW D 89, 092003 (2014)

092003-12

Most of  the background comes from γ conversions producing an 
electron in the TPC → additional vetoes cut → νe purity ~65%  

γ→e+e- sample is used to constrain the background in the fit 
(particularly the background coming from outside the FGDs 

The control sample is particularly helpful to constrain the 
low energy deficit that we observe in the νe sample
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫

e

compo-
nent. The larger systematic uncertainty for R(⌫

e

(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
ence of the photon conversion sample used to evaluate
this background.

IX. SUMMARY

In summary, a selection of ⌫
e

CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
a clean sample of electrons with a purity of 92% and a
muon misidentification probability smaller than 1%.

The selected sample is mainly composed of electrons
coming from ⌫

e

CC interactions but a non negligible com-
ponent comes from photon conversions in the FGD. This
background is constrained in the analysis using a sample
of e+e� pairs coming from photon conversions in which
both outgoing particles are reconstructed in the TPC.

To extract the beam ⌫

e

component from the data a
likelihood fit is performed. The expected number of ⌫

e

interactions is predicted by the same model used for the
T2K oscillation analyses where the neutrino fluxes and
the neutrino cross sections are evaluated by the ⌫

µ

CC
samples selected at ND280.

The observed number of events is in good agreement
with the prediction, providing a direct confirmation of
this method. This measurement is still statistically lim-
ited but when additional data is collected it will be pos-
sible to further improve the measurement of the intrinsic
⌫

e

component in the T2K beam and perform measure-
ments of ⌫

e

cross sections and of the ⌫

e

/⌫
µ

cross section
di↵erences that have not been measured at T2K energies.

This measurement is particularly important because
the intrinsic ⌫

e

component is the main background for
all the proposed long-baseline neutrino oscillation exper-
iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫

e

compo-
nent. The larger systematic uncertainty for R(⌫

e

(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
ence of the photon conversion sample used to evaluate
this background.

IX. SUMMARY

In summary, a selection of ⌫
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CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
a clean sample of electrons with a purity of 92% and a
muon misidentification probability smaller than 1%.

The selected sample is mainly composed of electrons
coming from ⌫
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CC interactions but a non negligible com-
ponent comes from photon conversions in the FGD. This
background is constrained in the analysis using a sample
of e+e� pairs coming from photon conversions in which
both outgoing particles are reconstructed in the TPC.

To extract the beam ⌫
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component from the data a
likelihood fit is performed. The expected number of ⌫

e

interactions is predicted by the same model used for the
T2K oscillation analyses where the neutrino fluxes and
the neutrino cross sections are evaluated by the ⌫

µ

CC
samples selected at ND280.

The observed number of events is in good agreement
with the prediction, providing a direct confirmation of
this method. This measurement is still statistically lim-
ited but when additional data is collected it will be pos-
sible to further improve the measurement of the intrinsic
⌫
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component in the T2K beam and perform measure-
ments of ⌫
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cross sections and of the ⌫
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cross section
di↵erences that have not been measured at T2K energies.

This measurement is particularly important because
the intrinsic ⌫

e

component is the main background for
all the proposed long-baseline neutrino oscillation exper-
iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.
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data is available. With the present statistics both num-
bers are compatible with unity showing no discrepancies
between the predicted and the observed beam ⌫

e

compo-
nent. The larger systematic uncertainty for R(⌫

e

(µ)) is
due to the fact that the detector, flux and cross-section
systematic uncertainties are larger at low momenta. The
distribution of the reconstructed electron momentum for
the three samples after the fit are shown in Fig. 16.

As far as the nuisance parameters are concerned, the
fitted values are in good agreement with the expecta-
tions. The out of FGD electron component is reduced
in the fit by 0.64 ± 0.10, compatible with the prior sys-
tematic uncertainty of 30%. This reduction might point
to the fact that the simulation does not properly repro-
duce the amount of ⇡0 produced in neutrino interactions
in the materials surrounding the ND280 tracker region.
Those interactions are mainly high energy deep inelastic
scattering events for which the ⇡0 multiplicity is not well
measured. This reduction does not have a large impact
on the measurements presented here because of the pres-
ence of the photon conversion sample used to evaluate
this background.

IX. SUMMARY

In summary, a selection of ⌫
e

CC interactions has been
performed using the T2K o↵-axis near detector combin-
ing the PID capabilities of the TPC and ECal. The com-
bination of these two detectors allows the selection of
a clean sample of electrons with a purity of 92% and a
muon misidentification probability smaller than 1%.

The selected sample is mainly composed of electrons
coming from ⌫

e

CC interactions but a non negligible com-
ponent comes from photon conversions in the FGD. This
background is constrained in the analysis using a sample
of e+e� pairs coming from photon conversions in which
both outgoing particles are reconstructed in the TPC.

To extract the beam ⌫

e

component from the data a
likelihood fit is performed. The expected number of ⌫

e

interactions is predicted by the same model used for the
T2K oscillation analyses where the neutrino fluxes and
the neutrino cross sections are evaluated by the ⌫

µ

CC
samples selected at ND280.

The observed number of events is in good agreement
with the prediction, providing a direct confirmation of
this method. This measurement is still statistically lim-
ited but when additional data is collected it will be pos-
sible to further improve the measurement of the intrinsic
⌫

e

component in the T2K beam and perform measure-
ments of ⌫

e

cross sections and of the ⌫

e

/⌫
µ

cross section
di↵erences that have not been measured at T2K energies.

This measurement is particularly important because
the intrinsic ⌫

e

component is the main background for
all the proposed long-baseline neutrino oscillation exper-
iments aiming to measure CP violation in the leptonic
sector. In this paper it is shown that, although the com-
ponent is small, it is possible to measure it with a prop-
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FIG. 16. Reconstructed electron momentum distribution for
the events selected in the three samples after the fit to ex-
tract the beam ⌫e component: CCQE-like selection (top),
CCnonQE-like selection (center) and � selection (bottom).
The last bin contains all the events with reconstructed elec-
tron momentum larger than 3.5 GeV/c. The signal is divided
into ⌫e produced by muon and kaon decays. The background
is divided into the same categories as Fig. 8. The error on the
points is the statistical error on the data.

erly designed near detector.

Likelihood fit to extract the beam νe component  

Control sample is used to constraint the background → able to 
recover the low energy deficit of  data 

Inclusive beam νe component 

R(νe)  = 1.01 ± 0.06 (stat.) ± 0.06 (flux + x-sec) ± 0.05 (detector)        
→ 1.01 ± 0.10  

Separate νe from μ and from K decays 

R(νe from μ) = 0.68 ± 0.30 

R(νe from K) = 1.10 ± 0.14 Phys. Rev. D 89, 092003
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where E#
‘ is the center-of-mass frame lepton energy.

In the case of elastic scattering, the relationship in !B

between E‘ and the scattering angle, $‘ simplifies the
calculation because there is at most one z in the integrand
for which the cross section does not vanish for a particular
lepton angle:

z¼
$
2E‘ðMþE%Þðm2þ2ME%Þ$2cos2$‘E‘E%

%
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m4þ4E2

%ðM2$m2sin2$‘Þ$4m2M2$4m2ME%

q &

=½m4þ4E%ðE%ðm2cos2$‘þM2Þþm2MÞ*: (20)

We then obtain the remaining cross section by integrating
Eq. (19) over the final-state lepton energy. Note that this
procedure only gives a prescription for evaluating
d!ðE%;trueÞ=dQ2

true; however, the radiation of real photons
means that the relationship between lepton energy and

angle and E% and Q2 in elastic scattering will no longer
be valid. The effect of this distortion of the elastic kine-
matics will depend on the details of the experimental
reconstruction and the neutrino flux seen by the experi-
ment, so the effect must be evaluated in the context of a
neutrino interaction generator and full simulation of the
reconstruction for a given experiment.
The difference of the effect on the total cross sections as

a function of neutrino energy is shown in Fig. 2. We
estimate a difference of approximately 10% over the en-
ergies of interest in oscillation experiments. The largest
fractional differences in cross sections are at high true Q2

and low neutrino energies. The magnitude of the lepton leg
correction to the muon neutrino total cross section is
smaller, roughly 0.4 times this difference, so the larger
effect is on the electron neutrino cross section.
Our estimation of the effect is surprisingly large at the

relevant energies for oscillation experiments. Some portion
of this difference in the total cross section in Fig. 2 may be
canceled by diagrams missing from the leading log correc-
tion in the lepton leg, such as box diagrams involving W&
exchange between the leptonic legs and the initial or final
state, which will also depend on the final-state lepton mass
[27]. We stress that this is only an approximate treatment
which should be confirmed in a full calculation imple-
mented inside a generator, and to date radiative corrections
are not included in the commonly used neutrino interaction
generators [6–9].

C. Uncertainties in F1
V, F

2
V and FA

As noted above, the vector form factors F1
V and F2

V are
precisely measured in charged lepton scattering [17]; how-
ever, the axial form factor is still uncertain because neutrino
experiments that measure it do not agree among themselves
or with determinations in pion electroproduction as
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       Selection is not sensitive to low momentum and high angle tracks.   
   Unfolding into these regions depends on the MC model (NEUT).
Present two results – with and without unfolding into unseen region.
These are the first GeV-scale νe cross-section results since Gargamelle!
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FIG. 43: Fractional flux error including all sources of uncertainties.

Constrain 5 sources of uncertainty using 
beam measurements and NA61 hadron 
production data.
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discussed above. Therefore the axial form factor will
dominate any differences in the electron and muon cross
sections due to uncertainties in leading form factors.

Figure 3 illustrates the change in the fractional differ-
ence of muon and electron neutrino CCQE cross sections
when the axial form factor is varied by changing the
assumed dipole mass in a range consistent with experi-
mental measurements. The size of the effect is of order 1%
at very low energy and drops with increasing energy. This
difference in cross section may be accounted for in varia-
tions of the axial form factor within the analysis of an
experiment using a modern neutrino interaction generator.

D. Pseudoscalar form factor

At low Q2, the pseudoscalar form factor does have a
significant contribution to the muon neutrino CCQE cross
section of nearly the same order of the leading terms.
However, Eq. (13) shows that the contribution will be
suppressed for Q2 * M2

!, and all terms involving FP are
suppressed by m=M and so the contribution to the cross
section is negligible for electron neutrinos. At low neutrino
energies, the pseudoscalar form factor effect on the cross
section difference, !ðE"Þ is nearly as large as that of the
kinematic limits. The effect of the form factor as a function
of neutrino energy and Q2 is different for neutrinos and
antineutrinos.

Current neutrino interaction generators [6–9] include the
effect of FP shown in Eq. (13) under the assumptions of
PCAC and that the Goldberger-Treiman relation holds for
all Q2. Experimental tests of the Goldberger-Treiman re-
lation have identified small discrepancies which imply that
the left-hand side of Eq. (12) is between 1% and 6% less
than the right-hand side [28,29]. Guidance from models
suggests that this effect is likely to disappear at high Q2

[30]. We examine the effect of varying FPð0Þ by 3% of
itself as a reasonable approximation to the possible differ-
ence due to this effect. A more significant difference may
arise due to violations of PCAC. This has been directly

checked in pion electroproduction studies [23] which can
directly measure FPðQ2Þ in the range of 0.05 to
0:2 GeV=c2. Uncertainties in this data limit the reasonable
range of pole masses in Eq. (11) to be between 0:6M! and
1:5M!. Effects due to these possible deviations from
PCAC and the Goldberger-Treiman relation are shown in
Fig. 4 along with the effect of assuming FP ¼ 0 for
comparison.

E. Second-class currents

As noted in the introductory material, nonzero second-
class currents violate a number of symmetries and hypoth-
eses, and are therefore normally assumed to be zero in
analysis of neutrino reaction data and in neutrino interac-
tion generators. For this paper, we take a data-driven
approach and look at the effect of the largest possible
second-class current form factors, F3

V and F3
A that do not

violate constraints from this data.
Vector second-class currents enter the cross sections for

neutrino quasielastic scattering always suppressed by
m=M and therefore only appear practically in muon neu-
trino scattering cross sections. Both vector and axial vector
form factors give large contributions to the BðQ2Þ term
given in Eqs. (4) and (7), and therefore typically have very
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FIG. 3. The change in the fractional difference of muon CCQE
cross section and electron CCQE when mA is changed from a
reference value of 1:1 GeV=c2 in a range generously consistent
with current experimental data.

Energy(GeV)
0.5 1 1.5 2 2.5 3

m
od

if
ie

d
|

-
no

m
in

al
|

-510

-410

-310

-210

-110
>0 0.6mPF

>0 0.6mP F

G-T Violations

 G-T Violations

Energy(GeV)
0.5 1 1.5 2 2.5 3

no
m

in
al

|
-

m
od

if
ie

d
|

-510

-410

-310

-210

-110
=0pF

=0P F
>0 1.5mPF

>0 1.5mP F

FIG. 4 (color online). The effect of variations of FP from the
reference model which assumes PCAC and the Goldberger-
Treiman relation. The plots illustrate the change cross-section
difference, !ðE"Þ, between a varied model and the reference
model. Possible violations of the G-T relation produce a negli-
gibly small effect, even at low energy. The range of violations
from PCAC allowed by current data would allow significantly
larger changes. The effect of setting FP to zero is shown for
comparison.

DIFFERENCES IN QUASI-ELASTIC CROSS-SECTIONS . . . PHYSICAL REVIEW D 86, 053003 (2012)

053003-5

1) Proton beam measurement
2) Hadron production
3) Horn current and field
4) Horn, target and beam alignment
5) Beam direction
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FUTURE PROSPECTS
Many exciting analyses planned!
•  CCQE-enhanced selection to give νe CCQE cross-section as a function of Eν
•  Running T2K in anti-neutrino mode will give anti-νe cross-sections
•  νµ/νe cross-section ratio measurement will benefit from cancelling of many 

systematic uncertainties.$

globally describes the transition between these processes or
how they should be combined. Moreover, the full extent to
which nuclear effects impact this region is a topic that has
only recently been appreciated. Therefore, in this section, we
focus on what is currently known, both experimentally and
theoretically, about each of the exclusive final-state processes
that participate in this region.

To start, Fig. 9 summarizes the existing measurements of
CC neutrino and antineutrino cross sections across this inter-
mediate energy range

!"N ! "!X; (54)

!!"N ! "þX: (55)

These results have been accumulated over many decades
using a variety of neutrino targets and detector technologies.
We immediately notice three things from this figure. First, the
total cross sections approaches a linear dependence on neu-
trino energy. This scaling behavior is a prediction of the quark
parton model (Feynman, 1969), a topic we return to later, and
is expected if pointlike scattering off quarks dominates the
scattering mechanism, for example, in the case of deep
inelastic scattering. Such assumptions break down, of course,
at lower neutrino energies (i.e., lower momentum transfers).
Second, the neutrino cross sections at the lower energy end of
this region are not typically as well measured as their high-
energy counterparts. This is generally due to the lack of high
statistics data historically available in this energy range and
the challenges that arise when trying to describe all of the
various underlying physical processes that can participate in
this region. Third, antineutrino cross sections are typically
less well measured than their neutrino counterparts. This is
generally due to lower statistics and larger background con-
tamination present in that case.

Most of our knowledge of neutrino cross sections in
this intermediate energy range comes from early experiments
that collected relatively small data samples (tens-to-a-few-
thousand events). These measurements were conducted in

the 1970s and 1980s using either bubble chamber or spark
chamber detectors and represent a large fraction of the data
presented in the summary plots we show. Over the years,
interest in this energy region waned as efforts migrated to
higher energies to yield larger event samples and the focus
centered on measurement of electroweak parameters (sin2#W)
and structure functions in the deep inelastic scattering region.
With the discovery of neutrino oscillations and the advent of
higher intensity neutrino beams, however, this situation has
been rapidly changing. The processes discussed here are im-
portant because they form some of the dominant signal and
background channels for experiments searching for neutrino
oscillations. This is especially true for experiments that use
atmospheric or accelerator-based sources of neutrinos. With a
view to better understanding these neutrino cross sections,
new experiments such as Argon Neutrino Test (ArgoNeuT),
KEK to Kamioka (K2K), Mini Booster Neutrino Experiment
(MiniBooNE),Main INjector ExpeRiment: nu-A (MINER!A),
Main Injector Neutrino Oscillation Search (MINOS), Neutrino
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FIG. 9. Total neutrino and antineutrino per nucleon CC cross
sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figs. 28, 11,
and 12, with the inclusion of additional lower energy CC inclusive
data from m (Baker et al., 1982), # (Baranov et al., 1979), j
(Ciampolillo et al., 1979), and ? (Nakajima et al., 2011). Also
shown are the various contributing processes that will be inves-
tigated in the remaining sections of this review. These contributions
include quasielastic scattering (dashed), resonance production (dot-
dashed), and deep inelastic scattering (dotted). Example predictions
for each are provided by the NUANCE generator (Casper, 2002).
Note that the quasielastic scattering data and predictions have been
averaged over neutron and proton targets and hence have been
divided by a factor of 2 for the purposes of this plot.
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Lots of νµ cross-section 
measurements…
(Rev.Mod.Phys., 84:1307, 2012)

…but only Gargamelle 
results for νe.
(Nucl.Phys.B, 133(2), 1978) 
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MEASURING THE νe CC INCLUSIVE CROSS-SECTION AT 
THE GEV-SCALE USING ND280, THE T2K NEAR DETECTOR
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where E#
‘ is the center-of-mass frame lepton energy.

In the case of elastic scattering, the relationship in !B

between E‘ and the scattering angle, $‘ simplifies the
calculation because there is at most one z in the integrand
for which the cross section does not vanish for a particular
lepton angle:

z¼
$
2E‘ðMþE%Þðm2þ2ME%Þ$2cos2$‘E‘E%

%
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q &

=½m4þ4E%ðE%ðm2cos2$‘þM2Þþm2MÞ*: (20)

We then obtain the remaining cross section by integrating
Eq. (19) over the final-state lepton energy. Note that this
procedure only gives a prescription for evaluating
d!ðE%;trueÞ=dQ2

true; however, the radiation of real photons
means that the relationship between lepton energy and

angle and E% and Q2 in elastic scattering will no longer
be valid. The effect of this distortion of the elastic kine-
matics will depend on the details of the experimental
reconstruction and the neutrino flux seen by the experi-
ment, so the effect must be evaluated in the context of a
neutrino interaction generator and full simulation of the
reconstruction for a given experiment.
The difference of the effect on the total cross sections as

a function of neutrino energy is shown in Fig. 2. We
estimate a difference of approximately 10% over the en-
ergies of interest in oscillation experiments. The largest
fractional differences in cross sections are at high true Q2

and low neutrino energies. The magnitude of the lepton leg
correction to the muon neutrino total cross section is
smaller, roughly 0.4 times this difference, so the larger
effect is on the electron neutrino cross section.
Our estimation of the effect is surprisingly large at the

relevant energies for oscillation experiments. Some portion
of this difference in the total cross section in Fig. 2 may be
canceled by diagrams missing from the leading log correc-
tion in the lepton leg, such as box diagrams involving W&
exchange between the leptonic legs and the initial or final
state, which will also depend on the final-state lepton mass
[27]. We stress that this is only an approximate treatment
which should be confirmed in a full calculation imple-
mented inside a generator, and to date radiative corrections
are not included in the commonly used neutrino interaction
generators [6–9].

C. Uncertainties in F1
V, F

2
V and FA

As noted above, the vector form factors F1
V and F2

V are
precisely measured in charged lepton scattering [17]; how-
ever, the axial form factor is still uncertain because neutrino
experiments that measure it do not agree among themselves
or with determinations in pion electroproduction as
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These are the first GeV-scale νe cross-section results since Gargamelle!
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FIG. 43: Fractional flux error including all sources of uncertainties.
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discussed above. Therefore the axial form factor will
dominate any differences in the electron and muon cross
sections due to uncertainties in leading form factors.

Figure 3 illustrates the change in the fractional differ-
ence of muon and electron neutrino CCQE cross sections
when the axial form factor is varied by changing the
assumed dipole mass in a range consistent with experi-
mental measurements. The size of the effect is of order 1%
at very low energy and drops with increasing energy. This
difference in cross section may be accounted for in varia-
tions of the axial form factor within the analysis of an
experiment using a modern neutrino interaction generator.

D. Pseudoscalar form factor

At low Q2, the pseudoscalar form factor does have a
significant contribution to the muon neutrino CCQE cross
section of nearly the same order of the leading terms.
However, Eq. (13) shows that the contribution will be
suppressed for Q2 * M2

!, and all terms involving FP are
suppressed by m=M and so the contribution to the cross
section is negligible for electron neutrinos. At low neutrino
energies, the pseudoscalar form factor effect on the cross
section difference, !ðE"Þ is nearly as large as that of the
kinematic limits. The effect of the form factor as a function
of neutrino energy and Q2 is different for neutrinos and
antineutrinos.

Current neutrino interaction generators [6–9] include the
effect of FP shown in Eq. (13) under the assumptions of
PCAC and that the Goldberger-Treiman relation holds for
all Q2. Experimental tests of the Goldberger-Treiman re-
lation have identified small discrepancies which imply that
the left-hand side of Eq. (12) is between 1% and 6% less
than the right-hand side [28,29]. Guidance from models
suggests that this effect is likely to disappear at high Q2

[30]. We examine the effect of varying FPð0Þ by 3% of
itself as a reasonable approximation to the possible differ-
ence due to this effect. A more significant difference may
arise due to violations of PCAC. This has been directly

checked in pion electroproduction studies [23] which can
directly measure FPðQ2Þ in the range of 0.05 to
0:2 GeV=c2. Uncertainties in this data limit the reasonable
range of pole masses in Eq. (11) to be between 0:6M! and
1:5M!. Effects due to these possible deviations from
PCAC and the Goldberger-Treiman relation are shown in
Fig. 4 along with the effect of assuming FP ¼ 0 for
comparison.

E. Second-class currents

As noted in the introductory material, nonzero second-
class currents violate a number of symmetries and hypoth-
eses, and are therefore normally assumed to be zero in
analysis of neutrino reaction data and in neutrino interac-
tion generators. For this paper, we take a data-driven
approach and look at the effect of the largest possible
second-class current form factors, F3

V and F3
A that do not

violate constraints from this data.
Vector second-class currents enter the cross sections for

neutrino quasielastic scattering always suppressed by
m=M and therefore only appear practically in muon neu-
trino scattering cross sections. Both vector and axial vector
form factors give large contributions to the BðQ2Þ term
given in Eqs. (4) and (7), and therefore typically have very
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1) Proton beam measurement
2) Hadron production
3) Horn current and field
4) Horn, target and beam alignment
5) Beam direction
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FUTURE PROSPECTS
Many exciting analyses planned!
•  CCQE-enhanced selection to give νe CCQE cross-section as a function of Eν
•  Running T2K in anti-neutrino mode will give anti-νe cross-sections
•  νµ/νe cross-section ratio measurement will benefit from cancelling of many 

systematic uncertainties.$

globally describes the transition between these processes or
how they should be combined. Moreover, the full extent to
which nuclear effects impact this region is a topic that has
only recently been appreciated. Therefore, in this section, we
focus on what is currently known, both experimentally and
theoretically, about each of the exclusive final-state processes
that participate in this region.

To start, Fig. 9 summarizes the existing measurements of
CC neutrino and antineutrino cross sections across this inter-
mediate energy range

!"N ! "!X; (54)

!!"N ! "þX: (55)

These results have been accumulated over many decades
using a variety of neutrino targets and detector technologies.
We immediately notice three things from this figure. First, the
total cross sections approaches a linear dependence on neu-
trino energy. This scaling behavior is a prediction of the quark
parton model (Feynman, 1969), a topic we return to later, and
is expected if pointlike scattering off quarks dominates the
scattering mechanism, for example, in the case of deep
inelastic scattering. Such assumptions break down, of course,
at lower neutrino energies (i.e., lower momentum transfers).
Second, the neutrino cross sections at the lower energy end of
this region are not typically as well measured as their high-
energy counterparts. This is generally due to the lack of high
statistics data historically available in this energy range and
the challenges that arise when trying to describe all of the
various underlying physical processes that can participate in
this region. Third, antineutrino cross sections are typically
less well measured than their neutrino counterparts. This is
generally due to lower statistics and larger background con-
tamination present in that case.

Most of our knowledge of neutrino cross sections in
this intermediate energy range comes from early experiments
that collected relatively small data samples (tens-to-a-few-
thousand events). These measurements were conducted in

the 1970s and 1980s using either bubble chamber or spark
chamber detectors and represent a large fraction of the data
presented in the summary plots we show. Over the years,
interest in this energy region waned as efforts migrated to
higher energies to yield larger event samples and the focus
centered on measurement of electroweak parameters (sin2#W)
and structure functions in the deep inelastic scattering region.
With the discovery of neutrino oscillations and the advent of
higher intensity neutrino beams, however, this situation has
been rapidly changing. The processes discussed here are im-
portant because they form some of the dominant signal and
background channels for experiments searching for neutrino
oscillations. This is especially true for experiments that use
atmospheric or accelerator-based sources of neutrinos. With a
view to better understanding these neutrino cross sections,
new experiments such as Argon Neutrino Test (ArgoNeuT),
KEK to Kamioka (K2K), Mini Booster Neutrino Experiment
(MiniBooNE),Main INjector ExpeRiment: nu-A (MINER!A),
Main Injector Neutrino Oscillation Search (MINOS), Neutrino
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FIG. 9. Total neutrino and antineutrino per nucleon CC cross
sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figs. 28, 11,
and 12, with the inclusion of additional lower energy CC inclusive
data from m (Baker et al., 1982), # (Baranov et al., 1979), j
(Ciampolillo et al., 1979), and ? (Nakajima et al., 2011). Also
shown are the various contributing processes that will be inves-
tigated in the remaining sections of this review. These contributions
include quasielastic scattering (dashed), resonance production (dot-
dashed), and deep inelastic scattering (dotted). Example predictions
for each are provided by the NUANCE generator (Casper, 2002).
Note that the quasielastic scattering data and predictions have been
averaged over neutron and proton targets and hence have been
divided by a factor of 2 for the purposes of this plot.
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where E#
‘ is the center-of-mass frame lepton energy.

In the case of elastic scattering, the relationship in !B

between E‘ and the scattering angle, $‘ simplifies the
calculation because there is at most one z in the integrand
for which the cross section does not vanish for a particular
lepton angle:

z¼
$
2E‘ðMþE%Þðm2þ2ME%Þ$2cos2$‘E‘E%

%
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m4þ4E2

%ðM2$m2sin2$‘Þ$4m2M2$4m2ME%

q &

=½m4þ4E%ðE%ðm2cos2$‘þM2Þþm2MÞ*: (20)

We then obtain the remaining cross section by integrating
Eq. (19) over the final-state lepton energy. Note that this
procedure only gives a prescription for evaluating
d!ðE%;trueÞ=dQ2

true; however, the radiation of real photons
means that the relationship between lepton energy and

angle and E% and Q2 in elastic scattering will no longer
be valid. The effect of this distortion of the elastic kine-
matics will depend on the details of the experimental
reconstruction and the neutrino flux seen by the experi-
ment, so the effect must be evaluated in the context of a
neutrino interaction generator and full simulation of the
reconstruction for a given experiment.
The difference of the effect on the total cross sections as

a function of neutrino energy is shown in Fig. 2. We
estimate a difference of approximately 10% over the en-
ergies of interest in oscillation experiments. The largest
fractional differences in cross sections are at high true Q2

and low neutrino energies. The magnitude of the lepton leg
correction to the muon neutrino total cross section is
smaller, roughly 0.4 times this difference, so the larger
effect is on the electron neutrino cross section.
Our estimation of the effect is surprisingly large at the

relevant energies for oscillation experiments. Some portion
of this difference in the total cross section in Fig. 2 may be
canceled by diagrams missing from the leading log correc-
tion in the lepton leg, such as box diagrams involving W&
exchange between the leptonic legs and the initial or final
state, which will also depend on the final-state lepton mass
[27]. We stress that this is only an approximate treatment
which should be confirmed in a full calculation imple-
mented inside a generator, and to date radiative corrections
are not included in the commonly used neutrino interaction
generators [6–9].

C. Uncertainties in F1
V, F

2
V and FA

As noted above, the vector form factors F1
V and F2

V are
precisely measured in charged lepton scattering [17]; how-
ever, the axial form factor is still uncertain because neutrino
experiments that measure it do not agree among themselves
or with determinations in pion electroproduction as
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       Selection is not sensitive to low momentum and high angle tracks.   
   Unfolding into these regions depends on the MC model (NEUT).
Present two results – with and without unfolding into unseen region.
These are the first GeV-scale νe cross-section results since Gargamelle!
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FIG. 43: Fractional flux error including all sources of uncertainties.

Constrain 5 sources of uncertainty using 
beam measurements and NA61 hadron 
production data.

)4c/2 (GeV2Q
0 0.2 0.4 0.6 0.8 1

Fr
ac

tio
na

l e
rro

r

0

0.1

0.2

0.3

0.4

0.5

0.6
Full phase-space

Statistical MC training Detector
Flux and x-sec OOFV Total

>>

FG
D
1

FG
D
2TPC2 TPC3TPC1P0D

E
C
al


ECal

ECal

Summary

Use covariance matrix method with 1000 throws.


Dominant uncertainties on total cross-section are
•  Flux (12.9%)
•  Data statistics (8.7%)
•  Detector systematics (8.4%)

All ND280 uncertainties are 
constrained by data.


Separate systematics cover
•  FGDs
•  TPCs
•  ECals
•  External interactions


Uncertainty on number of 
target nucleons is 0.67%.

Long baseline oscillation experiments 
are searching for CP violation. 


νµ ! νe oscillations are golden channel 
for this.


We need to understand differences 
between νµ and νe cross-sections!

Many theoretical differences 
between νµ and νe cross-
sections (PRD 86, 053003, 2012).


These need to be constrained 
by data!

discussed above. Therefore the axial form factor will
dominate any differences in the electron and muon cross
sections due to uncertainties in leading form factors.

Figure 3 illustrates the change in the fractional differ-
ence of muon and electron neutrino CCQE cross sections
when the axial form factor is varied by changing the
assumed dipole mass in a range consistent with experi-
mental measurements. The size of the effect is of order 1%
at very low energy and drops with increasing energy. This
difference in cross section may be accounted for in varia-
tions of the axial form factor within the analysis of an
experiment using a modern neutrino interaction generator.

D. Pseudoscalar form factor

At low Q2, the pseudoscalar form factor does have a
significant contribution to the muon neutrino CCQE cross
section of nearly the same order of the leading terms.
However, Eq. (13) shows that the contribution will be
suppressed for Q2 * M2

!, and all terms involving FP are
suppressed by m=M and so the contribution to the cross
section is negligible for electron neutrinos. At low neutrino
energies, the pseudoscalar form factor effect on the cross
section difference, !ðE"Þ is nearly as large as that of the
kinematic limits. The effect of the form factor as a function
of neutrino energy and Q2 is different for neutrinos and
antineutrinos.

Current neutrino interaction generators [6–9] include the
effect of FP shown in Eq. (13) under the assumptions of
PCAC and that the Goldberger-Treiman relation holds for
all Q2. Experimental tests of the Goldberger-Treiman re-
lation have identified small discrepancies which imply that
the left-hand side of Eq. (12) is between 1% and 6% less
than the right-hand side [28,29]. Guidance from models
suggests that this effect is likely to disappear at high Q2

[30]. We examine the effect of varying FPð0Þ by 3% of
itself as a reasonable approximation to the possible differ-
ence due to this effect. A more significant difference may
arise due to violations of PCAC. This has been directly

checked in pion electroproduction studies [23] which can
directly measure FPðQ2Þ in the range of 0.05 to
0:2 GeV=c2. Uncertainties in this data limit the reasonable
range of pole masses in Eq. (11) to be between 0:6M! and
1:5M!. Effects due to these possible deviations from
PCAC and the Goldberger-Treiman relation are shown in
Fig. 4 along with the effect of assuming FP ¼ 0 for
comparison.

E. Second-class currents

As noted in the introductory material, nonzero second-
class currents violate a number of symmetries and hypoth-
eses, and are therefore normally assumed to be zero in
analysis of neutrino reaction data and in neutrino interac-
tion generators. For this paper, we take a data-driven
approach and look at the effect of the largest possible
second-class current form factors, F3

V and F3
A that do not

violate constraints from this data.
Vector second-class currents enter the cross sections for

neutrino quasielastic scattering always suppressed by
m=M and therefore only appear practically in muon neu-
trino scattering cross sections. Both vector and axial vector
form factors give large contributions to the BðQ2Þ term
given in Eqs. (4) and (7), and therefore typically have very
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Many exciting analyses planned!
•  CCQE-enhanced selection to give νe CCQE cross-section as a function of Eν
•  Running T2K in anti-neutrino mode will give anti-νe cross-sections
•  νµ/νe cross-section ratio measurement will benefit from cancelling of many 

systematic uncertainties.$

globally describes the transition between these processes or
how they should be combined. Moreover, the full extent to
which nuclear effects impact this region is a topic that has
only recently been appreciated. Therefore, in this section, we
focus on what is currently known, both experimentally and
theoretically, about each of the exclusive final-state processes
that participate in this region.

To start, Fig. 9 summarizes the existing measurements of
CC neutrino and antineutrino cross sections across this inter-
mediate energy range

!"N ! "!X; (54)

!!"N ! "þX: (55)

These results have been accumulated over many decades
using a variety of neutrino targets and detector technologies.
We immediately notice three things from this figure. First, the
total cross sections approaches a linear dependence on neu-
trino energy. This scaling behavior is a prediction of the quark
parton model (Feynman, 1969), a topic we return to later, and
is expected if pointlike scattering off quarks dominates the
scattering mechanism, for example, in the case of deep
inelastic scattering. Such assumptions break down, of course,
at lower neutrino energies (i.e., lower momentum transfers).
Second, the neutrino cross sections at the lower energy end of
this region are not typically as well measured as their high-
energy counterparts. This is generally due to the lack of high
statistics data historically available in this energy range and
the challenges that arise when trying to describe all of the
various underlying physical processes that can participate in
this region. Third, antineutrino cross sections are typically
less well measured than their neutrino counterparts. This is
generally due to lower statistics and larger background con-
tamination present in that case.

Most of our knowledge of neutrino cross sections in
this intermediate energy range comes from early experiments
that collected relatively small data samples (tens-to-a-few-
thousand events). These measurements were conducted in

the 1970s and 1980s using either bubble chamber or spark
chamber detectors and represent a large fraction of the data
presented in the summary plots we show. Over the years,
interest in this energy region waned as efforts migrated to
higher energies to yield larger event samples and the focus
centered on measurement of electroweak parameters (sin2#W)
and structure functions in the deep inelastic scattering region.
With the discovery of neutrino oscillations and the advent of
higher intensity neutrino beams, however, this situation has
been rapidly changing. The processes discussed here are im-
portant because they form some of the dominant signal and
background channels for experiments searching for neutrino
oscillations. This is especially true for experiments that use
atmospheric or accelerator-based sources of neutrinos. With a
view to better understanding these neutrino cross sections,
new experiments such as Argon Neutrino Test (ArgoNeuT),
KEK to Kamioka (K2K), Mini Booster Neutrino Experiment
(MiniBooNE),Main INjector ExpeRiment: nu-A (MINER!A),
Main Injector Neutrino Oscillation Search (MINOS), Neutrino
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where E#
‘ is the center-of-mass frame lepton energy.

In the case of elastic scattering, the relationship in !B

between E‘ and the scattering angle, $‘ simplifies the
calculation because there is at most one z in the integrand
for which the cross section does not vanish for a particular
lepton angle:

z¼
$
2E‘ðMþE%Þðm2þ2ME%Þ$2cos2$‘E‘E%

%
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m4þ4E2

%ðM2$m2sin2$‘Þ$4m2M2$4m2ME%

q &

=½m4þ4E%ðE%ðm2cos2$‘þM2Þþm2MÞ*: (20)

We then obtain the remaining cross section by integrating
Eq. (19) over the final-state lepton energy. Note that this
procedure only gives a prescription for evaluating
d!ðE%;trueÞ=dQ2

true; however, the radiation of real photons
means that the relationship between lepton energy and

angle and E% and Q2 in elastic scattering will no longer
be valid. The effect of this distortion of the elastic kine-
matics will depend on the details of the experimental
reconstruction and the neutrino flux seen by the experi-
ment, so the effect must be evaluated in the context of a
neutrino interaction generator and full simulation of the
reconstruction for a given experiment.
The difference of the effect on the total cross sections as

a function of neutrino energy is shown in Fig. 2. We
estimate a difference of approximately 10% over the en-
ergies of interest in oscillation experiments. The largest
fractional differences in cross sections are at high true Q2

and low neutrino energies. The magnitude of the lepton leg
correction to the muon neutrino total cross section is
smaller, roughly 0.4 times this difference, so the larger
effect is on the electron neutrino cross section.
Our estimation of the effect is surprisingly large at the

relevant energies for oscillation experiments. Some portion
of this difference in the total cross section in Fig. 2 may be
canceled by diagrams missing from the leading log correc-
tion in the lepton leg, such as box diagrams involving W&
exchange between the leptonic legs and the initial or final
state, which will also depend on the final-state lepton mass
[27]. We stress that this is only an approximate treatment
which should be confirmed in a full calculation imple-
mented inside a generator, and to date radiative corrections
are not included in the commonly used neutrino interaction
generators [6–9].

C. Uncertainties in F1
V, F

2
V and FA

As noted above, the vector form factors F1
V and F2

V are
precisely measured in charged lepton scattering [17]; how-
ever, the axial form factor is still uncertain because neutrino
experiments that measure it do not agree among themselves
or with determinations in pion electroproduction as
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       Selection is not sensitive to low momentum and high angle tracks.   
   Unfolding into these regions depends on the MC model (NEUT).
Present two results – with and without unfolding into unseen region.
These are the first GeV-scale νe cross-section results since Gargamelle!
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FIG. 43: Fractional flux error including all sources of uncertainties.
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Dominant uncertainties on total cross-section are
•  Flux (12.9%)
•  Data statistics (8.7%)
•  Detector systematics (8.4%)

All ND280 uncertainties are 
constrained by data.


Separate systematics cover
•  FGDs
•  TPCs
•  ECals
•  External interactions


Uncertainty on number of 
target nucleons is 0.67%.

Long baseline oscillation experiments 
are searching for CP violation. 


νµ ! νe oscillations are golden channel 
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We need to understand differences 
between νµ and νe cross-sections!

Many theoretical differences 
between νµ and νe cross-
sections (PRD 86, 053003, 2012).


These need to be constrained 
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discussed above. Therefore the axial form factor will
dominate any differences in the electron and muon cross
sections due to uncertainties in leading form factors.

Figure 3 illustrates the change in the fractional differ-
ence of muon and electron neutrino CCQE cross sections
when the axial form factor is varied by changing the
assumed dipole mass in a range consistent with experi-
mental measurements. The size of the effect is of order 1%
at very low energy and drops with increasing energy. This
difference in cross section may be accounted for in varia-
tions of the axial form factor within the analysis of an
experiment using a modern neutrino interaction generator.

D. Pseudoscalar form factor

At low Q2, the pseudoscalar form factor does have a
significant contribution to the muon neutrino CCQE cross
section of nearly the same order of the leading terms.
However, Eq. (13) shows that the contribution will be
suppressed for Q2 * M2

!, and all terms involving FP are
suppressed by m=M and so the contribution to the cross
section is negligible for electron neutrinos. At low neutrino
energies, the pseudoscalar form factor effect on the cross
section difference, !ðE"Þ is nearly as large as that of the
kinematic limits. The effect of the form factor as a function
of neutrino energy and Q2 is different for neutrinos and
antineutrinos.

Current neutrino interaction generators [6–9] include the
effect of FP shown in Eq. (13) under the assumptions of
PCAC and that the Goldberger-Treiman relation holds for
all Q2. Experimental tests of the Goldberger-Treiman re-
lation have identified small discrepancies which imply that
the left-hand side of Eq. (12) is between 1% and 6% less
than the right-hand side [28,29]. Guidance from models
suggests that this effect is likely to disappear at high Q2

[30]. We examine the effect of varying FPð0Þ by 3% of
itself as a reasonable approximation to the possible differ-
ence due to this effect. A more significant difference may
arise due to violations of PCAC. This has been directly

checked in pion electroproduction studies [23] which can
directly measure FPðQ2Þ in the range of 0.05 to
0:2 GeV=c2. Uncertainties in this data limit the reasonable
range of pole masses in Eq. (11) to be between 0:6M! and
1:5M!. Effects due to these possible deviations from
PCAC and the Goldberger-Treiman relation are shown in
Fig. 4 along with the effect of assuming FP ¼ 0 for
comparison.

E. Second-class currents

As noted in the introductory material, nonzero second-
class currents violate a number of symmetries and hypoth-
eses, and are therefore normally assumed to be zero in
analysis of neutrino reaction data and in neutrino interac-
tion generators. For this paper, we take a data-driven
approach and look at the effect of the largest possible
second-class current form factors, F3

V and F3
A that do not

violate constraints from this data.
Vector second-class currents enter the cross sections for

neutrino quasielastic scattering always suppressed by
m=M and therefore only appear practically in muon neu-
trino scattering cross sections. Both vector and axial vector
form factors give large contributions to the BðQ2Þ term
given in Eqs. (4) and (7), and therefore typically have very
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with current experimental data.
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1) Proton beam measurement
2) Hadron production
3) Horn current and field
4) Horn, target and beam alignment
5) Beam direction
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FUTURE PROSPECTS
Many exciting analyses planned!
•  CCQE-enhanced selection to give νe CCQE cross-section as a function of Eν
•  Running T2K in anti-neutrino mode will give anti-νe cross-sections
•  νµ/νe cross-section ratio measurement will benefit from cancelling of many 

systematic uncertainties.$

globally describes the transition between these processes or
how they should be combined. Moreover, the full extent to
which nuclear effects impact this region is a topic that has
only recently been appreciated. Therefore, in this section, we
focus on what is currently known, both experimentally and
theoretically, about each of the exclusive final-state processes
that participate in this region.

To start, Fig. 9 summarizes the existing measurements of
CC neutrino and antineutrino cross sections across this inter-
mediate energy range

!"N ! "!X; (54)

!!"N ! "þX: (55)

These results have been accumulated over many decades
using a variety of neutrino targets and detector technologies.
We immediately notice three things from this figure. First, the
total cross sections approaches a linear dependence on neu-
trino energy. This scaling behavior is a prediction of the quark
parton model (Feynman, 1969), a topic we return to later, and
is expected if pointlike scattering off quarks dominates the
scattering mechanism, for example, in the case of deep
inelastic scattering. Such assumptions break down, of course,
at lower neutrino energies (i.e., lower momentum transfers).
Second, the neutrino cross sections at the lower energy end of
this region are not typically as well measured as their high-
energy counterparts. This is generally due to the lack of high
statistics data historically available in this energy range and
the challenges that arise when trying to describe all of the
various underlying physical processes that can participate in
this region. Third, antineutrino cross sections are typically
less well measured than their neutrino counterparts. This is
generally due to lower statistics and larger background con-
tamination present in that case.

Most of our knowledge of neutrino cross sections in
this intermediate energy range comes from early experiments
that collected relatively small data samples (tens-to-a-few-
thousand events). These measurements were conducted in

the 1970s and 1980s using either bubble chamber or spark
chamber detectors and represent a large fraction of the data
presented in the summary plots we show. Over the years,
interest in this energy region waned as efforts migrated to
higher energies to yield larger event samples and the focus
centered on measurement of electroweak parameters (sin2#W)
and structure functions in the deep inelastic scattering region.
With the discovery of neutrino oscillations and the advent of
higher intensity neutrino beams, however, this situation has
been rapidly changing. The processes discussed here are im-
portant because they form some of the dominant signal and
background channels for experiments searching for neutrino
oscillations. This is especially true for experiments that use
atmospheric or accelerator-based sources of neutrinos. With a
view to better understanding these neutrino cross sections,
new experiments such as Argon Neutrino Test (ArgoNeuT),
KEK to Kamioka (K2K), Mini Booster Neutrino Experiment
(MiniBooNE),Main INjector ExpeRiment: nu-A (MINER!A),
Main Injector Neutrino Oscillation Search (MINOS), Neutrino
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FIG. 9. Total neutrino and antineutrino per nucleon CC cross
sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figs. 28, 11,
and 12, with the inclusion of additional lower energy CC inclusive
data from m (Baker et al., 1982), # (Baranov et al., 1979), j
(Ciampolillo et al., 1979), and ? (Nakajima et al., 2011). Also
shown are the various contributing processes that will be inves-
tigated in the remaining sections of this review. These contributions
include quasielastic scattering (dashed), resonance production (dot-
dashed), and deep inelastic scattering (dotted). Example predictions
for each are provided by the NUANCE generator (Casper, 2002).
Note that the quasielastic scattering data and predictions have been
averaged over neutron and proton targets and hence have been
divided by a factor of 2 for the purposes of this plot.
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Lots of νµ cross-section 
measurements…
(Rev.Mod.Phys., 84:1307, 2012)

…but only Gargamelle 
results for νe.
(Nucl.Phys.B, 133(2), 1978) 

dσ/dp dσ/d(cosθ) dσ/dQ2

First measurement of  νe cross-section 
since Gargamelle (1978) 

Bayesian unfolding method is used to 
extract cross-section  

Background is subtracted using 
the γ control sample 

Good agreement between data and MC  
(both GENIE and NEUT)

Phys. Rev. Lett. 
113, 241803



Search for sterile neutrinos

Several “anomalies” exist in the neutrino sector 

νe appearance (Pμe) → LSND, MiniBooNE 

νe disappearance (Pee) → reactor and gallium anomalies 

No sign of  νμ disappearance (Pμμ)→ limits from several 
experiments at short baseline 

All the three channels are related:  

2Pμe ~ (1-Pee)(1-Pμμ)

37

Tensions when all the channels are 
combined together → some of  them has to 

be wrong? 
We decided to concentrate on the νe 

disappearance channel (reactor anomaly) 
use ND280 νμ data to constrain the 
systematics (no νμ disappearance)



Search for νe disappearance @ND280

3+1 model:  

No hints of  νμ disappearance exist → sin2(2θμμ)=0  

Look for νe disappearance in (sin2(2θee), Δm2
41) plane 

Study gallium and reactor anomaly 

Use ND280 νe and γ selections and fit Erec distributions  

γ selection used to constrain the out of  FV backgrounds 

38

3

TABLE I. Fractional variation (rms/mean in %) on the ex-
pected total number of events for ⌫e and � control sample in
the non oscillation hypothesis due to the e↵ect of the system-
atic uncertainties. Existing correlations between systematics
are taken into account.

Error source (no. of parameters)
⌫e � ! e+e�

sample sample
Flux and common cross sections (40) 4.4% 6.7%
Not common cross sections (5) 3.7% 17.8%
Detector + FSI (10) 5.1% 5.5%
Total (55) 7.6% 19.9%

(E
reco

< 600 MeV) and the � control sample, with an182

”in situ” calibration of the OOFV from � ! e+e� in the183

fit, assures to avoid any overestimation of the background184

and consequently the fit to find any fake ⌫
e

disappear-185

ance.186

Statistical and systematic uncertainties on the flux,187

cross section and detector are taken into account. The188

systematic uncertainties on the flux and ⌫
e

-⌫
µ

common189

cross sections are constrained by fitting the ⌫
µ

ND280190

sample as described in sec. V. The same approach used191

in [? ] has been used.192

The unconstrained cross section systematic uncertain-193

ties are the contributions from the di↵erence between the194

interaction cross section of ⌫
µ

and ⌫
e

, between ⌫ and ⌫̄,195

the FSI and the uncertainty given by the interaction out-196

side the fiducial volume (30%). The detector systematics197

are parameterized with a covariance matrix in bins of198

E
reco

following the same procedure of [? ].199

In fig. 1, E
reco

distributions of the ⌫
e

and the � con-200

version samples are shown. The chosen range of E
reco

201

is from 0.2GeV to 10GeV. The binning has been op-202

timized to avoid asymmetric poissonian fluctuations. A203

small deficit in the number of events with respect to the204

expectation is present in both distributions at low energy.205

In tab. I the e↵ect of each group of systematics on the206

total number of events is shown.207

VII. OSCILLATION FIT208

The sterile oscillation parameters sin22✓
ee

and �m2
41209

are estimated with a binned likelihood ratio method. The210

templates are given by the expected reconstructed energy211

distributions of the selected ⌫
e

and � conversion sam-212

ples, that are compared to the data by a simultaneous213

fit. 55 systematic parameters are constrained by a gaus-214
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FIG. 1. Reconstructed energy distributions of the ⌫e (top)
and � conversion (bottom) samples. The distributions are
broken down by signal, background inside the fiducial vol-
ume (In-FV), background outside the fiducial volume (OOFV
� ! e+e�) coming from � conversion and all the remaining
background outside the fiducial volume (OOFV other). The
distributions are tuned taking into account the prior system-
atic uncertainty. The ratio data to the expected MC in the
non oscillation hypothesis is shown for both samples. The red
error bars correspond to the fractional systematic uncertainty.
Black dots represent the data with the statistical uncertainty.
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normalization of the OOFV from � ! e+e� component224

has a 1� deviation and is reduced of about the 30% to225

accommodate for the deficit at low energy in the gamma226
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The ratio between the best-fit and the expected non os-228
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broken down by signal, background inside the fiducial vol-
ume (In-FV), background outside the fiducial volume (OOFV
� ! e+e�) coming from � conversion and all the remaining
background outside the fiducial volume (OOFV other). The
distributions are tuned taking into account the prior system-
atic uncertainty. The ratio data to the expected MC in the
non oscillation hypothesis is shown for both samples. The red
error bars correspond to the fractional systematic uncertainty.
Black dots represent the data with the statistical uncertainty.
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mately the region sin22✓
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• Used the near detector for sterile searches

• 3+1 sterile neutrino framework

• No hints of νμ disappearance → sin22ɵμμ = 0

• Look for νe disappearance {sin22ɵee; Δm241} → study gallium and reactor anomalies

• Fit Ereco distributions

• Use the constrained flux and cross section systematics by the νμ sample (slide 10)

• Log-likelihood ratio method 

CC inclusive νe selection Control sample to constrain γ bkg 
and out-FV component (OOFV)
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Results

39

Frequentist method for confidence 
intervals (FC)  

p-value with respect to null 
oscillation hypothesis: 8.4% 

Best fit values sin22θee=1 and 
Δm2

41=2.14 eV2
 

95% CL excluded intervals: 
sin22θee>~0.3 and Δm2

41>~7 eV2 

Statistically limited → will repeat this 
analysis when more data will be available 

95% CL comparison: T2K with 
reactor and gallium anomaly
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FIG. 4. The ratio of the best fit spectrum to the expected
MC distribution, where the fit includes nuisance and oscilla-
tion parameters (red) and nuisance parameters only (blue),
is shown. The black line corresponds to the expected non-
oscillated MC before the fit. The black dots show the data.
Statistical uncertainties are shown. The top plot shows the
⌫e sample (top) and the ⌫µ ! ⇡0X sample (bottom).

Almost all the best-fit systematic parameters are well352

within a 0.5� deviation from the prior value. The sys-353

tematic parameter corresponding to the normalization of354

the ⌫
µ

! ⇡0X OOFV component is reduced by 31%355

(⇠ 1�) due to the deficit at low energy in the ⌫
µ

! ⇡0X356

sample. The ratio between the best-fit and the expected357

non-oscillated MC distributions is shown as a function358

of E
reco

for both the ⌫
e

and the ⌫
µ

! ⇡0X samples in359

Fig. 4. The best fit of an alternate fit where the nuisance360

parameters, including photon background normalization,361

are floated and the oscillation parameters are fixed to null362

is also shown.363

The two-dimensional confidence intervals in the364

sin22✓ee - �m2
e↵ parameter space are computed using365

the Feldman-Cousins method [24]. The 68%, 90% and366

95% confidence regions are shown in Fig. 5. The ex-367

clusion region at 95% CL is approximately given by368 �
sin22✓ee > 0.3 ; �m2

e↵ > 7 eV2/c4
�
.369

The p-value of the null oscillation hypothesis is com-370

puted using a profile likelihood ratio as a test statistic.371

The one sided p-value is 8.4% and is driven by a small372

deficit in the number of events at E
reco

< 1 GeV in the373

selected ⌫
e

sample with respect to the expectation.374

In Fig. 6 the T2K excluded region at 95% CL is com-375

pared with ⌫
e

disappearance results from the gallium376
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FIG. 6. The T2K excluded region in the sin22✓ee - �m2
e↵

parameter space at 95% CL is compared with the other ex-
perimental results available in literature: gallium anomaly,
reactor anomaly, ⌫e-carbon interaction data and solar data.
The corresponding global fit [25] is shown as well. The T2K
best fit is marked by a green star; the best fit of other exper-
imental results and the global best fit correspond to circles of
the same coloring as the limits.

anomaly, reactor anomaly, ⌫
e

-carbon interaction data377

and solar data. The corresponding global fit [25] is shown378

as well. The T2K result excludes a large part of the gal-379

lium allowed region and part of the reactor anomaly in380

the region �m2
e↵ > 10 eV2/c4.381382

Conclusions — T2K has performed a search383

for ⌫
e

disappearance with the near detector in a384

3+1 sterile model assuming no ⌫
µ

disappearance.385

The excluded region at 95% CL is approximately386 �
sin22✓ee > 0.3 ; �m2

e↵ > 7 eV2/c4
�
. The p-value of the387

null oscillation hypothesis is 8.4% , mainly due to a small388

deficit of ⌫
e

relative to expectation, which is within sys-389

tematic uncertainties. Further data from T2K will reduce390

the statistical uncertainty, which is still an important lim-391
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Joint oscillation analysis

I will show results from the joint T2K oscillation analysis  

This analysis combine SK selections for μ-like and e-like 
events in both 𝜈 and �̅� mode → 4 samples 

ND280 data are used to constraint flux and cross-section 
systematics  

Today I will show results from Run1-6 

6.9x1020 POT in neutrino mode 

 4.0x1020 POT in anti-neutrino mode 

These results are not yet public! (please don’t share!) 

They will be released with 7.5x1020 POT in anti-neutrino 
mode at Neutrino2016 (July 4th)

40



Reason for a joint analysis

41

Third International Meeting for Large Neutrino Infrastructures, 2016 05 30 Morgan O. Wascko

!/! ̅analysis
• Now developing joint analysis of 4 

oscillation modes
• !μ→!e , !μ̅→!e̅, !μ→!μ , !μ̅→!μ̅
• use all information to constrain 

oscillation parameters

• Equal !:! ̅exposure is optimal 
for broad coverage of CPV

• Release at Neutrino 2016 at 
Imperial College London

20

NH
(unknown) NH

CPV
(NH)

Hierarchy
(NH)
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Analysis status and future prospectsAnalysis status and future prospects

RUN4

We are discussing about future Physics Run.
150kg scale Iron ECC and 100kg scale Water ECC 
is assumed.
10k order νμ int. and hundred order νe int. study
in 2018-2019.
Plan is optimized by the results of Detector Run.

Future prospectsFuture prospects

Shifter analysis and neutrino event search Shifter analysis and neutrino event search 
is going on.is going on.

17 candidate 17 candidate 
eventsevents

Oscillation Studies
• Improvement of Oscillation Parameters 

• T2K/Super-K measurements 
• Understanding of Neutrino Interactions 

• T2K and Other J-PARC Neutrino Experiments (T59, T60, P61[NuPRISM] and T64) 
• Prediction of Neutrino Beam properties 

• T2K Neutrino Beam line with an input from CERN NA61 results.
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FIG. 13. Measured cross-section with shape uncertainties (error bars: internal systematics, external
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NA61/SHINE:  p+(T2K RT) @ 31 GeV/c, data taken in 2009

Fig. 23: Spectra of positively charged pions overlaid with nominal FLUKA predictions (blue), FLUKA re-weighted for the multiplicities
(green) and FLUKA re-weighted for multiplicities and production cross section sprod (magenta) for the three upstream longitudinal bins,
Z1–Z3, and in the polar angles between 80 and 220 mrad plotted as a function of momentum.
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Fig. 24: Spectra of positively charged pions overlaid with nominal FLUKA predictions (blue), FLUKA re-weighted for the multiplicities
(green) and FLUKA re-weighted for multiplicities and production cross section sprod (magenta) for the three upstream longitudinal bins,
Z1–Z3, and in the polar angles between 220 and 340 mrad plotted as a function of momentum.
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dimensions of interest. The Gaussian width of the smearing
was set to be variable, and inversely proportional to the
local density of MCMC points; this technique counters
potential undersmoothing in low-density regions and
potential over-smoothing in high density regions. The
maximum of the PDF produced by the KDE was then
maximized using MINUIT to find the most probable value.
In the case of using only T2K data, there is little sensitivity
to the δCP parameter, and so a line of most probable values
was created by finding the three-dimensional density of the
MCMC at a series of values of δCP.

2. Samples

Unlike the frequentist analyses described above, the joint
near-far analysis does not use the covariance matrix
produced by the ND280 analysis described in Sec. V.
Instead, this analysis is performed simultaneously with the
three ND280 νμ CC samples, and the SK νμ CC, and SK νe
CC samples. By fitting all samples simultaneously, this
analysis avoids any error coming from neglecting nonlinear
dependencies of the systematic parameters constrained by
ND280 analysis on the oscillation parameters.
The systematic uncertainties used for the ND280 sam-

ples are nearly identical to those in Sec. V with the
following exceptions: the uncertainties on the cross-section
ratios σνe=σνμ and σν̄=σν are applied and the NC normali-
zation uncertainties are divided into NC1π0, NC1π!, NC
coherent, and NCOther for all samples. Additionally, the
number of bins in the ND280 detector systematic covari-
ance matrix is reduced to 105, in order to reduce the total
number of parameters. There are no differences in the
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SK μ-like selection 

SK is not able to reconstruct the charge of  the lepton → cannot 
distinguish 𝜈 from �̅� interactions 

Exactly same selection for both running mode 

Due to larger contamination and larger cross-section the 
wrong-sign contamination in �̅� mode is much larger than the one 
in ν mode
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6.2.6 SK event selection

The SK event selection was described in Sect. 3.2. Since SK is not able to distinguish the
charge of the lepton it cannot distinguish neutrinos from anti-neutrinos: the selection is then iden-
tical for the two horn current configurations.

The selected single ring µ-like candidates for FHC and RHC are shown in Fig. 6.11: 124 (34)
single ring µ-like candidates are found in the FHC (RHC) mode.
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Figure 45: Distributions of the ⌫µ final sample in Runs 1-6 (left) and Runs 5-6 (right) neutrino-
mode. The plots shown here are the reconstructed muon momentum (top) and cosine of the angle
between the muon direction and the neutrino beam direction (middle), and the reconstructed
neutrino energy (bottom). MC distributions are normalized to data using POT, considering
three-flavor oscillations described by parameters in Table 14.
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Figure 6.11: Reconstructed energy spectrum for single-ring µ-like events at SK in FHC (left) and
RHC (right).

The main di↵erence between the two samples is that, while in FHC the contribution of ⌫µ

interactions is negligible (only ⇠ 6% of the expected CCQE interactions are due to ⌫µ), in the
RHC mode there is a large contribution of ⌫µ interactions in the final sample (⇠ 35% of the CCQE
interactions are expected to be due to ⌫µ).

As far as the e-like selection is concerned, the selected events before the ⇡0 cuts for the RHC
mode are shown in Fig. 6.12. The final selected events in the FHC and in the RHC mode are shown
in Fig. 6.13. The total number of selected events is 31 (3) in the FHC (RHC) mode.

Also in the ⌫e selection the contribution from wrong sign ⌫e is larger in the RHC mode.
Additionally the ratio of ⌫e/⌫e strongly depends on the value of �

CP

, being the largest if �
CP

is
equal to �⇡/2 and the smallest if �

CP

is equal to ⇡/2. For �
CP

=0 we expect that 16% of the
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Figure 45: Distributions of the ⌫µ final sample in Runs 1-6 (left) and Runs 5-6 (right) neutrino-
mode. The plots shown here are the reconstructed muon momentum (top) and cosine of the angle
between the muon direction and the neutrino beam direction (middle), and the reconstructed
neutrino energy (bottom). MC distributions are normalized to data using POT, considering
three-flavor oscillations described by parameters in Table 14.
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𝜈 mode μ-like: 6% of events 
from �̅� interactions

�̅� mode μ-like: 35% of events 
from 𝜈 interactions

νμ Selection Cuts 

- Fully Contained FV 

events 

- # of  rings = 1 

- Ring is μ-like 

- Pμ> 200 MeV 

- Less than 2 Michel 

electrons
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νe Selection Cuts 

- Fully Contained FV 

events 
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- Ring is e-like 
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Figure 21: 2-d distributions of the fiTQun π

0 cut variables m

γγ

and ln(L
π

0/L

e

) after the selection
cuts #1-6 are applied. The right figure shows MC expectations which are separated in terms
of neutrino interaction modes, and the left figure shows the sum of all modes. RUN1-4 data is
overlaid in each plot as black markers. The blue line indicates the fiTQun π

0 cut, and we select
the events below the line as ν

e

candidates. The bins outside the gray line are overflow bins,
and two data points lie outside the axis ranges. MC distributions are for sin2 2θ13 = 0.1 and
normalized to data using POT.
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Figure 6.12: Reconstructed energy spectrum for single-ring e-like events at SK in RHC mode
before the ⇡0 cut (left) and reconstructed invariant mass using fiTQun (right).
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Figure 21: Number of events passing each selection stage, for Runs 1-6 combined(left) and Runs
5-6 only(right) neutrino-mode data. MC distributions are made with sin2 2✓
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= 0.1 and are
normalized to data using POT.
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Figure 22: Reconstructed neutrino energy distribution for the final selected ⌫e candidates, for
Runs 1-6 combined(left) and Runs 5-6 only(right) neutrino-mode data. MC distributions are
made with sin2 2✓
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= 0.1 and are normalized to data using POT.
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Expected and observed events

sin2(θ23)=0.5, δCP=-π/2 and NH → maximize 𝜈e appearance, 
minimize �̅�e appearance 

Any other combination reduce the number of  e-like events 
in neutrino mode and increase the number of  e-like events 
in anti-neutrino mode

44

Table 6.2: Number of events for the categories in each selected sample for both neutrino and
antineutrino beam modes. The prediction is compared with the number of events selected in the
run 1-6 data set, corresponding to 6.914 ⇥ 1020 p.o.t. in neutrino mode and 4.011 ⇥ 1020 p.o.t. in
antineutrino mode. These numbers use the oscillation parameters shown in Tab. 6.4.

1-Ring e 1-Ring µ
Category ⌫ mode ⌫̄ mode ⌫ mode ⌫̄ mode

⌫µ ! ⌫e 21.0 0.5 0.3 0.01
⌫µ ! ⌫e 0.1 1.5 0.0 0.02

⌫µ 0.0 0.0 105.3 12.8
⌫µ 0.1 0.0 6.9 17.9

⌫e + ⌫e 3.3 0.8 0.1 0.0
NC 1.4 0.4 7.5 1.6

Total (oscillated) 25.9 3.1 120.1 32.5
Total (not oscillated) 5.5 1.2 466.6 94.9

Data 31 3 124 34

oscillated e-like events to be due to ⌫e interactions in the RHC mode while only 1% will be due to
⌫e interactions in the FHC mode.

The number of expected and selected events in the di↵erent selections are summarized in
Tab. 6.2.

6.2.7 Expected spectra at SK and systematic uncertainties

The expected spectra at SK without the oscillations are constructed based on the results of
the ND280 fit. The systematic error sources are shown in Tab. 6.3 and are categorized based on
their source into neutrino flux, neutrino interaction model, and detector related uncertainties. The
interaction model parameters that are not constrained by the ND280 fit are shown separately. Since
the CP phase �CP is measured through the di↵erence in the oscillation probabilities for ⌫µ ! ⌫e

and ⌫̄µ ! ⌫̄e, we also show the uncertainty on the ratio of expected ⌫e/⌫̄e candidates at SK with
neutrino (⌫) and antineutrino (⌫̄) beam mode.

The SK detector related uncertainties are constrained using control samples like atmospheric
neutrinos for the PID selection, cosmic rays for the fiducial volume related systematics, and an
hybrid-⇡0 sample to evaluate the systematic uncertainties on the ⇡0 rejection algorithm. The
hybrid-⇡0 samples are constructed by overlaying one electron-like ring from the SK atmospheric
neutrino or cosmic ray muon samples with one simulated photon ring. The systematic errors from
the SK detector model range from 2.6% to 3.9%.
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Effect of  oscillation parameters

CP violating term δCP 

δCP=0,π → no CP violation 

δCP=-π/2 → enhance 𝜈μ→𝜈e, 
suppress �̅�μ→�̅�e 

δCP=π/2 → suppress 𝜈μ→𝜈e, 
enhance �̅�μ→�̅�e 

Normal hierarchy 

enhance 𝜈μ→𝜈e 

suppress �̅�μ→�̅�e 

Inverted hierarchy 

suppress 𝜈μ→𝜈e 

enhance �̅�μ→�̅�e 

sin2θ13 and sin2θ23 → enhance/
suppress both cases in same way 45

Q U I C K  S U M M A RY

“normal”  hierarchy:  
• enhance νµ→νe 

• suppresses νµ→νe

• CP violating parameter δCP 
• δCP=0,π: no CP violation: vacuum oscillation probabilities equal 

• δCP ~-π/2: enhance νµ→νe, suppress νµ→νe 
• δCP ~+π/2: suppress νµ→νe, enhance νµ→νe

• sin2θ23, sin22θ13 
• enhance/suppress both νµ→νe and νµ→νe

“inverted”  hierarchy:  
• suppress νµ→νe 

• enhance νµ→νe

7

up to ±30% effect at T2K 

up to ±10% effect at T2K 



Observed spectra

46

For future analyses, with larger statistics, a better modeling of the cross-section parameters
will be developed and tested through the fake data studies.

6.4 Run1-6 T2K oscillation results

The data are fitted to extract the oscillation parameters �
CP

, sin2(✓
13

), sin2(✓
23

) and �m2

32

.
The combination of oscillation parameters studied is the same as described in Sect. 6.3.1.
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Figure 7.7: The best-fit spectra as a function of the neutrino reconstructed energy shown for
each selected sample of the run 1-6 data set. From top left to bottom right the neutrino
beam mode muon-like, neutrino beam mode electron-like, antineutrino beam mode muon-like
and antineutrino beam mode electron-like samples are shown. The best-fit distributions are
compared with the predicted unoscillated spectrum (all the oscillation parameters are set to 0),
generated with the systematic parameters measured with the ND280 data shown in tab. B.2
and B.3.
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Figure 7.8: Measured ��2 distributions with the full run 1-6 data set as a function of �CP with
reactor constraint for neutrino (black) and antineutrino (red) beam mode. Both normal (solid
line) and inverted (dashed line) hierarchies are shown. The constant ��2 method is used (see
app. C.1). Normal and inverted hierarchy ��2 distributions are shifted with respect to the
same global minimum. All the oscillation parameters which are not parameters of interest are
marginalized using the prior distributions shown in tab. 5.2.
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Figure 6.18: The best-fit spectra as a function of the neutrino reconstructed energy shown for each
selected sample of the run 1-6 data set. From top left to bottom right the FHC muon-like, RHC
muon-like, FHC electron-like and RHC electron-like samples are shown. The best-fit distributions
are compared with the predicted unoscillated spectrum.

The spectra in the four samples, including the best-fit spectra are shown in Fig. 6.18. The ⌫µ

and ⌫µ disappearance are clearly observed as well as the ⌫e appearance. For the ⌫e appearance
sample only three events are observed.

The 2-dimensional confidence intervals for the oscillation parameters are shown in Fig. 6.19.
Given the low statistics in anti-neutrino mode, ✓

13

and �
CP

are still degenerate but the constraint on

120

𝜈 mode μ-like �̅� mode μ-like

𝜈 mode e-like �̅� mode e-like



ND280 constraint on flux and x-sec

ND280 constraint the parameters of  the flux 
and cross-section model that we use as input

47
M

AQ
E

pF
_C

M
EC

_C

EB
_C

pF
_O

M
EC

_O

EB
_O CA

5

M
AN

FF
RE

S

Bg
RE

S

CC
NU

E_
0

CC
O

TH
ER

_S
HA

PE

CC
CO

H_
O

_0

NC
CO

H_
0

NC
O

TH
ER

_N
EA

R_
0

M
EC

_N
UB

AR

FS
I_

IN
EL

_L
O

_E

FS
I_

IN
EL

_H
I_

E

FS
I_

PI
_P

RO
D

FS
I_

PI
_A

BS

FS
I_

CE
X_

LO
_E

FS
I_

CE
X_

HI
_E

Pa
ra

m
et

er
 V

al
ue

-1

-0.5

0

0.5

1

1.5

2

2.5
Prefit
Postfit

Figure 6.7: The pre-fit and post-fit cross section parameters and their uncertainties. Post-fit param-
eter values include the bias correction. Axis labels show the name of each parameter. Parameters
are typically a ratio to NEUT nominal values, excepting the CC Other Shape parameter and the
FSI parameters.
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Figure 6.8: ��2 value from each toy with superimposed in red the ��2 found when the ND280
data are fit.
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The p-value of  the data with the model is 8.5% 
→ acceptable agreement but some work on 
the neutrino interaction model is needed

Muon momentum (MeV/c)
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Ev
en

ts/
(1

00
 M

eV
/c

)

0

500

1000

1500

2000

2500 Data

Model, Prior to ND280 Constraint

Model, After ND280 Constraint

PRELIMINARY

Muon momentum (MeV/c)
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Ev
en

ts/
(1

00
 M

eV
/c

)

0

100

200

300

400

500

Data

Model, Prior to ND280 Constraint

Model, After ND280 Constraint

PRELIMINARY

Muon momentum (MeV/c)
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Ev
en

ts/
(1

00
 M

eV
/c

)

0

50

100

150

200

250 Data

Model, Prior to ND280 Constraint

Model, After ND280 Constraint

PRELIMINARY

Muon momentum (MeV/c)
0 500 1000 1500 2000 2500 3000 3500

Ev
en

ts/
(1

00
 M

eV
/c

)

0

10

20

30

40

50

60

70

Data

Model, Prior to ND280 Constraint

Model, After ND280 Constraint

PRELIMINARY

 �̅�μ 
CC-1trk

Muon momentum (MeV/c)
0 500 1000 1500 2000 2500 3000 3500 4000 4500

Ev
en

ts/
(1

00
 M

eV
/c

)

0

2

4

6

8

10

12 Data

Model, Prior to ND280 Constraint

Model, After ND280 Constraint

PRELIMINARY

 �̅�μ CC-
Ntrk

ν CC0π
 

ν CC1π

ν CCother



Fake data studies

In order to study the dependence of  our oscillation analysis 
on the cross-section model we used we performed some 
fake data studies: 

Generate fake data at ND280 and SK (including 
oscillation) using a different model 

Fit ND280 fake data with our default model 

Propagate expected spectra at SK and fit oscillation 
parameters 
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model is used instead of the NEUT model. For other parameters as for example �
CP

the biases are
much smaller as it is shown in Fig. 6.17.
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Figure 6.17: A comparison between the 1p-1h fake data fit and an Asimov fit for true oscillation
parameters sin2(✓

23

) = 0.528, sin2(✓
13

) = 0.025, sin2(✓
12

) = 0.306, �cp = �1.601, |�m2

32

| =
2.509 · 10�3eV 2 and �m2

21

= 7.5 · 10�5eV 2

Overall the fake data studies show that the model dependence of the analysis is generally small
compared to the current statistical uncertainty on the SK data. Two of the fake data sets led to
changes in the oscillation analysis:

• Martini’s 2p–2h model – the ⌫̄ 2p–2h normalisation parameter was added;

• the Nieves-NEUT 1p–1h model di↵erence – an additional uncertainty was added to the ND280
and SK detector covariance matrices reducing the bias below the 30% on �m2

32

.

119

Several models were used and 
the most sensitive parameters to 
the model is Δm32 (position of  the 
oscillation dip) 

Largest bias is ~30% of  the error  

All the other oscillation 
parameters are ~unaffected by 
the choice of  the model

1p-1h contribution (Nieves vs NEUT)



Oscillation results - 2D contours

For θ23 and Δm32 the 
improvement due to the anti-
neutrino runs is small 

For θ13 and δCP the addition 
of  anti-neutrino allow to start 
breaking the degeneracy 
also when only T2K data are 
used
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Figure 7.5: Measured confidence intervals with the full run 1-6 data set. Both normal (black) and
inverted (red) hierarchies are shown. From top left to bottom right the following combinations
of oscillation parameters are shown: sin2 ✓
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with the measurements from reactor experiments helps to improve the sensitivity and exclude
a wider region of �

CP

as it is shown in Fig. 6.20. In both cases, with and without the reactor
constraint, the best-fit for �
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is close to �⇡/2 that is the value that maximizes the ⌫e appearance
probability, minimizing the ⌫e appearance. Values of �

CP

of ⇠ ⇡/2 are now excluded with a
significance larger than 3� and the region between 0.2 and 2.7 is excluded at more than 2�2

The excluded regions are wider also compared to the sensitivity study shown in Fig. 6.15. This
is mainly driven by the excess of the number of ⌫e candidates in the T2K data (see Tab. 6.2). The
antineutrino beam mode ��2 distribution is statistically less significant, as shown in Fig. 6.21.
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these values are obtained from the constant ��2

method. A more correct method for the coverage, the Feldman-

Cousins method is currently being performed.
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constraint, the best-fit for �

CP

is close to �⇡/2 that is the value that maximizes the ⌫e appearance
probability, minimizing the ⌫e appearance. Values of �

CP

of ⇠ ⇡/2 are now excluded with a
significance larger than 3� and the region between 0.2 and 2.7 is excluded at more than 2�2

The excluded regions are wider also compared to the sensitivity study shown in Fig. 6.15. This
is mainly driven by the excess of the number of ⌫e candidates in the T2K data (see Tab. 6.2). The
antineutrino beam mode ��2 distribution is statistically less significant, as shown in Fig. 6.21.

2
these values are obtained from the constant ��2

method. A more correct method for the coverage, the Feldman-

Cousins method is currently being performed.
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1D contour for δCP

Exclude δCP=0 at >2σ 

Exclude δCP=π at <90% CL 

This is mainly driven by the 
excess of  events in ν-mode (31 
vs 26.6 expected for the most 
favorable value of  δCP and NH) 

In anti-neutrino mode we 
observe 3 events while we 
expect [3.2 - 4.5] → double the 
statistics at Nu2016
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Figure 30: Measured �‰2 distributions with the full Run 1-6 data set. Both normal (black) and inverted (red) hierarchies
are shown. The “Feldman-Cousins” method is used to set the �‰2 critical values in order to provide confidence intervals with
the proper coverage. The ranges of ”

CP

which correspond to �‰2 values larger than the critical values (blue for 90% CL and
green for 2‡ CL) are excluded at a certain confidence level. Both normal and inverted hierarchy �‰2 distributions are shifted
with respect to the same global minimum. All the oscillation parameters which are not parameters of interest are marginalised
using the prior distributions shown in table 22. The ±1‡ error on the critical values is shown as well, where specified, and is
represented by the lowest and highest set of critical values, with the same color of the central ones.

”CP �‰2

data p-value # of std. deviations
0 3.552 0.032 2.14
fi 2.221 0.122 1.55

Table 32: Summary of best-fit �‰2 value measured from the Run 1-6 data set, p-value and number of standard deviations with
respect to the shown value of ”

CP

. The best-fit mass hierarchy is normal. All the other systematic parameters are marginalised.
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Figure 22: Best-fit distribution of mass hierarchy from the simultaneous fit of ”
CP

and mass hierarchy. 10k toy experiments are
produced with ”true

CP

= ≠fi/2 and normal hierarchy.
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Figure 23: Best-fit distribution of ”
CP

obtained by fixing the mass hierarchy to normal and not profiled. 10k toy experiments
are produced with ”true

CP

= 0 and normal hierarchy.

e-like neutrino mode
”CP = ≠fi/2 ”CP = 0 ”CP = +fi/2

Normal Hierarchy 26.596 22.407 18.179
Inverted Hierarchy 23.554 19.704 15.891

e-like antineutrino mode
”CP = ≠fi/2 ”CP = 0 ”CP = +fi/2

Normal Hierarchy 3.219 3.704 4.122
Inverted Hierarchy 3.475 3.987 4.499

Table 24: Expected number of events for neutrino and antineutrino mode e-like sample for di�erent values of ”
CP

and mass
hierarchy.

5.3. Posterior predictive method for the choice of the prior856

One possible issue for a frequentist analysis, where either the Feldman-Cousins critical values or the p-857

value are computed, is the choice of the prior for the parameters, to which the experiment is sensitive, in858

order to produce a fake data ensemble needed to get the expected distribution of the test statistic (�‰2 in859

this case). In principle a fully frequentist analysis would constrain all the systematic parameters which are860

measured by another experiment (ND280, solar parameters and ◊
13

in this case) and provide a measurement861

for all the free parameters of the model. However if the number of parameters to measure is high, it becomes862

di�cult to perform confidence intervals in a n-dimensional space, e.g. �m2

32

vs sin2 ◊
23

vs ”CP vs mass863
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Observed events in e-like 
samples

31 events in 𝜈-mode
3 events in �̅�-mode



1D contour for δCP

Exclude δCP=0 at >2σ 

Exclude δCP=π at <90% CL 

This is mainly driven by the 
excess of  events in ν-mode (31 
vs 26.6 expected for the most 
favorable value of  δCP and NH) 

In anti-neutrino mode we 
observe 3 events while we 
expect [3.2 - 4.5] → double the 
statistics at Nu2016
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Figure 30: Measured �‰2 distributions with the full Run 1-6 data set. Both normal (black) and inverted (red) hierarchies
are shown. The “Feldman-Cousins” method is used to set the �‰2 critical values in order to provide confidence intervals with
the proper coverage. The ranges of ”

CP

which correspond to �‰2 values larger than the critical values (blue for 90% CL and
green for 2‡ CL) are excluded at a certain confidence level. Both normal and inverted hierarchy �‰2 distributions are shifted
with respect to the same global minimum. All the oscillation parameters which are not parameters of interest are marginalised
using the prior distributions shown in table 22. The ±1‡ error on the critical values is shown as well, where specified, and is
represented by the lowest and highest set of critical values, with the same color of the central ones.

”CP �‰2

data p-value # of std. deviations
0 3.552 0.032 2.14
fi 2.221 0.122 1.55

Table 32: Summary of best-fit �‰2 value measured from the Run 1-6 data set, p-value and number of standard deviations with
respect to the shown value of ”

CP

. The best-fit mass hierarchy is normal. All the other systematic parameters are marginalised.
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Figure 22: Best-fit distribution of mass hierarchy from the simultaneous fit of ”
CP

and mass hierarchy. 10k toy experiments are
produced with ”true

CP

= ≠fi/2 and normal hierarchy.
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Figure 23: Best-fit distribution of ”
CP

obtained by fixing the mass hierarchy to normal and not profiled. 10k toy experiments
are produced with ”true

CP

= 0 and normal hierarchy.

e-like neutrino mode
”CP = ≠fi/2 ”CP = 0 ”CP = +fi/2

Normal Hierarchy 26.596 22.407 18.179
Inverted Hierarchy 23.554 19.704 15.891

e-like antineutrino mode
”CP = ≠fi/2 ”CP = 0 ”CP = +fi/2

Normal Hierarchy 3.219 3.704 4.122
Inverted Hierarchy 3.475 3.987 4.499

Table 24: Expected number of events for neutrino and antineutrino mode e-like sample for di�erent values of ”
CP

and mass
hierarchy.

5.3. Posterior predictive method for the choice of the prior856

One possible issue for a frequentist analysis, where either the Feldman-Cousins critical values or the p-857

value are computed, is the choice of the prior for the parameters, to which the experiment is sensitive, in858

order to produce a fake data ensemble needed to get the expected distribution of the test statistic (�‰2 in859

this case). In principle a fully frequentist analysis would constrain all the systematic parameters which are860

measured by another experiment (ND280, solar parameters and ◊
13

in this case) and provide a measurement861

for all the free parameters of the model. However if the number of parameters to measure is high, it becomes862

di�cult to perform confidence intervals in a n-dimensional space, e.g. �m2

32

vs sin2 ◊
23

vs ”CP vs mass863
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• sin2 ✓
23

vs �m2

32

2-dimensional fit with reactor constraint.

All the oscillation parameters that are not parameters of interest are marginalized. When the
reactor constraint is included Eq. 6.8 is used. For the sensitivity studies the constant ��2 method is
used and the results of the fit are shown in Fig. 6.15: it is interesting to notice that the parameters
of Tab. 6.4 correspond to the value of �

CP

that maximizes the ⌫e appearance and minimizes the ⌫e

appearance. For this reason also without the combination with the reactor constraint, some weak
indication on the value of �

CP

can be obtained by T2K only data.
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Figure 7.3: Expected confidence intervals for the full run 1-6 statistics with the Asimov data
set corresponding to tab. 5.2. Sensitivities for both normal (black) and inverted (red) hierarchy
are shown. From top left to bottom right the following combinations of oscillation parameters
are shown: �CP with reactor constraint, sin2 ✓

13

Vs �CP with reactor constraint, sin2 ✓
13

Vs �CP

with T2K only data and sin2 ✓
23

Vs |�m2

32

| (�m2

32

for normal hierarchy or �m2

13

for inverted
hierarchy) with reactor constraint. For �CP the 1�, 90% and 2� CL are shown, while for the 2-
dimensional contours the 68% CL (dashed line) and 90% CL (solid line) are shown. The constant
��2 method is used to compute the confidence intervals. The contours for normal and inverted
hierarchy in the 2-dimensional sensitivities are independent, while for the �CP 1-dimensional
sensitivity both normal and inverted hierarchy ��2 distributions are shifted with respect to the
same global minimum. All the oscillation parameters which are not parameters of interest are
marginalized using the prior distributions shown in tab. 5.2.
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Figure 6.15: Expected confidence intervals for the Asimov data set corresponding to Tab. 6.4. From
top left to bottom right we show: �

CP

1-dimensional fit with reactor constraint, sin2 ✓
13

vs �
CP

2-
dimensional fit with reactor constraint, sin2 ✓

13

vs �
CP

2-dimensional fit without reactor constraint,
and sin2 ✓

23

vs �m2

32

2-dimensional fit with reactor constraint. Both normal and inverted hierarchy
are shown and the confidence intervals are computed using the constant ��2 method.
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T2K short term prospects

The main goal of  T2K is to search for CP violation in the 
leptonic sector 

Currently our data show a preference for δCP~-π/2 but 
additional data are needed to confirm this preference 

T2K is approved to take 7.8x1020 POT and such statistics 
will be collected by 2020 → currently we collected ~20%  

The requested statistics was driven by the sensitivity to θ13 
→ now we know θ13 is large and our sensitivity to δCP will be 
greatly enhanced if  we collect more statistics

52

Expect >90% sensitivity 
to δCP if  δCP~-π/2



T2K phase-II
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2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029

T2K

DUNE

Hyper-Kamiokande

2016

NOvA

T2K and NOVA are expected to complete their data taking by 2020 

The next-generation long-baseline neutrino oscillation experiment 
(DUNE or Hyper-Kamiokande) won’t start data taking before 2027 

By 2020 we might have hints of  CP violation but no new 
experiments before ~2026 

T2K has recently submitted a request for an extended running 
period (T2K-II) that will allow to collect 20x1020 POT by 2026



Physics case
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J-PARC Neutrino Beam 
• Very Intense Neutrino Beam for νμ→νe study. 

• Ref.: 28 events in T2K w/ 0.66E21 POT and (6 or 11) in NOvA w/ 0.27E21 POT 

8

Table 1: Number of events expected to be observed at the far detector for 10⇥1021 POT ⌫-
+ 10⇥1021 POT ⌫̄-mode with a 50% statistical improvement. Assumed relevant oscillation
parameters are: sin2 2✓13 = 0.085, sin2 ✓23 = 0.5, �m2

32 = 2.5 ⇥ 10�3 eV2, and normal
mass hierarchy (MH).

Signal Signal Beam CC Beam CC
True �CP Total ⌫µ ! ⌫e ⌫̄µ ! ⌫̄e ⌫e + ⌫̄e ⌫µ + ⌫̄µ NC

⌫-mode 0 454.6 346.3 3.8 72.2 1.8 30.5
⌫e sample �⇡/2 545.6 438.5 2.7 72.2 1.8 30.5

⌫̄-mode 0 129.2 16.1 71.0 28.4 0.4 13.3
⌫̄e sample �⇡/2 111.8 19.2 50.5 28.4 0.4 13.3

Beam CC Beam CC Beam CC ⌫µ ! ⌫e+
Total ⌫µ ⌫̄µ ⌫e + ⌫̄e ⌫̄µ ! ⌫̄e NC

⌫-mode ⌫µ sample 2612.2 2290.5 150.0 1.6 7.0 163.1

⌫̄-mode ⌫̄µ sample 1217.5 482.1 672.5 0.6 1.0 61.3

experiments(sin2(2✓13) = 0.085 ± 0.005) [21]. However, this uncertainty is correlated be-
tween ⌫ and ⌫̄ beam mode samples and its impact on the observation of a CP asymmetry
in T2K data is small.

As will be described in Sec. 4, the current systematic errors, if they are not improved,
will significantly reduce the sensitivity to CP violation with the T2K-II statistics. Any
improvement on the systematics would enhance physics potential. Here, we describe pro-
jected improvements.

Neutrino Flux The neutrino flux prediction [15] uncertainty is currently dominated by
uncertainties on the hadron interaction modelling in the target and surrounding materials
in the neutrino beamline and by the proton beam orbit measurement. These errors can
be represented as an absolute flux uncertainty relevant for neutrino cross section mea-
surements, and an extrapolation uncertainty which impacts oscillation measurements. At
the peak energy (⇠ 600 MeV), these are currently ⇠ 9% and ⇠ 0.3% , respectively. Fur-
ther improvement is expected with the incorporation of the T2K replica target data from
NA61/SHINE, improvements in the beam direction measurement, and improved usage of
the near detector measurements, to achieve ⇠ 6% uncertainty on the absolute flux.

Near Detector measurement Currently, detector-related systematic uncertainties of
⇠ 2% have been achieved in ⌫µ/⌫̄µ charged-current samples selected in ND280. Some
uncertainties, such as those related to reconstruction e�ciencies and backgrounds, may
be reduced by further e↵ort and development. By far the largest uncertainty, however,
arises from pion secondary interaction uncertainties, which may be reduced by external
measurements or by studying pion interactions within ND280 itself. With additional
data, we expect to reduce this uncertainty and achieve ⇠ 1% overall systematic error in
the ND280 samples.

Neutrino Interaction T2K has engaged in continuous development and improvement
of neutrino-nucleus interaction modelling [16, 17], including e↵ects arising from nucleon
correlations[18, 19] and final state interaction of hadrons within the target nucleus. These

4
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FIG. 111. Reconstructed neutrino energy distribution of the ⌫e candidate events. Left: neutrino beam

mode, right: anti-neutrino beam mode. Normal mass hierarchy with sin2 2✓13 = 0.1 and �CP = 0� is

assumed. Compositions of appearance signal, ⌫µ ! ⌫e and ⌫µ ! ⌫e, and background events originating

from (⌫µ + ⌫µ) and (⌫e + ⌫e) are shown separately.

TABLE XXIX. The expected number of ⌫e/⌫e candidate events and e�ciencies with respect to FCFV events.

Normal mass hierarchy with sin2 2✓13 = 0.1 and �CP = 0 are assumed. Background is categorized by the

flavor before oscillation.

signal BG
Total

⌫µ ! ⌫e ⌫µ ! ⌫e ⌫µ CC ⌫µ CC ⌫e CC ⌫e CC NC BG Total

⌫ mode
Events 2300 21 10 0 347 15 188 560 2880

E↵.(%) 63.6 47.3 0.1 0.0 24.5 12.6 1.4 1.6 —

⌫̄ mode
Events 289 1656 3 3 142 302 274 724 2669

E↵. (%) 45.0 70.8 0.03 0.02 13.5 30.8 1.6 1.6 —
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FIG. 112. Reconstructed neutrino energy distribution of the ⌫µ/⌫µ candidate events after oscillation. Left:

neutrino beam mode, right: anti-neutrino beam mode.

T2K-II Expression of Interest (10E21 POT for nu and 10E21 POT for anti-nu)

Hyper-K Design Report (7E21 POT for nu and 20E21 POT for anti-nu)

assuming δCP=0

MH unknown

MH known



T2K-II upgrades

In order to reach T2K-II physics goal 
there will be updates to the 
accelerator complex (from 400 kW to 
1.3 MW) 

Possible ND280 upgrades are also 
being investigate to improve angular 
acceptance and measurements of  
neutrino interactions on water 

SK loading with Gadolinium to tag 
neutrons distinguishing ν from �̅�

55

Near Detector Upgrade

• T2K steadily improves the systematic uncertainty. 
• ~18% (2011) → ~9% (2014) → ~6% (2016) → ~??% (2020) 

• Understanding of Neutrino Interactions is essential for future 
experiments (T2K-II and Hyper-K)

18
9

ND280Goal of the ND280 upgrade simulation
• People are welcome to joint the ND280 upgrade task force
• The final goal is the simulation of different possible configurations of ND280

• Implemented a GEANT4 framework with very simple configuration
• Start with a certain configuration, for example: 

- 2 side TPCs + target 

- Produce selection efficiencies 
- Constrain systematic parameters with BANFF 
- Propagate to Super-K and estimate new sensitivities with VALOR

2

ND280 (NOW) ND280 (Upgrade)

This is just an image, and the details are 
under discussions in the T2K collaboration.



Towards HyperKamiokande

The next steps for neutrino physics in Japan will be Hyper-
Kamiokande 

500 kiloton water Cherenkov detector using J-PARC 
neutrino beam (1.3 MW power)  

Start data taking in 2027 → definite measurement of  CP 
violation in the leptonic sector
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J-PARC Neutrino Beam 
• Very Intense Neutrino Beam for νμ→νe study. 

• Ref.: 28 events in T2K w/ 0.66E21 POT and (6 or 11) in NOvA w/ 0.27E21 POT 

8

Table 1: Number of events expected to be observed at the far detector for 10⇥1021 POT ⌫-
+ 10⇥1021 POT ⌫̄-mode with a 50% statistical improvement. Assumed relevant oscillation
parameters are: sin2 2✓13 = 0.085, sin2 ✓23 = 0.5, �m2

32 = 2.5 ⇥ 10�3 eV2, and normal
mass hierarchy (MH).

Signal Signal Beam CC Beam CC
True �CP Total ⌫µ ! ⌫e ⌫̄µ ! ⌫̄e ⌫e + ⌫̄e ⌫µ + ⌫̄µ NC

⌫-mode 0 454.6 346.3 3.8 72.2 1.8 30.5
⌫e sample �⇡/2 545.6 438.5 2.7 72.2 1.8 30.5

⌫̄-mode 0 129.2 16.1 71.0 28.4 0.4 13.3
⌫̄e sample �⇡/2 111.8 19.2 50.5 28.4 0.4 13.3

Beam CC Beam CC Beam CC ⌫µ ! ⌫e+
Total ⌫µ ⌫̄µ ⌫e + ⌫̄e ⌫̄µ ! ⌫̄e NC

⌫-mode ⌫µ sample 2612.2 2290.5 150.0 1.6 7.0 163.1

⌫̄-mode ⌫̄µ sample 1217.5 482.1 672.5 0.6 1.0 61.3

experiments(sin2(2✓13) = 0.085 ± 0.005) [21]. However, this uncertainty is correlated be-
tween ⌫ and ⌫̄ beam mode samples and its impact on the observation of a CP asymmetry
in T2K data is small.

As will be described in Sec. 4, the current systematic errors, if they are not improved,
will significantly reduce the sensitivity to CP violation with the T2K-II statistics. Any
improvement on the systematics would enhance physics potential. Here, we describe pro-
jected improvements.

Neutrino Flux The neutrino flux prediction [15] uncertainty is currently dominated by
uncertainties on the hadron interaction modelling in the target and surrounding materials
in the neutrino beamline and by the proton beam orbit measurement. These errors can
be represented as an absolute flux uncertainty relevant for neutrino cross section mea-
surements, and an extrapolation uncertainty which impacts oscillation measurements. At
the peak energy (⇠ 600 MeV), these are currently ⇠ 9% and ⇠ 0.3% , respectively. Fur-
ther improvement is expected with the incorporation of the T2K replica target data from
NA61/SHINE, improvements in the beam direction measurement, and improved usage of
the near detector measurements, to achieve ⇠ 6% uncertainty on the absolute flux.

Near Detector measurement Currently, detector-related systematic uncertainties of
⇠ 2% have been achieved in ⌫µ/⌫̄µ charged-current samples selected in ND280. Some
uncertainties, such as those related to reconstruction e�ciencies and backgrounds, may
be reduced by further e↵ort and development. By far the largest uncertainty, however,
arises from pion secondary interaction uncertainties, which may be reduced by external
measurements or by studying pion interactions within ND280 itself. With additional
data, we expect to reduce this uncertainty and achieve ⇠ 1% overall systematic error in
the ND280 samples.

Neutrino Interaction T2K has engaged in continuous development and improvement
of neutrino-nucleus interaction modelling [16, 17], including e↵ects arising from nucleon
correlations[18, 19] and final state interaction of hadrons within the target nucleus. These
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FIG. 111. Reconstructed neutrino energy distribution of the ⌫e candidate events. Left: neutrino beam

mode, right: anti-neutrino beam mode. Normal mass hierarchy with sin2 2✓13 = 0.1 and �CP = 0� is

assumed. Compositions of appearance signal, ⌫µ ! ⌫e and ⌫µ ! ⌫e, and background events originating

from (⌫µ + ⌫µ) and (⌫e + ⌫e) are shown separately.

TABLE XXIX. The expected number of ⌫e/⌫e candidate events and e�ciencies with respect to FCFV events.

Normal mass hierarchy with sin2 2✓13 = 0.1 and �CP = 0 are assumed. Background is categorized by the

flavor before oscillation.

signal BG
Total

⌫µ ! ⌫e ⌫µ ! ⌫e ⌫µ CC ⌫µ CC ⌫e CC ⌫e CC NC BG Total

⌫ mode
Events 2300 21 10 0 347 15 188 560 2880

E↵.(%) 63.6 47.3 0.1 0.0 24.5 12.6 1.4 1.6 —

⌫̄ mode
Events 289 1656 3 3 142 302 274 724 2669

E↵. (%) 45.0 70.8 0.03 0.02 13.5 30.8 1.6 1.6 —
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FIG. 112. Reconstructed neutrino energy distribution of the ⌫µ/⌫µ candidate events after oscillation. Left:

neutrino beam mode, right: anti-neutrino beam mode.
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assuming δCP=0

CP Violation

9

value of 7.3σ. These significances were calculated using a
test statistic having fixed values for θ23 and δCP. For any
values for these parameters, consistent with their present
uncertainties, the significance remains above 7σ.
As the precision of this measurement increases, the

uncertainty from other oscillation parameters becomes
increasingly important. The uncertainties on θ23 and
Δm2

32 are taken into account in the fit by adding a Lconst
term and marginalizing the likelihood over θ23 and Δm2

32.
The Lconst term is the likelihood as a function of sin2θ23 and
Δm2

32, obtained from the T2K νμ disappearance measure-
ment [30]. The value of δCP and the hierarchy are held
fixed in the fit. Performing the fit for all values of δCP,
the allowed 68% and 90% C.L. regions for sin22θ13 are
obtained as shown in Fig. 5. For δCP ¼ 0 and normal
(inverted) hierarchy case, the best-fit value with a 68% C.L.
is sin22θ13 ¼ 0.136þ0.044

−0.033 (0.166þ0.051
−0.042). With the current

statistics, the correlation between the νμ disappearance and
νe appearance measurements in T2K is negligibly small.
Constraints on δCP are obtained by combining our results

with the θ13 value measured by reactor experiments. The
additional likelihood constraint term on sin22θ13 is defined
as expf−ðsin22θ13 − 0.098Þ2=½2ð0.0132Þ&g, where 0.098
and 0.013 are the averaged value and the error of sin22θ13
from PDG2012 [9]. The −2Δ ln L curve as a function of
δCP is shown in Fig. 6, where the likelihood is marginalized
over sin22θ13, sin2θ23, and Δm2

32. The combined T2K and
reactor measurements prefer δCP ¼ −π=2. The 90% C.L.
limits shown in Fig. 6 are evaluated by using the Feldman-
Cousins method [31] in order to extract the excluded
region. The data exclude δCP between 0.19π and 0.80π
(−π and−0.97π, and−0.04π and π) with normal (inverted)
hierarchy at 90% C.L.
The maximum value of −2Δ ln L is 3.38 (5.76) at

δCP ¼ π=2 for the normal (inverted) hierarchy case. This
value is compared with a large number of toy MC experi-
ments, generated assuming δCP ¼ −π=2, sin22θ13 ¼ 0.1,

sin2θ23 ¼ 0.5, and Δm2
32 ¼ 2.4 × 10−3 eV2. The MC aver-

aged value of −2Δ ln L at δCP ¼ π=2 is 2.20 (4.10) for the
normal (inverted) hierarchy case, and the probability of
obtaining a value greater or equal to the observed value is
34.1% (33.4%). With the same MC settings, the expected
90% C.L. exclusion region is evaluated to be between
0.35π and 0.63π (0.09π and 0.90π) radians for the normal
(inverted) hierarchy case.
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Following the procedure of Feldman and Cousins [45], we
determine confidence intervals by inspecting the range
of likelihood ratios observed in pseudoexperiments.
Uncertainties in signal and background predictions, in
the solar oscillation parameters, and in the atmospheric
mass splitting [46] are included in the generation of these
pseudoexperiments, while sin2θ23 is fixed at 0.5. The data
selected by the primary selector are compatible with three-
flavor oscillations at the reactor value of θ13. The number of
events selected by the secondary selector favors a higher
value of sin2 2θ13 for sin2 θ23 fixed at 0.5, or, alternatively,
a higher value of sin2 θ23 for sin2 2θ13 constrained to the
reactor measurement.
Figure 4 shows the compatibility between the observa-

tion and the number of events expected as a function of
the mass hierarchy and δCP if we additionally assume the
reactor constraint of sin22θ13 ¼ 0.086" 0.005 [1]. The
maximal mixing constraint is also removed, and uncer-
tainty in sin2 θ23 is included in the generation of the
pseudoexperiments [46]. For each value of δCP and choice
of hierarchy we compute the likelihood ratio to the best-fit
parameters and show the fraction of pseudoexperiments
which have a larger or equal likelihood ratio, converted into
a significance. The discontinuities are due to the discrete set
of possible event counts. The range of 0.1π < δCP < 0.5π
in the IH is disfavored at the 90% C.L. The number of
events selected by the secondary analysis is larger than the
number of events expected given the range of oscillation
parameters favored in global fits [47], but 13% of pseu-
doexperiments generated at the NOvA best fit find at least
as many events as observed in the data. With the secondary
selector all values of δCP in the IH are disfavored at greater
than 90% C.L. The range of 0.25π < δCP < 0.95π in the
NH is disfavored at the 90% C.L.
In conclusion, with an exposure of 2.74 × 1020 POT,

NOvA observes 6 νe -like events in the FD, with a
background prediction of 0.99" 0.11ðsystÞ. The 3.3σ

excess of events above background disfavors 0.1π < δCP <
0.5π in the inverted mass hierarchy at the 90% C.L.
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Figure 2: Sensitivity to CP violation as a function of true �CP for the full T2K-II exposure
of 20 ⇥ 1021 POT with a 50% improvement in the e↵ective statistics, a reduction of the
systematic uncertainties to 2/3 of their current size, and assuming that the true MH is
the normal MH.

is 2/3 its current size. Whether an near detector upgrade is needed to achieve this goals
will be investigated in one year time scale.

4 Expected Physics Outcomes

CP violation and precise determination of �m2
32 and sin2 ✓23

We assume that the full T2K-II exposure is 20 ⇥ 1021 POT taken equally in ⌫-mode
and ⌫̄-mode. Further optimization of the running ratio between ⌫-mode and ⌫̄-mode will
be pursued in the future. Sensitivities were initially calculated with the current T2K (2016
oscillation analysis) event rates and systematics, and the e↵ect of the enhancements from
beam line and analysis improvements was implemented by a simple scaling. Assumed
relevant oscillation parameters are: sin2 2✓13 = 0.085, sin2 ✓23 = 0.5, �m2

32 = 2.5 ⇥ 10�3

eV2, and normal mass hierarchy (MH). Cases for the current 90% C.L. edges of sin2 ✓23
i.e. 0.43 and 0.6 are also studied.

The sensitivity to CP violation (��2 for resolving sin �CP 6= 0) plotted as a function of
true �CP is given in Fig. 2 for the full T2K-II exposure with a 50% statistical improvement
and a reduction of the systematic uncertainties to 2/3 of its current magnitude. When cal-
culating sensitivities, the values of sin2 ✓23, �m2

32, and �CP are assumed to be constrained
by the T2K-II data only, while sin2 2✓13 is constrained by sin2 2✓13 = 0.085 ± 0.005 [21].
Several experiments (JUNO, NOvA, ORCA, PINGU) are expected or plan to determine
the mass hierarchy before or during the proposed period of T2K-II[22, 23, 24, 25]. Hence
both MH-unknown and -known cases are shown in Fig. 2. The fractional region for which
sin �CP = 0 can be excluded at the 99% (3�) C.L. is 49% (36%) of possible true values
of �CP assuming the improved systematic errors and that the MH has been determined
by an outside experiment. If systematic errors are eliminated completely, the fractional
region where CPV can be resolved by 99% (3�) becomes 51% (43%).

The expected evolution of the sensitivity to CP violation (��2 for resolving sin �CP 6=
0) as a function of POT assuming that the T2K-II data is taken in roughly equal alternating
periods of ⌫-mode and ⌫̄-mode (with true normal MH and �CP = �⇡/2) is given in Fig. 3.
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are almost the same. CP violation in the lepton sector can be observed with more than 3(5) �

significance for 78(62)% of the possible values of �CP .

Figure 121 shows the 68% CL uncertainty of �CP as a function of the integrated beam power.

The value of �CP can be determined with an uncertainty of 7.2� for �CP = 0� or 180�, and 21� for

�CP = ±90�.

As the nominal value we use sin2 ✓
23

= 0.5, but the sensitivity to CP violation depends on the

value of ✓
23

. Figure 122 shows the fraction of �CP for which sin �CP = 0 is excluded with more

than 3 � and 5 � of significance as a function of the true value of sin2 ✓
23

with the 90% CL sin2 ✓
23

range measured by T2K collaboration [22].

Table XXXII shows a comparison of several configurations for CP violation sensitivities.
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Conclusions

T2K is the leading long baseline neutrino oscillation experiment 

First observation of  (electron) neutrino appearance and 
measurement of  θ13 

Best measurement of  atmospheric mixing angle θ23   

Hints of  CP violation in the leptonic sector → look forward 
for new results at Neutrino 

Many nice measurements with the Near Detector 

It has been very exciting to be part of  it! 

And it will still be 

In the next 10 years we expect to increase by a factor of  20 
the effective statistics 

Have >3 sigma sensitivity to δCP 

Open the way to the next generation → HyperKamiokande
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Merci! 
Grazie! 
Thanks! 
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ν  O S C I L L AT I O N S  AT  T 2 K

• θ23 dependence of leading term: “octant” dependence (θ23=/>/<45°?) 
• CP odd phase δ: asymmetry of probabilities P(νµ→νe) ≠ P(νµ→νe) if sin δ ≠ 0 
• Matter effect  through x:  νe (νe) enhanced in normal (inverted) hierarchy
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• Precision measurement of 2θ23.  

• CPT tests with antineutrino mode ( νµ→νµ )
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Figure 26: Measured �‰2 distributions with the full Run 1-6 data set. Both normal (black) and inverted (red) hierarchies are
shown. The constant �‰2 method is used. Both normal and inverted hierarchy �‰2 distributions are shifted with respect to
the same global minimum. All the oscillation parameters which are not parameters of interest are marginalised using the prior
distributions shown in table 22. The measured �‰2 distribution as a function of sin2 ◊13 is compared with the value given by
the global analysis of the reactor measurements, sin2 ◊13 = 0.0219 ± 0.0012 [71], shown by the yellow bar.

the compatibility of neutrino and antineutrino mode data. The result is mainly driven by the excess of963

the observed number of events in e-like neutrino mode sample compared to what is expected. Though the964

significance given by the antineutrino mode samples is still low, also given by the fact that sin2 ◊
23

is not965

constrained by the antineutrino mode µ-like sample as much as by the neutrino mode µ-like sample, it is966

interesting to note that the antineutrino data also prefer a value of ”CP close to ≠fi/2.967

In fig. 28 the ‰2 distributions as a function of ”CP is obtained by performing a rate-only analysis; instead968

of using the shape information of the Ereco vs ◊l spectra, the total number of events of each sample is fitted,969

reducing the Ereco vs ◊l template to 1 bin. Then the best-fit value of ”CP is -1.602 closer to ≠fi/2 with970
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Figure 27: Measured �‰2 distributions with the full Run 1-6 data set as a function of ”
CP

with reactor constraint independently
for only neutrino and antineutrino mode data. Both normal (black) and inverted (red) hierarchies are shown. The constant �‰2

method is used. Both normal and inverted hierarchy �‰2 distributions are shifted with respect to the same global minimum,
independently for the neutrino and antineutrino mode data. All the oscillation parameters which are not parameters of interest
are marginalised using the prior distributions shown in table 22.

respect to the case where the shape information is used.971
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Figure 28: Measured �‰2 distributions with a rate-only analysis using the full Run 1-6 data set as a function of ”
CP

with reactor
constraint. Both normal (black) and inverted (red) hierarchies are shown. The constant �‰2 method is used. Both normal and
inverted hierarchy �‰2 distributions are shifted with respect to the same global minimum. All the oscillation parameters which
are not parameters of interest are marginalised using the prior distributions shown in table 22.

In table 30 the best-fit values as well as the 1‡ ranges for each oscillation parameter are shown, for972

both normal and inverted hierarchy. The 1‡ ranges are extracted for each oscillation parameter from the973

1-dimensional �‰2 distributions shown in fig. 26, where one oscillation parameter is free and all the other974

oscillation as well as the systematic parameters are marginalised. The mass hierarchy is minimized: for both975

normal and inverted hierarchy the 1‡ ranges are calculated with respect to the same global minimum. Since976

this approach is not entirely correct and there does not exist any procedure to set more reliable confidence977

intervals which does not consist of toy MC studies (see section 4.5), the advice to the reader is to give more978

importance to the di�erence in ‰2

marg between normal and inverted hierarchies in the respective best-fit979

points, instead of the 1‡ ranges of inverted hierarchy, which are smaller by construction. It is also worth to980

notice that the 1‡ ranges for normal hierarchy (best-fit) are set correctly with the constant �‰2 method in981

the gaussian approximation.982

The best-fit spectra, shown in fig. 29 are computed as described in section 4.3 and are compared to the983

unoscillated nominal spectra. For e-like samples, where 2-dimensional templates are used, the projection984

onto the reconstructed neutrino energy axis is shown. All the systematic and oscillation parameters are985
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NOVA results
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First νe appearance result
•  Two νe CC event selectors

–  EM shower likelihood based – LID
–  Library Event Matching - LEM
–  Observe 6 LID, 11 LEM on BG of 1

•  3.3 σ (LID), 5.3 σ (LEM)
–  All LID events are in LEM

•  7.8% P-value for this combination  
given expected overlap

•  Significance of NOvA result  
vs. Mass Hierarchy and δCP
–  Use reactor θ13 constraint
–  Marginalize over θ23, other unknowns
–  Hint in favor of Normal  

Hierarchy and δCP~3π/2

6/20/16P. Shanahan | NOvA Update - Fermilab PAC16

Phys. Rev. Lett. 116, 151806



NOVA status
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Additional νe Improvements
•  Move from counting experiment 

to fit in bins of Eν and CVN
•  Improved of Near Detector 

for Far Detector Prediction
•  Improved energy resolution

6/20/16 P. Shanahan | NOvA Update - Fermilab PAC29

Far Detector Prediction  
vs. MH, δCP, sin2(θ23)

Expected events at Neutrino
→ increased efficiency by 40%

MH sensitivity at the end of the data taking
(with old efficiencies)

Stably running at 400-500 kW, already 
collected 17% of their POT goal
Will probably run anti-neutrino 

starting from next year


