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O U T L I N E

• Introduction to VERITAS 

• Highlights from recent results 

• LIV studies in VERITAS



• Located at south of Tucson, Arizona, USA 

• Full operation since 2007.  

• Collaboration of ~100 scientist from ~ 20 institutions from 4 countries. 

• 4 X 12 m Davies-Cotton type telescopes. 

• Camera composed of 499 PMTs.

V E RY  E N E R G E T I C  R A D I AT I O N  I M A G I N G  T E L E S C O P E  A R R AY  S Y S T E M
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V E R I TA S  U P G R A D E S

• Move of T1 in Summer 2009 

• Optimal array configuration with 
increased sensitivity 

• Telescope-Level trigger upgrade in  Fall 2011 

• Moved to FPGA based trigger system 

• Narrower coincidence window 

• Camera upgrade in Summer 2012 

• Higher QE PMTs 

• Lower energy threshold.
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VERITAS Upgrades
• Move of T1 in Summer 2009

x Optimal array configuration

x Increased sensitivity

• Telescope-level trigger in Fall 2011
x Faster, FPGA-based system

x Narrower time window for showers

• Camera upgrade in Summer 2012

x Higher QE PMTs

x Lowered Energy Threshold 

x 120 GeV -> 85 GeV

T4

T1

T3

T2

Old T1 position

28 Chapter 3 — The VERITAS Experiment

Figure 3.1: Top: The old array configuration. Bottom: The new array configuration, with
T1 (foreground) in its new position. Image credit: VERITAS Collaboration.

Telescope 1) was constructed in the lower yard of the basecamp, and Telescopes 2, 3, and 4
followed. Given that the basecamp was not part of the original design plan, the telescopes
were installed where there was space to put them, as opposed to being installed in ideal
locations.

3.1 Anatomy of a VERITAS Telescope
Each VERITAS telescope is functionally identical and made up of five major components
indicated in Figure 3.3:

• Positioner: For telescope pointing.

• Reflector / Dish: The mirrors of the telescope.

• Optical Support Structure (OSS): Supports the reflector.

• Camera box: Contains the telescope focal plane instrumentation.



P E R F O R M A N C E

• Energy Range: 85 GeV to 30 TeV 

• Energy Resolution: 15~25% 

• Angular Resolution 0.08 deg @ 1 
TeV 

• Sensitivity 1% Crab in 25 hr 

• Systematic Errors: 

• Flux ~20%  Index ~0.1 

• Bright moonlight programs using 
reduced HV or moon filter adding 
extra 300 hr per year of observation.
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VERITAS Performance
• Energy Range: ~85 GeV to ~30 TeV

• Energy Resolution: 15-25%

• Angular Resolution: ~0.08 deg @ 1 TeV

• FOV: 3.5 degrees

• Effective Area: ~10,000 m2

• Sensitivity: ~1% Crab in 25 hours
x Crab is brightest source and standard candle

• Systematic Errors: 
x Flux ~20% Index ~0.1



S C I E N C E  P R O G R A M S

• Extra galactic science 

• Active Galactic Nuclei (mostly Blazar) 

• Extragalactic background light (EBL), intergalactic magnetic field (IGMF)  

• Galactic science  

• Galatic centre 

• CR acceleration: SNR, PWN 

• Pulsar  

• Binaries 

• Dark Matter and astro-particle physics 

• Dark Matter: Galactic centre, dwarf galaxies 

• Direct measurement of cosmic rays. 

• Cosmic ray electrons 

• Primordial black hole searches 

• Follow up programs 

• GRBs 

• ICECUBE, LIGO,  HAWK  
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VERITAS source catalogue

J. Holder & tevcat.uchicago.edu

58 sources

IC 443 SNR
• Remnant of core-collapse SN, evolving in inhomogeneous 

environment 
x varying amounts of target material!

• Distance 1.5 kpc, Age uncertain, 3-30 kyrs

• VERITAS emission anti-correlates with thermal X-rays
x Suggests emission dominated by CRs interacting with gas in 

contact with shock front – dense clouds absorb X-rays.

VERITAS - ICRC 2015
3, 6, 9 s contours WISE – 22, 12, 4.6 mmXMM 0.3-1.4 keV

Fermi –LAT w/ VERITAS Contours
ICRC 2015 3, 6, 9, 12 s

Cosmic Ray Electrons

• 296 hours after T1 move

• Spectral break at 710 +/- 40 GeV
• Spectral index -3.2 -> -4.1
• Statistical uncertainty ~0.1
• systematic uncertainty ~20%

• Consistent with other experiments

IC 443 SNR

Cosmic ray electron spectrum



IGMF Constraints from Blazars

• IGMF: Inter-galactic magnetic field
x Extremely weak magnetic field: 10-19 – 10-9 G
x Possibly primordial origin
x Early universe models have IGMF formation prior 

to CMB
x Better understanding of Cosmic Ray propagation

• High-energy gamma rays pair produce with 
low-energy photons (EBL)
x e+/e- pairs will be deflected by IGMF
x gamma rays are produced by inverse Compton with 

EBL
x VERITAS did study looking for extended emission 

‘halo’ around blazars

H I G H L I G H T  F R O M  R E C E N T  
R E S U LT S  —  
I N T E R - G A L A C T I C  M A G N E T I C  
F I E L D  C O N S T R A I N T S

• Inter-galactic magnetic field (IGMF): 

• Very week magnetic field:10-19  -10-9 G 

• Affects large-scale structure 
formation 

• Potential primordial origin —> early 
universe cosmology 

• IGMF imprint on high-energy γ-ray 

• γ-ray pair produce with EBL 

• e+e-  deflected by IGMF 

• A broadened angular profile from 
extra galactic point sources ( B > 
10-16 G). 
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H I G H L I G H T  F R O M  R E C E N T  R E S U LT S  —  
I N T E R - G A L A C T I C  M A G N E T I C  F I E L D  C O N S T R A I N T S

• Seven blazars studied for evidence of angular extension due to IGMF. 
• Fit simulation and observation with hyperbolic secant function. 
• Total Emission = (1 -fc)* primary emission + fc*cascade emission 
• Halo test for 1ES1218+304 used to constrain IGMF  around 10-14 G.

8

of merit ( ) ( )s s= - +s w wdata sim data
2

sim
2 , shown in the final

column of Table 2.

7.1. Limits on the IGMF Strength

The projected sensitivity to broadening of the source angular
distribution due to a cascade emission component hinges
heavily on the intrinsic spectrum of the source. Based on the
cascade simulations, the predicted cascade fraction ( fc; ratio of
cascade emission to total emission) must be 10% to produce
an angular broadening that exceeds the statistical and
systematic uncertainties on the widths in the data sets studied
here. Evidence for an intrinsic cutoff below several TeV leads
to a predicted fc of less than 1% for all sources but the extreme-
HBLs 1ES0229+200 and 1ES1218+304. The source 1ES
0229+200, although not showing evidence of an intrinsic
cutoff, has the softest spectral index of the sources studied, at

2.025±0.150 in the HE range(Ackermann et al. 2015),
which also results in a low predicted value of fc. For 1ES 1218
+304, the predicted fc is 10%–25% for the range of magnetic
fields considered, as shown in Figure 4. Consequently, of all
the sources studied, only 1ES 1218+304 is used to place
constraints on the IGMF strength. While a stacked analysis of
all sources at similar redshifts was feasible, the combined limit
would be entirely dominated by the contributions of 1ES 1218
+304. Hence, a stacked analysis was not attempted.
However, several uncertainties on the predicted cascade

emission remain, and their impact must be examined when
deriving a limit on the IGMF strength.

1. Intrinsic cutoff; a cutoff at energies above the highest
energy VERITAS spectral point cannot be excluded.
Limits on the IGMF strength were derived assuming an
exponential cutoff in the intrinsic spectrum at several
energies: EC = 5, 10, and 20 TeV.

Figure 1. Comparison between the angular profiles of Mrk501 and 1ES1218+304 and their simulated counterparts. The results of a χ2 probability test are shown in
Table 1 for all sources.

Figure 2. Fitted θ2 distribution for 1ES 1218+304 and its simulated counterpart.
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does not rule out the IGMF range suggested by the claimed
detection of Chen et al. (2015).

Varying the assumptions on the intrinsic spectrum of the
source, namely the spectral index and the high-energy cutoff,
substantially alters the extracted limits on fc. Softening the

assumed intrinsic spectral index by 0.2 or decreasing the
energy of the exponential cutoff from 10 to 5 TeV resulted in
limits on fc falling above the predicted cascade fraction. In
these cases, the IGMF strength is not constrained. The assumed
shape of the cutoff impacts the constraints as well: assuming a
super exponential cutoff power law exp( ( )- gE EC ) will
produce stronger constraints for 0<γ<1 (softer cutoff)
and weaker constraints for γ>1 (sharper cutoff) than for the
assumed exponential cutoff power law (γ = 1). Finally, the
EBL model assumed when simulating the cascade process
affects the limits. It was observed that using the model of
Gilmore et al. (2012) in the cascade simulations produced a
broader IGMF exclusion region than using the model of
Franceschini et al. (2008).
As the cascade emission is time delayed by years for the

IGMF strengths considered here, the flux variability of the
source over its lifetime will impact the limits on the IGMF

Figure 4. The 95% CL upper limits on the cascade fraction fc as a function of IGMF strength, for different assumptions about the intrinsic spectrum of 1ES1218+304
and for two different EBL models.

Table 3
The 95% Confidence Level Exclusion Ranges on the IGMF Strength for each

Set of Model Assumptions

Γ EC (TeV) EBL Model IGMF Excluded (G)

1.660 10 Gilmore2012 (fid) 5.5×10−15–7.4×10−14

1.460 10 Gilmore2012 (fid) 4.5×10−15–1.0×10−13

1.860 10 Gilmore2012 (fid) non-constraining
1.660 5 Gilmore2012 (fid) non-constraining
1.660 20 Gilmore2012 (fid) 5.4×10−15–1.0×10−13

1.660 10 Francheschini2008 9.1×10−15–5.6×10−14

8

The Astrophysical Journal, 835:288 (12pp), 2017 February 1 Archambault et al.

8TAUP 2017

AGN as probes: IGMF
• Seven blazars studied for evidence of 

angular extension due to cascade emission
• No evidence of cascade found 
➡ IGMF strength of ~10-14G excluded 

at 95% confidence.

ApJ 835, 288 (2017)

2. Spectral variability; the assumed value of the intrinsic
spectral index of 1ES 1218+304, Γ = 1.660(Ackermann
et al. 2015) is measured from the full Fermi-LAT data set.
However, this does not account for any spectral
variability that occurred either within this data set or
over the lifetime of the blazar (this is relevant as the
cascade emission can, for a high IGMF strength,
experience a time delay longer than the time for which
VERITAS has been operating). The dependence of the
IGMF limits on Γ was tested by assuming Γ = 1.460 and
Γ = 1.860, while fixing the cutoff energy to 10 TeV.

3. EBL model; the development of the cascade depends on
the photon density predicted by the input EBL model.
Limits on the IGMF strength were nominally derived
assuming the fiducial model of Gilmore et al. (2012). To
estimate the sensitivity of the IGMF constraints to the
EBL model, limits were also derived with the model of
Franceschini et al. (2008), while keeping Γ = 1.660 and
EC = 10 TeV fixed. These models were selected for their
consistency with the EBL measurement of Biteau &
Williams (2015).

For each assumed IGMF strength and set of model
assumptions, a function describing the total (cascade and
primary) emission was produced for 100 values of fc between 0
and 1. The θ2 function for the cascade emission was derived by
convolving the simulated cascade emission’s θ2 distribution
with the PSF measured from the simulated point source for 1ES
1218+304. The total emission for a given fc is described by

( ) [( )
] ( )

q = - ´
+ ´

f
f

total emission 1 primary emission
cascade emission , 2

c

c

2

where the function describing the primary emission is again
taken from the simulated point source for 1ES1218+304. For
each value of fc, an angular distribution for the total emission
was simulated with ∼1 million events (matching the number of
events for the simulated point source). The distributions were
then fit with Equation (1).

The left panel of Figure 3 shows the widths extracted from
the fits versus fc for an IGMF strength of B=10−13 G,
assuming the Gilmore 2012 fiducial model, Γ = 1.660 and
EC = 10 TeV. The uncertainty bands are given by the
uncertainties on the simulated width shown in Table 2, added
in quadrature with the statistical uncertainty sstat

data. The
measured width wdata for 1ES1218+304 is shown by the

black vertical line. The red dashed horizontal line shows the
upper limit on the cascade fraction; values of fc above this line
are excluded at the 95% CL.
For each set of model assumptions, the 95% CL upper limit

on fc as a function of IGMF strength was compared against the
predicted cascade fraction obtained from the cascade simula-
tions. The results are shown in Figure 4. IGMF strengths for
which the upper limit falls below the predicted fc are excluded
at the 95% CL. The exclusion ranges on the IGMF strength for
each set of model assumptions are summarized in Table 3.

7.2. Limits on the Flux from Extended Emission

Upper limits on the integrated flux between 160 GeV and
1 TeV from angularly broadened emission are set for all
sources. The bulk of the primary emission is expected to fall in
the range θ2 = 0.00–0.01deg2, thus excess counts due to
angularly broadened emission were calculated from the
difference ò òq q-data

2
sim
2 within the integration range

θ2 = 0.01–0.24deg2. The integration range was chosen to
match the ranges used in similar calculations performed by
Abramowski et al. (2014) and Aleksic et al. (2010). Upper
limits on the number of gamma-ray events due to angularly
broadened emission are calculated using the frequentist method
of Rolke(Rolke et al. 2005), and translated into an upper limit
on the rate by dividing by the deadtime-corrected expo-
sure time.
Translating the upper limit on the rate into an upper limit on

the integrated flux requires an assumption about the spectral
index of the angularly broadened emission. A spectral index (Γ
+2)/2 was assumed, accounting for a slight softening of the
cascade emission compared to the primary emission as inverse-
Compton scattering proceeds in the Thompson limit. The
resulting 95% CL upper limits on the integrated flux due to
angularly broadened emission for an energy range between
160 GeV and 1 TeV are shown in Table 4.

8. Discussion and Conclusions

A search for source extension due to cascade emission
broadened by the IGMF was performed with VERITAS
observations of seven blazars. No indication of angularly
broadened emission was observed. Limits were set on the
fraction of the total emission due to cascade emission ( fc) for
the blazar with the largest predicted cascade fraction, 1ES1218
+304. IGMF strengths between 10−16 and 10−13 G, and an
IGMF coherence length of 1 Mpc were assumed. Exclusion
regions on the IGMF strength were determined under different
sets of assumptions about the source intrinsic spectrum and the
EBL intensity. For a nominal set of assumptions (spectral index
Γ = 1.660 and cutoff energy EC = 10 TeV for 1ES 1218+304,
EBL model of Gilmore et al. 2012), an IGMF strength of
5.5×10−15 G–7.4×10−14 G can be excluded at the 95% CL.
This shows a similar sensitivity to measurements from other
instruments, as well as complementarity to previous results.
Namely, H.E.S.S. ruled out an IGMF strength in the range
(0.3–3)×10−15 G at the 99% CL, using observations of PKS
2155-304 and slightly different model assumptions but
otherwise similar methodology(Abramowski et al. 2014).
Taken together, the H.E.S.S. and VERITAS constraints rule
out an IGMF strength falling in much of the range between
10−16 and 10−13 G. The VERITAS exclusion region, however,

Figure 3. The dependence of the width of the simulated angular distribution on
the cascade fraction fc for 1ES 1218+304. This is compared against the width
of the angular distribution measured in data, wdata.
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H I G H L I G H T  F R O M  
R E C E N T  R E S U LT S  —  
C O S M I C  R AY  I R O N  
S P E C T R U M

• Direct Cherenkov light technique  
• Cherenkov light from primary 

particle — very concentrated. 
• Intensity scale with Z2 

• Can use to identify heavy nuclei 

• Template method used to identify 
DC showers. 

• Better sensitivity for high energy 
events. 

• Result feed into Random Forest for 
event classification.
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(a) Integrated charge per pixel. (b) Best-fit image template. (c) DC quality factor for the simulated
image.

Figure 2. Simulated 121 TeV iron shower image in one of the VERITAS telescopes. There is a visible contribution from DC
light. Gray star: true shower direction. Pink star: shower direction reconstructed by the moment analysis. Yellow star: shower
direction reconstructed by the template analysis. The white pixels do not contain a significant amount of signal on top of the
pedestal.

ergy reconstruction, a search for the DC pixel candidate549

is conducted over a region of the camera which fulfills the550

following requirements, similar to those used in [24, 25]:551

Distance to the reconstructed direction less than 0.45¶,552

distance to the image centroid between 0.17¶ and 1.2¶,553

distance to the axis connecting the centroid to the recon-554

structed direction less than 0.2¶.555

The same search is conducted in the best-fit template556

image. Only images in which the DC pixel candidate in557

the recorded image is the same as the one in the template558

are kept. This has the advantage of cutting down on559

false positives due to statistical fluctuations, as well as560

removing badly reconstructed events. Figure 2 shows a561

simulated iron image with a noticeable DC contribution,562

the best-fit template image, and the value of qDC for each563

pixel.564

The contribution of DC light to the total charge in565

pixel i can be estimated as566

qDC,i = qi ≠ ÈqÍneighbors,i . (10)

This may under-estimate the DC light in cases where567

the DC contribution is split over more than one pixel.568

Only DC pixel candidates with a DC contribution of at569

least 400 d.c. are kept.570

Following [41] and neglecting the dependence on �h,571

the reconstructed charge in arbitrary units can be defined572

as573

Zreco =
Ô

qDC · D

sin �dir
DC

, (11)

where D is the impact distance (distance between shower574

core and telescope) and �dir
DC is the angle between the575

reconstructed direction of the primary and the DC can-576

didate pixel.577

For events containing more than one image with a DC578

candidate pixel, an average over all contributing cam-579

eras, ÈZrecoÍ, is used instead. The reconstructed charge580

defined in this way has quite a broad distribution even581

for iron showers due to the aforementioned issues with582

over-subtraction of DC light as well as the neglected �h583

dependence. It is not suitable as a signal/background584

separator by itself, but may be used as an input for a585

multi-variate classifier.586

It must be noted that not all images of iron showers587

contain a visible contribution from DC light. This can588

be seen from the examples in Fig. 1. For showers with589

a small impact distance, the DC light is emitted very590

high up, in thin air, and hence with lower intensity than591

for larger impact distances. Also, the centroid of the592

shower image and the DC light tend to overlap, making593

it hard to separate the two contributions. On the other594

hand, the DC light pool on the ground has a radius of595

about 140 m for the VERITAS site. Showers with larger596

impact distances may be observed in the camera, but597

their images will not have a contribution from DC light.598

In this study, only showers with impact distances from599

40 m to 140 m were considered in the search for DC pixels.600

Additionally, due to the finite optical PSF of the in-601

strument, there may be some ‘leakage’ of DC light into602

one or more of the neighboring pixels. In the most ex-603

treme cases, the DC light can be spread equally over a604

cluster of three connecting pixels. In that case, the DC605

contribution cannot be found at all by the simple algo-606

rithm employed in this study.607

Direct Cherenkov Technique
• Cherenkov showers from secondary particles
• Direct Cherenkov (DC) light from the primary 

particle – very concentrated
• Light intensity ~ Z2

• Ability to identify heavy nuclei (i.e. Iron) 
• Template method used to identify DC showers

x Shower images compared to simulations



H I G H L I G H T  F R O M  R E C E N T  R E S U LT S  —  
C O S M I C  R AY  I R O N  S P E C T R U M

• Measurement consistent with other experiment (IACTs, balloons) 

• Extend spectrum up to 500 TeV.
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Cosmic Ray Iron Nuclei

• Measurements consistent with other experiments (other IACTs, balloons)
• Extension of spectrum up to 500 TeV



L I V  S T U D I E S  I N  V E R I TA S
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C R A B  P U L S A R

• Pulsing at mili-second time scale; 
compensating for lack of distance.  

• Pros: 

• Statistics can be accumulated 
overtime.  

• Intrinsic effect can be distinguished 

• Challenges: 

• Large background (PWN emission + 
hadronic showers). 

• VERITAS has accumulated ~ 300 hr of 
quality data on the Crab.
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2. Since the timing of the Crab Pulsar is widely studied
throughout the electromagnetic spectrum, energy
delays due to propagation effects can be more easily
distinguished from intrinsic effects.

2 Data Selection and Timing Analysis
VERITAS (Very Energetic Radiation Imaging Telescope
Array System) is an array of four IACTs (imaging atmo-
spheric Cherenkov telescopes) located at the Fred Lawrence
Whipple Observatory (FLWO) in southern Arizona (31 40N,
110 57W, 1.3 km a.s.l.) [6]. VERITAS collected 107 hours
of low zenith angle observations on the Crab from the start
of four-telescope operations in 2007 through 2011. Data
quality selection requires a clear atmospheric conditions,
based on infrared sky temperature measurements and nom-
inal hardware operation. Event selection that was applied
to the data was optimized a priori by assuming a power-
law spectrum with an index of -4.0 and a normalization of
a few percent of the Crab at 100 GeV [4]. Data reduction
followed the standard methods, yielding consistent results
with two analysis packages [7].

The Jordell Bank timing ephemeris was used to obtain
the timing parameters for the pulsar analysis [8]. Barycen-
tering was done with two custom codes and with tempo2
[9]. Applying the H-test [10] to this data set yields a H val-
ue of 50, corresponding to a 6.0s significance [4]. Defin-
ing the significance for pre-chosen ON and OFF regions of
the pulse profile according to Li & Ma [11] gives a 8.8s
significance [4]. An unbinned maximum-likelihood fit de-
termined the positions of P1 and P2 to be -0.0023±0.0020
and 0.0398±0.002, respectively. The ratio of the number of
pulsed events in P2 over the number of pulsed events in P1
is 2.4±0.6 [4]. The pulse profiles measured by VERITAS
and the Fermi-LAT is shown in Figure 2.

Fig. 2: Pulse profile of the Crab pulsar at g-ray energies
with VERITAS. All quality data between 2007 and 2011
is included, the exact data set used for [4]. The Fermi-
LAT pulse profile is also shown below the VERITAS pulse
profile).

3 Methodology and Results
3.1 Peak Timing Comparison
The pulse profile of the VERITAS data above 120 GeV is
compared to the pulse profile of the Fermi-LAT data above
100 MeV. If the same timing solutions are used for both
data sets, then the peak positions agree within statistical
uncertainty. This indicates no measurable violations of

Lorentz invariance, so a lower limit on EQGn is therefore
calculated, using Equations 2 and 3. The 95% confidence
upper limit on the timing of the peaks is calculated to be less
than 100 µs. The limits of the linear LIV term is therefore:

EQG1 >
dDE

c0Dt95%
=

2kpc⇤120GeV
3⇥108m/s⇤100µs

⇠ 3⇥1017GeV

(4)

3.2 Dispersion Cancellation
The method described in the previous section relies on bin-
ning the data in both energy and in pulsar phase. Techniques
involving binning always involve a loss of information. Ad-
ditionally, binning in energy is not ideal because of the vari-
ations of the pulse period within the energy bins due to pul-
sar spin-down. The ideal methodology for LIV, if possible,
should be unbinned in both energy and time (or phase in
this case). The large g-ray background due to the Crab Neb-
ula provides additional problems. This section discusses a
variation of the Dispersion Cancellation (DisCan) method
[13, 14], that is well-suited to use for pulsars.

The method here utilizes the Z
2
m

test [15] as a test statistic.
The Z

2
m

test is derived from a Fourier-series estimator which
tests for variations from a uniform (unpulsed) light curve
for a chosen Fourier harmonic m [16]. Z

2
m

is proportional to
the Fourier power of the pulsar. LIV effects would introduce
a dispersion of the pulsar signal. The maximal value of
Z

2
m

, therefore, corresponds to the Fourier power of the
undispersed signal. Z

2
m

takes the form:

Z
2
m
=

2
N

m

Â
j=1

[(
N

Â
i=1

sin(2pfi j))2 +(
N

Â
i=1

cos(2pfi j))2], (5)

where N is the total number of events and fi is the phase of
the i

th event (mod 1).
The procedure used is as follows:

1. Adopt a model for a correction to the arrival time
of each event, as a function of the event energy. For
example, if the LIV effect has the form of E

n, then
the correction for an event of arrival time of ti and
energy Ei is:

t
0
i
= ti �qE

n

i
(6)

2. Refold the pulsar phases according to the formula
above for a choice of q .

f 0
i
= (t 0

i
� t0,i)ni +

1
2
(t 0

i
� t0,i)

2ṅi(mod 1), (7)

where t0,i is the pulsar epoch, and n , ṅ is the pulsar
frequency and 1st derivative of the pulsar frequen-
cy, respectively. q could hypothetically be any real
number, positive or negative, but with some common
sense it can be narrowed down. LIV effects are small
at GeV/TeV scales, not significant enough to drasti-
cally change the intrinsic shape of the pulse profile.
The pulsed spectrum of the Crab pulsar extends to
⇠400 GeV. It is therefore unlikely that a photon at
400 GeV will move in phase more than 5% of the
pulse period of Crab in either direction due to LIV
effects. This limits the range in q to | 400 GeV/(0.05*
33 ms) | = |q | < 4.1µs/GeV.

3. Calculate Z
2
m

as above in equation 5.



C R A B  P U L S A R :  D I R E C T  C O M PA R I S O N  
W I T H  F E R M I
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2. Since the timing of the Crab Pulsar is widely studied
throughout the electromagnetic spectrum, energy
delays due to propagation effects can be more easily
distinguished from intrinsic effects.

2 Data Selection and Timing Analysis
VERITAS (Very Energetic Radiation Imaging Telescope
Array System) is an array of four IACTs (imaging atmo-
spheric Cherenkov telescopes) located at the Fred Lawrence
Whipple Observatory (FLWO) in southern Arizona (31 40N,
110 57W, 1.3 km a.s.l.) [6]. VERITAS collected 107 hours
of low zenith angle observations on the Crab from the start
of four-telescope operations in 2007 through 2011. Data
quality selection requires a clear atmospheric conditions,
based on infrared sky temperature measurements and nom-
inal hardware operation. Event selection that was applied
to the data was optimized a priori by assuming a power-
law spectrum with an index of -4.0 and a normalization of
a few percent of the Crab at 100 GeV [4]. Data reduction
followed the standard methods, yielding consistent results
with two analysis packages [7].

The Jordell Bank timing ephemeris was used to obtain
the timing parameters for the pulsar analysis [8]. Barycen-
tering was done with two custom codes and with tempo2
[9]. Applying the H-test [10] to this data set yields a H val-
ue of 50, corresponding to a 6.0s significance [4]. Defin-
ing the significance for pre-chosen ON and OFF regions of
the pulse profile according to Li & Ma [11] gives a 8.8s
significance [4]. An unbinned maximum-likelihood fit de-
termined the positions of P1 and P2 to be -0.0023±0.0020
and 0.0398±0.002, respectively. The ratio of the number of
pulsed events in P2 over the number of pulsed events in P1
is 2.4±0.6 [4]. The pulse profiles measured by VERITAS
and the Fermi-LAT is shown in Figure 2.

Fig. 2: Pulse profile of the Crab pulsar at g-ray energies
with VERITAS. All quality data between 2007 and 2011
is included, the exact data set used for [4]. The Fermi-
LAT pulse profile is also shown below the VERITAS pulse
profile).

3 Methodology and Results
3.1 Peak Timing Comparison
The pulse profile of the VERITAS data above 120 GeV is
compared to the pulse profile of the Fermi-LAT data above
100 MeV. If the same timing solutions are used for both
data sets, then the peak positions agree within statistical
uncertainty. This indicates no measurable violations of

Lorentz invariance, so a lower limit on EQGn is therefore
calculated, using Equations 2 and 3. The 95% confidence
upper limit on the timing of the peaks is calculated to be less
than 100 µs. The limits of the linear LIV term is therefore:

EQG1 >
dDE

c0Dt95%
=

2kpc⇤120GeV
3⇥108m/s⇤100µs

⇠ 3⇥1017GeV

(4)

3.2 Dispersion Cancellation
The method described in the previous section relies on bin-
ning the data in both energy and in pulsar phase. Techniques
involving binning always involve a loss of information. Ad-
ditionally, binning in energy is not ideal because of the vari-
ations of the pulse period within the energy bins due to pul-
sar spin-down. The ideal methodology for LIV, if possible,
should be unbinned in both energy and time (or phase in
this case). The large g-ray background due to the Crab Neb-
ula provides additional problems. This section discusses a
variation of the Dispersion Cancellation (DisCan) method
[13, 14], that is well-suited to use for pulsars.

The method here utilizes the Z
2
m

test [15] as a test statistic.
The Z

2
m

test is derived from a Fourier-series estimator which
tests for variations from a uniform (unpulsed) light curve
for a chosen Fourier harmonic m [16]. Z

2
m

is proportional to
the Fourier power of the pulsar. LIV effects would introduce
a dispersion of the pulsar signal. The maximal value of
Z

2
m

, therefore, corresponds to the Fourier power of the
undispersed signal. Z

2
m

takes the form:
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sin(2pfi j))2 +(
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where N is the total number of events and fi is the phase of
the i

th event (mod 1).
The procedure used is as follows:

1. Adopt a model for a correction to the arrival time
of each event, as a function of the event energy. For
example, if the LIV effect has the form of E

n, then
the correction for an event of arrival time of ti and
energy Ei is:

t
0
i
= ti �qE

n

i
(6)

2. Refold the pulsar phases according to the formula
above for a choice of q .

f 0
i
= (t 0

i
� t0,i)ni +

1
2
(t 0

i
� t0,i)

2ṅi(mod 1), (7)

where t0,i is the pulsar epoch, and n , ṅ is the pulsar
frequency and 1st derivative of the pulsar frequen-
cy, respectively. q could hypothetically be any real
number, positive or negative, but with some common
sense it can be narrowed down. LIV effects are small
at GeV/TeV scales, not significant enough to drasti-
cally change the intrinsic shape of the pulse profile.
The pulsed spectrum of the Crab pulsar extends to
⇠400 GeV. It is therefore unlikely that a photon at
400 GeV will move in phase more than 5% of the
pulse period of Crab in either direction due to LIV
effects. This limits the range in q to | 400 GeV/(0.05*
33 ms) | = |q | < 4.1µs/GeV.

3. Calculate Z
2
m

as above in equation 5.
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2. Since the timing of the Crab Pulsar is widely studied
throughout the electromagnetic spectrum, energy
delays due to propagation effects can be more easily
distinguished from intrinsic effects.

2 Data Selection and Timing Analysis
VERITAS (Very Energetic Radiation Imaging Telescope
Array System) is an array of four IACTs (imaging atmo-
spheric Cherenkov telescopes) located at the Fred Lawrence
Whipple Observatory (FLWO) in southern Arizona (31 40N,
110 57W, 1.3 km a.s.l.) [6]. VERITAS collected 107 hours
of low zenith angle observations on the Crab from the start
of four-telescope operations in 2007 through 2011. Data
quality selection requires a clear atmospheric conditions,
based on infrared sky temperature measurements and nom-
inal hardware operation. Event selection that was applied
to the data was optimized a priori by assuming a power-
law spectrum with an index of -4.0 and a normalization of
a few percent of the Crab at 100 GeV [4]. Data reduction
followed the standard methods, yielding consistent results
with two analysis packages [7].

The Jordell Bank timing ephemeris was used to obtain
the timing parameters for the pulsar analysis [8]. Barycen-
tering was done with two custom codes and with tempo2
[9]. Applying the H-test [10] to this data set yields a H val-
ue of 50, corresponding to a 6.0s significance [4]. Defin-
ing the significance for pre-chosen ON and OFF regions of
the pulse profile according to Li & Ma [11] gives a 8.8s
significance [4]. An unbinned maximum-likelihood fit de-
termined the positions of P1 and P2 to be -0.0023±0.0020
and 0.0398±0.002, respectively. The ratio of the number of
pulsed events in P2 over the number of pulsed events in P1
is 2.4±0.6 [4]. The pulse profiles measured by VERITAS
and the Fermi-LAT is shown in Figure 2.

Fig. 2: Pulse profile of the Crab pulsar at g-ray energies
with VERITAS. All quality data between 2007 and 2011
is included, the exact data set used for [4]. The Fermi-
LAT pulse profile is also shown below the VERITAS pulse
profile).

3 Methodology and Results
3.1 Peak Timing Comparison
The pulse profile of the VERITAS data above 120 GeV is
compared to the pulse profile of the Fermi-LAT data above
100 MeV. If the same timing solutions are used for both
data sets, then the peak positions agree within statistical
uncertainty. This indicates no measurable violations of

Lorentz invariance, so a lower limit on EQGn is therefore
calculated, using Equations 2 and 3. The 95% confidence
upper limit on the timing of the peaks is calculated to be less
than 100 µs. The limits of the linear LIV term is therefore:

EQG1 >
dDE

c0Dt95%
=

2kpc⇤120GeV
3⇥108m/s⇤100µs

⇠ 3⇥1017GeV

(4)

3.2 Dispersion Cancellation
The method described in the previous section relies on bin-
ning the data in both energy and in pulsar phase. Techniques
involving binning always involve a loss of information. Ad-
ditionally, binning in energy is not ideal because of the vari-
ations of the pulse period within the energy bins due to pul-
sar spin-down. The ideal methodology for LIV, if possible,
should be unbinned in both energy and time (or phase in
this case). The large g-ray background due to the Crab Neb-
ula provides additional problems. This section discusses a
variation of the Dispersion Cancellation (DisCan) method
[13, 14], that is well-suited to use for pulsars.

The method here utilizes the Z
2
m

test [15] as a test statistic.
The Z
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test is derived from a Fourier-series estimator which
tests for variations from a uniform (unpulsed) light curve
for a chosen Fourier harmonic m [16]. Z
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is proportional to
the Fourier power of the pulsar. LIV effects would introduce
a dispersion of the pulsar signal. The maximal value of
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, therefore, corresponds to the Fourier power of the
undispersed signal. Z

2
m

takes the form:
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where N is the total number of events and fi is the phase of
the i

th event (mod 1).
The procedure used is as follows:

1. Adopt a model for a correction to the arrival time
of each event, as a function of the event energy. For
example, if the LIV effect has the form of E

n, then
the correction for an event of arrival time of ti and
energy Ei is:
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above for a choice of q .
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where t0,i is the pulsar epoch, and n , ṅ is the pulsar
frequency and 1st derivative of the pulsar frequen-
cy, respectively. q could hypothetically be any real
number, positive or negative, but with some common
sense it can be narrowed down. LIV effects are small
at GeV/TeV scales, not significant enough to drasti-
cally change the intrinsic shape of the pulse profile.
The pulsed spectrum of the Crab pulsar extends to
⇠400 GeV. It is therefore unlikely that a photon at
400 GeV will move in phase more than 5% of the
pulse period of Crab in either direction due to LIV
effects. This limits the range in q to | 400 GeV/(0.05*
33 ms) | = |q | < 4.1µs/GeV.

3. Calculate Z
2
m

as above in equation 5.

• Directly compare with Fermi 
phaseogram to look for peak 
shift. 

• The 95% confidence upper limit 
on the timing differences of the 
peaks is calculated to be less 
than 100 μs. 

• Translate to QG energy scale 
limit of  3X 1017GeV at 95% 
confidence level for linear case.
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2. Since the timing of the Crab Pulsar is widely studied
throughout the electromagnetic spectrum, energy
delays due to propagation effects can be more easily
distinguished from intrinsic effects.

2 Data Selection and Timing Analysis
VERITAS (Very Energetic Radiation Imaging Telescope
Array System) is an array of four IACTs (imaging atmo-
spheric Cherenkov telescopes) located at the Fred Lawrence
Whipple Observatory (FLWO) in southern Arizona (31 40N,
110 57W, 1.3 km a.s.l.) [6]. VERITAS collected 107 hours
of low zenith angle observations on the Crab from the start
of four-telescope operations in 2007 through 2011. Data
quality selection requires a clear atmospheric conditions,
based on infrared sky temperature measurements and nom-
inal hardware operation. Event selection that was applied
to the data was optimized a priori by assuming a power-
law spectrum with an index of -4.0 and a normalization of
a few percent of the Crab at 100 GeV [4]. Data reduction
followed the standard methods, yielding consistent results
with two analysis packages [7].

The Jordell Bank timing ephemeris was used to obtain
the timing parameters for the pulsar analysis [8]. Barycen-
tering was done with two custom codes and with tempo2
[9]. Applying the H-test [10] to this data set yields a H val-
ue of 50, corresponding to a 6.0s significance [4]. Defin-
ing the significance for pre-chosen ON and OFF regions of
the pulse profile according to Li & Ma [11] gives a 8.8s
significance [4]. An unbinned maximum-likelihood fit de-
termined the positions of P1 and P2 to be -0.0023±0.0020
and 0.0398±0.002, respectively. The ratio of the number of
pulsed events in P2 over the number of pulsed events in P1
is 2.4±0.6 [4]. The pulse profiles measured by VERITAS
and the Fermi-LAT is shown in Figure 2.

Fig. 2: Pulse profile of the Crab pulsar at g-ray energies
with VERITAS. All quality data between 2007 and 2011
is included, the exact data set used for [4]. The Fermi-
LAT pulse profile is also shown below the VERITAS pulse
profile).

3 Methodology and Results
3.1 Peak Timing Comparison
The pulse profile of the VERITAS data above 120 GeV is
compared to the pulse profile of the Fermi-LAT data above
100 MeV. If the same timing solutions are used for both
data sets, then the peak positions agree within statistical
uncertainty. This indicates no measurable violations of

Lorentz invariance, so a lower limit on EQGn is therefore
calculated, using Equations 2 and 3. The 95% confidence
upper limit on the timing of the peaks is calculated to be less
than 100 µs. The limits of the linear LIV term is therefore:

EQG1 >
dDE

c0Dt95%
=

2kpc⇤120GeV
3⇥108m/s⇤100µs

⇠ 3⇥1017GeV

(4)

3.2 Dispersion Cancellation
The method described in the previous section relies on bin-
ning the data in both energy and in pulsar phase. Techniques
involving binning always involve a loss of information. Ad-
ditionally, binning in energy is not ideal because of the vari-
ations of the pulse period within the energy bins due to pul-
sar spin-down. The ideal methodology for LIV, if possible,
should be unbinned in both energy and time (or phase in
this case). The large g-ray background due to the Crab Neb-
ula provides additional problems. This section discusses a
variation of the Dispersion Cancellation (DisCan) method
[13, 14], that is well-suited to use for pulsars.

The method here utilizes the Z
2
m

test [15] as a test statistic.
The Z

2
m

test is derived from a Fourier-series estimator which
tests for variations from a uniform (unpulsed) light curve
for a chosen Fourier harmonic m [16]. Z

2
m

is proportional to
the Fourier power of the pulsar. LIV effects would introduce
a dispersion of the pulsar signal. The maximal value of
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, therefore, corresponds to the Fourier power of the
undispersed signal. Z
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takes the form:
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where N is the total number of events and fi is the phase of
the i

th event (mod 1).
The procedure used is as follows:

1. Adopt a model for a correction to the arrival time
of each event, as a function of the event energy. For
example, if the LIV effect has the form of E

n, then
the correction for an event of arrival time of ti and
energy Ei is:

t
0
i
= ti �qE
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(6)

2. Refold the pulsar phases according to the formula
above for a choice of q .
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where t0,i is the pulsar epoch, and n , ṅ is the pulsar
frequency and 1st derivative of the pulsar frequen-
cy, respectively. q could hypothetically be any real
number, positive or negative, but with some common
sense it can be narrowed down. LIV effects are small
at GeV/TeV scales, not significant enough to drasti-
cally change the intrinsic shape of the pulse profile.
The pulsed spectrum of the Crab pulsar extends to
⇠400 GeV. It is therefore unlikely that a photon at
400 GeV will move in phase more than 5% of the
pulse period of Crab in either direction due to LIV
effects. This limits the range in q to | 400 GeV/(0.05*
33 ms) | = |q | < 4.1µs/GeV.

3. Calculate Z
2
m

as above in equation 5.
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Fig. 3: Performance of the Z
2
20 DisCan results on a toy MC.

For each value of qreal , one hundred realizations of the
energy distribution is produced and event times are shifted
by equation 6 with n=1. The DisCan algorithm is applied to
each MC to recover the value of qreal . The error bars of qrec

is the RMS of the one hundred realizations. The red dashed
line represents x=y.

4. Repeat steps 2 and 3 for several test values of q ,
finding a value of Z

2
m

that is maximized (qmax).

5. Repeat steps 2 through 4 on several bootstrapped or
Monte Carlo (MC) data sets to determine a probabili-
ty distribution function (PDF) that will determine test
significance and limits.

In addition to being unbinned in both phase and energy,
this approach uses all photons (P1, P2 and background
events), removing all potential trial factors except from
for choice of m, which is determined to be 20 from a
MC optimization. Results of MC tests of this approach
are shown in Figure 3. It should be noted that 20 was the
optimal value only investigating the pulse profile taken with
VERITAS from [4]. Other pulse profiles from other pulsars
or even an updated pulse profile for the Crab with data taken
after 2011 could change the optimal value.

The Z
2
20 DisCan test, when applied to the data set from

the 2007 to 2011 seasons, has a maximal value at q = -0.49
µs/GeV. The of plot Z

2
20 against trial values of q is shown

in Figure 4. To determine the statistical significance and
limits of this test, a PDF is produced by one thousand MC
realizations of the energy distribution. The Z

2
20 DisCan test

is applied to each one. The distribution of the qmax values is
the PDF. Figure 5 shows the PDF produced. The maximum
q found in the data, -0.49µs/GeV, has a significance of
1.4s away from the null result of q=0.

The LIV energy scale is related to q by:

EQGn = (s±D/c0q)1/n. (8)

To place lower and upper bounds on q , Bayes theorem was
used to determine the cumulative posterior PDF with the
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Fig. 4: Preliminary performance of the Z
2
20 DisCan method

on the VERITAS Crab Pulsar data between 2007 and 2011.
Trial values of q are plotted against Z

2
20 The green dashed

line is the maximum Z2 value at qmax = -0.49µs/GeV.

likelihood PDF derived from MC simulations shown in
figure 5. It is assumed that the shape of the likelihood PDFs
is independent on the value of q used in the simulations
[17]. With this method, 95% confidence limits for q of -
1.2 µs/GeV and 1.1 µs/GeV were derived for the lower
and upper limits, respectively. The Crab pulsar is located 2
kpc away, giving a sub-luminal limit of the linear energy
scale of EQG1 >1.9⇥1017 GeV and a super-luminal limit of
EQG1 >1.7⇥1017 GeV.

4 Conclusions
This work presented two very different methods for mea-
suring LIV from the Crab Pulsar which both yielded simi-
lar limits. The limits obtained from the peak timing differ-
ences here are comparable to limits found from MAGIC
with Mrk 501 data [18], an order of magnitude below limits
found with AGN from HESS [19] and less than two orders
of magnitude below the Planck mass scale. The dispersion
cancellation method showed a possible hint of towards the
super-luminal case. It should be noted that the bounds de-
termined by the dispersion cancellation are likely to have
large errors associated with them, due to a small number of
statistics in the tails in the probability distribution in figure
5. The method discussed here can be improved in the future
by using greater than one thousand trials for the probability
distribution.

While the Crab Pulsar does not currently have the best
sensitivity to LIV measurements, there is still merit to
the result. Some postulate that LIV effects would not be
isotropic [20], so multiple results from different targets
could constrain the anisotropy of the effect. Finally, it is
important to get measurements at multiple distances to
completely eliminate any sort of intrinsic effect, since they
would not be dependent on redshift.

It is possible that the Crab is not unique as a VHE emit-
ting pulsar, and the methods mentioned here could certaint-
ly be used for any pulsar. Hypothetically, if a millisecond
pulsar was discovered at VHE energies, it would have ⇠10
times the frequency, and therefore ⇠10 times the LIV sensi-
tivity to the linear term.

As mentioned earlier with more observing time this limit
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For each value of qreal , one hundred realizations of the
energy distribution is produced and event times are shifted
by equation 6 with n=1. The DisCan algorithm is applied to
each MC to recover the value of qreal . The error bars of qrec

is the RMS of the one hundred realizations. The red dashed
line represents x=y.

4. Repeat steps 2 and 3 for several test values of q ,
finding a value of Z

2
m

that is maximized (qmax).

5. Repeat steps 2 through 4 on several bootstrapped or
Monte Carlo (MC) data sets to determine a probabili-
ty distribution function (PDF) that will determine test
significance and limits.

In addition to being unbinned in both phase and energy,
this approach uses all photons (P1, P2 and background
events), removing all potential trial factors except from
for choice of m, which is determined to be 20 from a
MC optimization. Results of MC tests of this approach
are shown in Figure 3. It should be noted that 20 was the
optimal value only investigating the pulse profile taken with
VERITAS from [4]. Other pulse profiles from other pulsars
or even an updated pulse profile for the Crab with data taken
after 2011 could change the optimal value.

The Z
2
20 DisCan test, when applied to the data set from

the 2007 to 2011 seasons, has a maximal value at q = -0.49
µs/GeV. The of plot Z

2
20 against trial values of q is shown

in Figure 4. To determine the statistical significance and
limits of this test, a PDF is produced by one thousand MC
realizations of the energy distribution. The Z

2
20 DisCan test

is applied to each one. The distribution of the qmax values is
the PDF. Figure 5 shows the PDF produced. The maximum
q found in the data, -0.49µs/GeV, has a significance of
1.4s away from the null result of q=0.

The LIV energy scale is related to q by:

EQGn = (s±D/c0q)1/n. (8)

To place lower and upper bounds on q , Bayes theorem was
used to determine the cumulative posterior PDF with the
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on the VERITAS Crab Pulsar data between 2007 and 2011.
Trial values of q are plotted against Z

2
20 The green dashed

line is the maximum Z2 value at qmax = -0.49µs/GeV.

likelihood PDF derived from MC simulations shown in
figure 5. It is assumed that the shape of the likelihood PDFs
is independent on the value of q used in the simulations
[17]. With this method, 95% confidence limits for q of -
1.2 µs/GeV and 1.1 µs/GeV were derived for the lower
and upper limits, respectively. The Crab pulsar is located 2
kpc away, giving a sub-luminal limit of the linear energy
scale of EQG1 >1.9⇥1017 GeV and a super-luminal limit of
EQG1 >1.7⇥1017 GeV.

4 Conclusions
This work presented two very different methods for mea-
suring LIV from the Crab Pulsar which both yielded simi-
lar limits. The limits obtained from the peak timing differ-
ences here are comparable to limits found from MAGIC
with Mrk 501 data [18], an order of magnitude below limits
found with AGN from HESS [19] and less than two orders
of magnitude below the Planck mass scale. The dispersion
cancellation method showed a possible hint of towards the
super-luminal case. It should be noted that the bounds de-
termined by the dispersion cancellation are likely to have
large errors associated with them, due to a small number of
statistics in the tails in the probability distribution in figure
5. The method discussed here can be improved in the future
by using greater than one thousand trials for the probability
distribution.

While the Crab Pulsar does not currently have the best
sensitivity to LIV measurements, there is still merit to
the result. Some postulate that LIV effects would not be
isotropic [20], so multiple results from different targets
could constrain the anisotropy of the effect. Finally, it is
important to get measurements at multiple distances to
completely eliminate any sort of intrinsic effect, since they
would not be dependent on redshift.

It is possible that the Crab is not unique as a VHE emit-
ting pulsar, and the methods mentioned here could certaint-
ly be used for any pulsar. Hypothetically, if a millisecond
pulsar was discovered at VHE energies, it would have ⇠10
times the frequency, and therefore ⇠10 times the LIV sensi-
tivity to the linear term.

As mentioned earlier with more observing time this limit

• Un-binned analysis. 

• Use all photons and independent of 
the pulse shape. 

• Extract limits from simulations. 

• Sub-luminal linear limit :  

• 1.9X 1017GeV 

• Super-luminal linear limit: 

• 1.7X 1017GeV
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Fig. 5: Probability distribution function generated with one
thousand realizations of the energy distribution used to
extract limits. The green dashed line is at the value of qmax.
The blue dashed lines represent where bounds were placed.

could be greatly improved. A small improvement could be
gained by adding Fermi-LAT data to the DisCan method,
although the method is more sensitive at higher energies.
Additional data will improve the signal-to-noise of the pulse
profile which will improve the limits, as well as extend the
spectrum of the pulsar to higher energies if the power-law
trend continues. Additionally, re-analysis of the data using
the DisCan method with different cuts that provide better
energy resolution could improve the limit by as much as a
factor of ⇠2.
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LIV Combined studies Leyre Nogués

the literature, the ML allows an optimal use of the information contained in the data and gives a
measurement of the probability that allows a rather straightforward combination of the results from
the different observatories. The ML method conceptually relies on the definition of the Probability
Distribution Function (PDF) that describes the probability of a gamma-ray being observed with a
given energy and arrival time, assuming a certain energy-dependent delay function and taking into
account the instrument effects in the measurement. The first time this approach was proposed was
in [8], where the event PDF formula for flaring sources reads

dP
dEdt

= N
Z •

0
G(Es)C(Es, t)G(E �Es,sE(Es))Fs(t �D(Es,EQGn,z))dEs, (2.1)

where G(Es) is the photon energy distribution at the source, C(Es, t) is the collection area, G(E �
Es,sE(Es)) is the instrument energy smearing, Fs(t) is the emission distribution time at the source
and D(Es,EQGn,z) is the energy-dependent propagation delay. The likelihood function (L) is built
with the PDF of every event and has at least one parameter, the estimator, related to EQGn. The aim
of the method is to find the value of the estimator that maximizes the likelihood.

In practice, the concept behind the above formula has been applied in different manners by
the different observatories and the different source types [9, 10, 11, 12, 7]. For instance some
observatories use unbinned data while others use binned data. Also, sometimes the ML fit is multi-
parametric, where some quantities are treated as nuisance parameters and profiled to propagate
their uncertainty, whereas in others is uni-parametric combined with Monte Carlo simulations to
propagate the uncertainties in the possible additional parameters. On the one hand some observa-
tories deal with sources that have flares (AGNs) and the gamma-ray arrival time is used while, on
the other hand, others have periodic emissions (pulsars) and the gamma-ray arrival phase is used
instead.

Nevertheless, at the end all observatories do deliver likelihood functions for the different
sources, with a common LIV parameter or estimator, that can be combined into a single likeli-
hood LComb allowing a joint parameter estimation

LComb(l ) =
Nsource

’
i=1

Li(l ) �! �2log(LComb(l )) =�2
Nsource

Â
i=1

log(Li(l )), (2.2)

where l is the LIV parameter. To combine different sources from different experiments, the com-
mon LIV parameter must be redshift independent.

Typically each likelihood function has a parabolic shape in logarithmic scale close to the min-
imum and therefore the combination of the results from the different sources and observatories
consist in combining in logarithmic scale the sum of the parabolas of each measurement, as shown
in Formula 2.2. Looking for a maximum in the Likelihood is equivalent to looking for a minimum
in a negative logarithmic scale.

Once the measurements are combined into a single parabola as a function of the LIV param-
eter, Confidence Levels (CLs) for either a measurement, if the parabola minimum is significantly
different from the non-LIV effect hypothesis, or a single-sided CLs can be easily extracted. In this
work, 1-sided 95% CLs are extracted from the crossing point between the corresponding curve and
the �2log(LComb(l )) = 2.71 line.
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• Use low energy events to build temporal profile. 

• Add data from 2014 to 2017 (additional 100 hr of 
data). 

• Combine with AGN limits from HESS and MAGIC. 



S U M M A R Y  &  P R O S P E C T

• VERITAS continues to run smoothly and maintains sensitivity. 

• Diverse scientific program 

• 70% Observing plan dedicated to long-term planning 

• 30% Observing time open to new proposal. 

• On LIV front, VERITAS wasn’t as lucky in catching fast flares in the past; but we 
have Crab observation and more data are being accumulated. 

• Other type of potential sources of interest: 

• GRB  

• Fast Radio Burst (FRB)

17



Thank You!
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FA S T  R A D I O  B U R S T

• Mili-second duration burst of high dispersion 
measure (likely of extragalactic origin) .  

• First discovered in 2007 in archived data in 2001 
at Parks Radio Telescope. 

• FRB121102 : repeating FRB with ~ 11 hr of 
VERITAS observation (~6 hrs of simultaneous 
observation with Arecibo). 

• No steady VHE emission detected. 

• Pulsed VHE search under way. 

• VERITAS can also search for optical bursts.

19

Observing FRB 121102 with VERITAS Ralph Bird

VERITAS ICRC 2017

5h36m 32m 28m

34�00’

33�00’

32�00’

↵J2000

� J
20

00

�4

�3

�2

�1

0

1

2

3

4

S
ig
ni
fic
an
ce

�4 �2 0 2 4

100

101

102

103

VERITAS ICRC 2017

Figure 1: Left: Map of the significances for the region surrounding FRB 121102. The location of
FRB121102 is shown by the cyan diamond, the point spread function is shown by the black circle
in the upper left corner Right: A histogram of the significances for the entire map. Overlaid is a
normal distribution (red line).

shown in fig. 1, along with a histogram of the significances, which is well fit by a normal distri-
bution. The mean significance was -0.086±0.006 and the standard distribution was 1.106±0.006.
This shows that no sources were detected in the field of view.

Given the non-detection of continuous VHE emission from FRB 121102, an upper limit on the
flux was calculated using the method of Rolke [20] at the 95% level and using the bounded solution.
Differential flux upper limits were calculated using spectral indices of -2 and -4 at 5.2⇥10�12 and
4.0⇥10�11 cm�2 s�1 TeV�1 at their respective energy thresholds of 0.2 and 0.15 TeV. Here, the
energy threshold is defined as the peak of the efficiency distribution: the effective area multiplied
by a power law spectrum of -2 and -4 respectively.

Searches were also conducted on a run-by-run basis to search for emission on shorter time
scales, no evidence of emission was found with a maximum significance in a single run of 2.1s ,
before accounting for the statistical trials involved in searching many runs. Differential upper limits
were also calculated and are given in table 1.

A ⇠0.2 mJy persistent radio source [21] has been detected that is both compact (< 0.7 pc)
and coincident with FRB 121102 [22]. At this distance, all of the known VHE g-ray galactic
sources would not be visible, being several orders of magnitude below the sensitivity of VERITAS.
Taking the Crab Nebula as a model (chosen due to its potential similarity to the host of the the
FRB source) and scaling the VHE g-ray luminosity by the ratio of its radio luminosity and the
radio luminosity of the persistent counterpart to FRB 121102 (4⇥105 [21]) would give a VHE
luminosity of 7⇥1035 s�1 TeV�1, or an observed flux of 3⇥10�15cm�2 s�1 TeV�1 at 0.2 TeV.
This is approximately three orders of magnitude lower than the current upper limit (ignoring any
attenuation in the VHE g-ray flux by the EBL).

5
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Figure 1. Gain and spectral index maps for the ALFA receiver.
Figure a): Contour plot of the ALFA power pattern calculated
from the model described in Section 3 at ν = 1375 MHz. The
contour levels are −13, −10, −6, −3 (dashed), −2, and −1 dB
(top panel). The bottom inset shows slices in azimuth for each
beam, and each slice passes through the peak gain for its respec-
tive beam. Beam 1 is in the upper right, and the beam number-
ing proceeds clockwise. Beam 4 is, therefore, in the lower left.
Figure b): Map of the apparent instrumental spectral index due
to frequency-dependent gain variations of ALFA. The spectral in-
dexes were calculated at the center frequencies of each subband.
Only pixels with gain > 0.5 K Jy−1 were used in the calculation.
The rising edge of the first sidelobe can impart a positive appar-
ent spectral index with a magnitude that is consistent with the
measured spectral index of FRB 121102.

of parameters. The model assumes a Gaussian pulse
profile convolved with a one-sided exponential scatter-
ing tail. The amplitude of the Gaussian is scaled with
a spectral index (S(ν) ∝ να), and the temporal loca-
tion of the pulse was modeled as an absolute arrival time
plus dispersive delay. For the least-squares fitting the
DM was held constant, and the spectral index of τd was
fixed to be −4.4. The Gaussian FWHM pulse width,
the spectral index, Gaussian amplitude, absolute arrival

Figure 2. Characteristic plots of FRB 121102. In each panel the
data were smoothed in time and frequency by a factor of 30 and 10,
respectively. The top panel is a dynamic spectrum of the discov-
ery observation showing the 0.7 s during which FRB 121102 swept
across the frequency band. The signal is seen to become signifi-
cantly dimmer towards the lower part of the band, and some arti-
facts due to RFI are also visible. The two white curves show the ex-
pected sweep for a ν−2 dispersed signal at a DM = 557.4 pc cm−3.
The lower left panel shows the dedispersed pulse profile averaged
across the bandpass. The lower right panel compares the on-pulse
spectrum (black) with an off-pulse spectrum (light gray), and for
reference a curve showing the fitted spectral index (α = 10) is also
overplotted (medium gray). The on-pulse spectrum was calculated
by extracting the frequency channels in the dedispersed data cor-
responding to the peak in the pulse profile. The off-pulse spectrum
is the extracted frequency channels for a time bin manually chosen
to be far from the pulse.

time, and pulsar broadening were all fitted. The Gaus-
sian pulse width (FWHM) is 3.0 ± 0.5 ms, and we found
an upper limit of τd < 1.5 ms at 1.4 GHz. The residual
DM smearing within a frequency channel is 0.5 ms and
0.9ms at the top and bottom of the band, respectively.
The best-fit value was α = 11 but could be as low as α
= 7. The fit for α is highly covariant with the Gaussian
amplitude.
Every PALFA observation yields many single-pulse

events that are not associated with astrophysical sig-
nals. A well-understood source of events is false positives
from Gaussian noise. These events are generally isolated
(i.e. no corresponding event in neighboring trial DMs),
have low S/Ns, and narrow temporal widths. RFI can
also generate a large number of events, some of which
mimic the properties of astrophysical signals. Nonethe-
less, these can be distinguished from astrophysical pulses
in a number of ways. For example, RFI may peak in S/N
at DM = 0pc cm−3, whereas astrophysical pulses peak
at a DM > 0 pc cm−3. Although both impulsive RFI
and an astrophysical pulse may span a wide range of
trial DMs, the RFI will likely show no clear correlation
of S/N with trial DM, while the astrophysical pulse will
have a fairly symmetric reduction in S/N for trial DMs
just below and above the peak value. RFI may be seen
simultaneously in multiple, non-adjacent beams, while a
bright, astrophysical signal may only be seen in only one
beam or multiple, adjacent beams. FRB 121102 exhib-
ited all of the characteristics expected for a broadband,
dispersed pulse, and therefore clearly stood out from all
other candidate events that appeared in the pipeline out-
put for large DMs.
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