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FBK is here! 

www.fbk.eu 
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CMM:	The	Four Research Lines

Functional
Materials:	Carbon-

based and	
Nanostructured

Imagers &	
Radiation Sensors Microsystems Integrated

Systems	

Micro Nano characterization and fabrication Facility
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Two main platforms:

R&D	initiatives on:

Research	topics

Single-photon
light	sensors

High-energy
radiation detectors

TeraHertz
detectors

Low-power
imaging

Graphene-based
detector

+ -
+ -

+ -

+ -
+ -

various
developments
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The	activity is carried out	in	two
Research Units:	

Research	Units

~20 people
(electronic eng, physicists)

~40 people
(physicists, chemists,

technicians)



CMM
CENTRE	FOR	MATERIALS	AND	MICROSYSTEMS

Two separate clean rooms 
• 500m2 of clean room (class 10-100) 
• 200m2 of clean area (class 100-1000) equipped for MEMS technology 

 
6-inch wafers (Si, Quartz, Glass) – 0.35 um processing 

MTLab Facility: MicroFabrication Area  
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•Dry/wet oxidation 
•sputtering Metallization 
•Diffusion 
•LPCVD 
•PECVD 
•Projection lithography: CD 2mm  
•Stepping lithography: CD 350nm 
•Ion Implantation 
•Dry/wet etching 

CMM:	Micro	Nano	characterization	
and	fabrication	Facility	(MNF)

ISO	9001-2008
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Technologies

SPD
silicon pixel	detctors

SSD
silicon strip	detectors

SDD
silicon drift detectors

Silicon-based	detector	in	full-custom	technology

3D detectors PIN	Photodiodes
and	phototransistors

Avalanche	
photodetectors
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AMS experiment (@ISS)

ALICE experiment (@LHC)

Silicon	Strip	Detectors

700 detectors

600 detectors

Limadou experiment (@CSES)

Custom productions for industry

10.5x7cm2
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Technologies	&	Competencies
Full Custom 

Silicon Technology
State-of-the art CMOS 

Technologies

Modeling-design

In-house
production

Parametric Testing

Analog and Digital 
IC Design

130nm-350nm 
external Fab

Functional Testing Prototyping
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Workflow	for	device	developing

New device
concept

TCAD simulation
(proof of concept)

Design

MicrofabricationTesting
Simulation tuning

& validation



CMM
CENTRE	FOR	MATERIALS	AND	MICROSYSTEMS

Why	TCAD	simulations?

• Very	powerful	tool	for:	
• design	optimization	of	the	device
• Problem	solving	
• Deep	understanding	of	the	device	physics

• Simulating	sensors:
• Avoid	trivial	errors	and	mistakes
• Reduce	the	number	of	splits	and	iterations	during	

the	fabrication	(save	time	&	money)
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Simulations

• Process	technology	Simulations
• Example	1:	Oxidation
• Example	2:	Trench	Oxidation	LOCOS
• Example	3:	Ion	Implants

• Device	Simulations
• Case	Study	1:	Multi	Guard	Ring	Design	for	silicon	

detectors
• Case	Study	2:	Silicon	Solar	Cells	for	CPV
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Process	Technology	Simulations
• Example	1:	Oxidation
Well	known	process.	Silvaco is	not	striclty required

• Problem	(doping	inversion)
n-type	wafers	(1e12	atoms/cm-3)	after	the	oxidation	
turn	into	p-type!!!	
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Problème I 

#  
diffus time=50 temp=500 t.final=1000 nitro  
#  
diffus time=120 temp=1000 dryo2 

Partant de la normal oxidation: 

#  
diffus time=50 temp=500 t.final=1000 nitro c.boron=1.0e16 
#  
diffus time=120 temp=1000 dryo2 
 
struct outf=oxidation_avec_rampN.str 

Nous pouvons penser qu’il y a une contamination 
de boron dans la fournaise (seulment 1 ppm): 

#  
diffus time=50 temp=1000 t.final=1000 dryo2 c.boron=1.0e16 
#  
diffus time=120 temp=1000 dryo2 
 
struct outf=oxidation_avec_rampO.str 

Nous la faison inoffensive avec O2 dans la rampe: 

Pas d’inversion! 
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oxydation 
Bien étudié: SILVACO n’est pas nécessaire. 
on line calculateur: http://www.cleanroom.byu.edu/OxideTimeCalc.phtml 

go athena simflag = "-P 2" 
# mesh define 
line x loc=0.00 spac=0.10 
line x loc=0.5 spac=0.10 
line y loc=0.00 spac=0.002 
line y loc=0.25 spac=0.002 
line y loc=0.5 spac=0.005 
line y loc=20 spac=1 
 
# init wafer 
 
init silicon c.phosphor=5.5e11 orientation=100 two.d 
method two.dim grid.oxide=0.002 gridinit.ox=0.001 
# 
diffus time=60 temp=1000 weto2 
# nous pouvons lever l’oxide:  
# etch oxide all 
 
struct outfile=1000C_1h_wet.str 
tonyplot 1000C_1h_wet.str 
 
quit 
 

Pour oxyder on fait une 
diffusion: 

oxide 

silicon 

414 nm 
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Problème I:  
Le wafer est n-type mais nous le trouvons p-type âpres l’oxydation 

go athena simflag = "-P 2" 
# mesh define 
line x loc=0.00 spac=0.10 
line x loc=0.5 spac=0.10 
line y loc=0.00 spac=0.002 
line y loc=0.25 spac=0.002 
line y loc=0.5 spac=0.005 
line y loc=20 spac=1 
 
# init wafer 
init silicon c.phosphor=5.5e11 orientation=100 two.d 
method two.dim grid.oxide=0.002 gridinit.ox=0.001 
# la rampe  
diffus time=50 temp=500 t.final=1000 nitro   
# croissance de l’oxide 
diffus time=120 temp=1000 dryo2 
 
struct outf=oxidation.str 
 
quit 
 
 

Pour faire croire l’oxide sur le silicon, on y fait 
une oxydation âpres une rampe, qui porte la 
fournaise a la correct température: 

t (min) 

T 
(0

C
) 

5000C, N2 

10000C, O2 

100C/min, N2 

50 min 
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Process	Technology	Simulations
• Example	1:	Oxidation

We	supposeda Boron
contamination	in	the	furnace
(less	than	1	ppm)
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#  
diffus time=50 temp=500 t.final=1000 nitro  
#  
diffus time=120 temp=1000 dryo2 

Partant de la normal oxidation: 

#  
diffus time=50 temp=500 t.final=1000 nitro c.boron=1.0e16 
#  
diffus time=120 temp=1000 dryo2 
 
struct outf=oxidation_avec_rampN.str 

Nous pouvons penser qu’il y a une contamination 
de boron dans la fournaise (seulment 1 ppm): 

#  
diffus time=50 temp=1000 t.final=1000 dryo2 c.boron=1.0e16 
#  
diffus time=120 temp=1000 dryo2 
 
struct outf=oxidation_avec_rampO.str 

Nous la faison inoffensive avec O2 dans la rampe: 

Pas d’inversion! 

Introducing	O2	during	ramp-up	step
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Process	Technology	Simulations
• Example	2:	Trench	Oxidation	(LOCOS)

Trench	for	SPAD	isolation	in	a	
SiPM

Trenches	width	<	1um
Aspect	ratio	>	5

SiPM (	matrix	
of	SPADs	

connected	in	
parallel)
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Process	Technology	Simulations
• Example	2:	Trench	Oxidation	(LOCOS)

"LOCOS"	stands for	"Local	
Oxidation of	Silicon”
The	areas of	the	Si that are	
not to	be	oxidized must	be	
protected by	SiN that does not
allow oxygen diffusion.

Oxidation	of	the	trench	internal	
surfaces.	We	would	oxidize	only	the	
trenches	but	not	the	wafer	top	

surface.
deposit oxide thick=0.02 dy=0.001
deposit nitride thick=0.03 dy=0.001  
etch nitride start x=2.2 y=-0.05
etch cont x=2.8 y=-0.05
etch cont x=2.8 y=0
etch done x=2.2 y=0
etch oxide start x=2.2 y=-0.05
etch cont x=2.8 y=-0.05
etch cont x=2.8 y=0
etch done x=2.2 y=0 
etch silicon start x=2.2 y=0
etch cont x=2.8 y=0
etch cont x=2.8 y=3
etch done x=2.2 y=3
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Process	Technology	Simulations
• Example	2:	LOCOS

Dry	Oxiation

"birds beak” 
effect

diffus time=150 
temp=1000 dry

Introduce  
dislocations and 
stress !!! 

EE 311 Notes/Prof Saraswat     Isolation

11

50 100 150 200 250
Nitride thickness [nm]

100

200

300

400

500
10 nm pad oxide
15 nm pad oxide

Bird’s beak length dependence on nitride and pad oxide thickness in a
semi-recessed LOCOS. The field oxide was grown at 1000˚C to a
thickness of approximately 600nm.

50 100 150 200 250

Nitride thickness [nm]

50

100

150

200

250
10 nm pad oxide
15 nm pad oxide

Bird’s beak height dependence on nitride and pad oxide thickness in a
semi-recessed LOCOS. The field oxide was grown at 1000˚C to a
thickness of approximately 600nm.

Birds beak height
dependance on oxide
and nitride thickness

Structure optimization
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Process	Technology	Simulations
• Example	2:	LOCOS

Realization of the 
Optimized structure

© 2016 LFoundry S.r.l. All rights reserved. confidential  

DTI (Deep Trench isolation) 
post partial filling 

6 

Center Center 

Mid Mid 
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Process	Technology	Simulations
• Example	3:	Shallow	junction	for	UV	sensitive	
photodetcors

deposit oxide thick=0.05 dy= 0.001
implant boron dose=5e14 energy=10  
tilt=7 rotation=0 crystal unit.damage \
dam.factor=0.8 monte n.ion=100000 
smooth=0.4

Is striclty necessary to create a shallow
junction in order to increse the QE in the 
VUV range

UV light generated
carriers in the first nm 
of Silicon

Low energy Boron implant
through a screen oxide layer
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Process	Technology	Simulations
• Example	3:	Shallow	junction	creation	for	UV	
sensitive	photodet.

method full.cpl high.conc cluster.dam
grid.oxide=0.001

diffus time=30 temp=850 nitro

Activation and 
diffusion

Segregation coefficent
m<1 for boron

Solution?
Low theramal budget
RTA annealing!

Dopant re-distribution
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

GOAL: design detectors with Breakdown 
Voltage > 1000V also after radiation damage

In future HEP experiments Si tracking detectors will be operated in a very harsh radiation 
environment, which leads to surface damage in Si detectors which in turn change  the full 
depletion voltage and the Breakdown Voltage

Multi Guard Ring 
structure

Contact
Bump

Implant
Metal

Pi
tc

h
W

id
th

G
ap

Figure 2: Possible layout of a pixel cell.
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Figure 3: IV-setup for a simple p in n sen-
sor.
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Figure 4: Measured IV-characteristic [4].

the capacitance between neighboring pixels. The noise in the pixel preamplifier is mainly
determined by it’s capacitive load. The total capacitance of a pixel is dominated by the
capacitance towards it’s neighbors. This can be decreased by increasing the gap width.
In order to keep the pitch unchanged, the implant width has to be decreased at the same
time. In “strip like” pixel geometries with a large aspect ratio as shown in fig. 2, only two
of the neighbors contribute significantly to overall capacitance and therefore only the gap
indicated in fig. 2 needs to be maximized. However if one tries to push this approach too
far the charge collection will be affected and the signal could be out of time [3].

2.2 Sensor Testing
Usually pixel detector modules consist of several readout chips placed on one sensor. After
this procedure all the pixel cells on the sensor are grounded via the bump bonds and the
chips. As the chips are the most expensive part of a pixel detector, it is of interest to test the
sensor before attaching it to several readout chips. The easiest method for testing sensors is
to take an IV-curve, since already small damages lead to an increase of the leakage current,
if they are inside the space charge region. In order to fully deplete the sensor, all pixels
must be contacted. As it is impossible to contact even a small fraction of the roughly
50 000 pixel cells in a highly segmented sensor with a probe card, e.g. in the DELPHI

3
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

n on p detector
12 ring structure

Detector n-type diff

P-stop

• Structure
Parametric script to 
generate the structure

SiO2

Float cont.

L. Pancheri
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

• Mesh refinement:
Very critic under the 
oxide due to the high 
Electric field
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

• First structure:

No Field Plate on 
the guard ring

well working for 
not-irradiated 
devices.
But after 
irradiation…
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

• Irradiated device

Increase oxide 
charge from 5e10 to 
(Nox=1e12) 

the breakdown 
voltage falls down 
to 470V !
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

• Optimized structure

Tuned parameters:
• Guard ring pitch
• P-stop width 
• Field Plate
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

• Optimized structure:

Breakdown = 1270 Volts
After irradiation!
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Device	Simulations
• Case	study	1:	Multi	Guard	Ring	design

• Optimized structure:

Detail of the 
Electric Field at 
the first guard 
ring
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Device	Simulations
• Case	study	2:	Silicon	Solar	Cell	for	CPV

Cella MTLab (o ex)

Project HCSC (2009)
Project iSiCPV (2012-2014)
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Device	Simulations
• Case	study	2:	Silicon	Solar	Cell	for	CPV

PESC = 
Passivated Emitter Solar Cell
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Device	Simulations
• Case	study	2:	Silicon	Solar	Cell	for	CPV

80 Chapter 4. Modeling and simulation of concentrator Si solar cells

the physical models were carried out in collaboration with ARCES, University of

Bologna, Italy [54].

(a) (b)

Figure 4.11

As result of the numerical simulations the IV-curves of the symmetry element,

calculated for di↵erent incident irradiances, are given. The numerical simulations

does not take into account the resistance losses in the metal grid. This e↵ect is ac-

counted in the post-processing, where the lumped metal grid resistance (calculated

in Section 4.1) is used to obtain the final cell output.

4.3.2 Simulation parameters and models

Numerical simulations were calibrated and optimized to take into account the carrier

recombination and mobility in high-injection condition. The following physical

models have been used in the simulation tool:

• The Fermi-Dirac statistic was used. In the high-doping regime the common

used Maxwell-Boltzmann statistics di↵ers significantly from the more realistic

Fermi statistics. Therefore Fermi statistics becomes important for high values

of carrier densities, as for example in the high-doped emitter region, where

n > 1 · 1019 cm–3 is commonly reached.

• Full model for Auger and surface recombination suitably modified to be self-

consistent with Fermi statistics.

• Doping-dependent SRH recombination. In this model the minority lifetimes

⌧n and ⌧p are modeled as a function of the dopant density by means of the

Scharfetter relation [55] [56] [57]. This doping-dependent model is necessary

to correctly model the SRH recombination in the high-doped emitter and

BSF.

#wafer thickness
set wb= 280
#finger spacing
set pitch= 80.0
#metal thickness
set hm= 4.0
#Finger width
set wf= 5.0 

#Material and Doping
# bulk doping 
set dop_bulk = 3.255e+16  
set BSFp = 0

# bulk lifetime
set tau = 1e-4
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Device	Simulations
• Case	study	2:	Silicon	Solar	Cell	for	CPV

4.3. Electrical and Optical Simulations 81

• The Schenk bandgap narrowing (BGN) model has been used. Commonly,

constant or doping-dependent BGN models are used in simulating solar cells.

However, in this way, BGN dependence on the the free-carrier concentration

is not taken into account. For concentrator solar cells this e↵ect could be very

important, since high carrier concentration are produced by the high-power

incident light. The Schenk BGN model, described in [58], also takes into

account the carrier concentration induced narrowing e↵ect in silicon.

• The Philips unified mobility model was used to describe the carrier mobility

[26]. This model describes the mobility degradation due to both impurity

scattering and carrier-carrier scattering mechanisms (due to free carriers, and

ionized donors and acceptors). The model allows to take into account the mo-

bility of carriers in both the high-doped emitter and in the high-injection base,

where the free carriers density is higher than the ionized acceptors density.

With regard to the characteristics parameters in the simulations, we used the

experimentally measured doping profiles for phosphorus and boron shown in Fig 3.7

and 3.8 respectively. The experimental value of the SRH bulk lifetime, as calculated

in Section 3.3, was used. The surface recombination velocities of the passivated and

of the non-passivated surfaces were calculated as a function of the emitter doping

as described in Eqs. 4.22 and 4.23. Unless otherwise specified, the cell parameters

used in numerical simulations are considered equal to the ones summarized in Table

4.4.

Table 4.4: Cell parameters used in the model and in numerical simulations

Parameter Value

Physical cell parameters

Cell area 4⇥ 4 mm2

Cell thickness 280 µm
Substrate resistivity 0.5 ⌦cm
Metal finger width 10 µm
Metal finger thickness 2 µm

Recombination parameters

Bulk minority carrier lifetime 60 µm
Front surface (passivated) recombina-
tion velocity

103 cm/s

Recombination velocity at the metal-
silicon interface

3 · 106 cm/s

# DOPING
doping phosphor
x.min=0 
x.max=$pitch
y.min=0 ascii
infile=phos_sims.do
p
doping boron
conc=$BSFp x.min=0 
x.max=$pitch
y.max=$wb junc=$wb-
1.5 gauss

# SET  MATERIAL
material Silicon TAUN0=$tau 
TAUP0=$tau nc300=3.2e19 
nv300=1.83e19 eg300=1.119 
copt=1.1e-14
material material=aluminum
real.index=1.39 
imag.index=1.51

# SURFACE RECOMBINATION
interface x.min=0.0 
x.max=$pitch y.min=-0.1 
y.max=0.1 S.X S.N=5e3 
S.P=5e3 
interface x.min=0 x.max=$wf
y.min=-0.1 y.max=0.1 S.X 
S.N=3.e6 S.P=3.e6 
interface x.min=0 
x.max=$pitch y.min=$wb-0.1 
y.max=$wb+0.1 S.X S.N=3.e6 
S.P=3.e6

• Simulations tuning with real 
experimental values
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Table 2: Calculated contributions to the total dark current density J0,tot at T= 298 K

for each region of the device and corresponding to di↵erent loss mechanisms including SRH

trap-assisted recombination (J0,SRH), surface recombination (J0,surf ), Auger recombination

(J0,aug) and the recombination at metal contacts (J0,met). The measured J0,tot is 410.3

fA/cm2

J0 (fA/cm2) Emitter Base BSF Whole Cell

J0,SRH 0.7 116.8 6.2 123.7

J0,surf 22.2 - - 22.2

J0,aug 23.1 7 0.8 30.9

J0,met 21.4 - 214.9 236.3

J0,tot 67.4 123.8 221.9 413.1

Figure 9: Simulated and measured dark current density characteristics versus voltage V.

The J-V characteristics have been simulated for T= 298 K, 320 K and 342 K (estimated

temperature for the cell working at 300 suns). The measured J-V characteristics is acquired

at T= 298 K.

21
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Device	Simulations
• Case	study	2:	Silicon	Solar	Cell	for	CPV

… a lot of suimulations

Substrate resistivity

Substrate thickness
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4.4.1 Finger spacing optimization

Numerical simulations were exploited to optimize the front metal grid of the solar

cell that at large concentration levels may seriously limit the conversion e�ciency

through parasitic series resistance. The optimum finger spacing, as a trade-o↵ be-

tween metal-shadowing, metal-contact interface recombination and series resistance,

depends on the concentration factor under which the cell operates as discussed in

the previous section. The optimization was performed at 20 suns and 160 suns by

using the optimum emitter profiles as calculated in Section 4.2.4, and by considering

a base resitivity of 0.5 ⌦cm.

Figure 4.15: Results of the finger pitch optimization for a rectangular metal grid 2µm
thick. At 20 suns the optimum finger spacing is 350 µm, and at 160 suns the
best value is 130 µm (Simulation performed in collaboration with ARCES,
University of Bologna, Italy).

The results are presented in Fig. 4.15, where the predicted conversion e�ciency

is plotted as a function of the finger spacing. At 20 suns the optimum finger spacing

is about 350 µm, while at 160 suns the best value is 130 µm in good agreement with

the values obtained with the quasi-analytical co-optimization method previously

described. It should be noted that at large concentration factors the correct sizing

of the metal fingers becomes more critical in order to preserve the cell conversion

e�ciency

In order to further minimize the resistance of the metal grid, also the influence

of the metal thickness and the grid geometry on the conversion e�ciency was in-

vestigated. In particular, metal 2� 10 µm thick and square and rectangular metal

grids (as shown in Fig. 3.4) have been analyzed. Fig. 4.16 shows the finger spacing

Finger pitch
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optimum CF is higher than the one calculated under self-heating,
since no VOC degradation occurs at high light irradiation. Figs. 10–12
show a good agreement of the simulations with measured data.

Fig. 13 illustrates the external quantum efficiency (EQE) calculated
by the device simulator at T¼298 K and the good accordance with
the experimentally measured one. The simulated internal quantum
efficiency (IQE) and the collection efficiency of photo-generated
carriers ðηCÞ are also reported. EQE, IQE and ηC are calculated as
[48]. We observe that ηC and IQE are undistinguishable for radiation
wavelength λ below 1000 nm because of the zero cell transmittance
in that region of the spectrum (Fig. 7b). In addition, ηC degrades
significantly above 800 nm due to the marked recombination losses
at the back contact, since low-energy photons are absorbed in deeper
regions of the solar cell.

5.3. Short-circuit superlinearity

In silicon solar cells, JSC is generally assumed to be linear with
the incident power. The linearity coefficient LðCF Þ represents the
deviation of the short circuit current density (JSC) from the linear
growth, calculated as

LðCF Þ ¼
JSCðCF Þ
CF

1
JSCðCF ¼ 1Þ

ð2Þ

JSC at low concentration is linear with the incident power, but
for high concentration factors it shows a non-linear behavior as
shown in Fig. 14, where measured and simulated linearity coeffi-
cients as a function of CF are reported. The linearity coefficient
grows with the concentration and reaches approximately 8% at
300 suns, according to simulations with self-heating effect. In
addition, from Fig. 14, the significant role of temperature in the
JSC super-linearity can be observed. Since higher CF leads to an
increase of semiconductor temperature due to self-heating, as
observed in Section 5.2, the increasing temperature causes higher
photogeneration because of the temperature-dependence of sili-
con complex refractive index [29]. In Fig. 14, at 300 suns the
simulated super-linearity at constant semiconductor temperature
(T¼298 K) is approximately 6.7%, significantly lower than that
occurring in case of self-heating (8%).

A super-linear response of the JSC with the incident power has
also been observed in Ref. [49] and previous studies on concen-
trator solar cells have shown the importance of the electric field in
enhancing the collection efficiency of minority carriers generated
in the base region [13]. In order to investigate this effect, the
electric field in the cell under short-circuit conditions has been
simulated for three different concentration factor and reported in
Fig. 15. The plot shows the electric field intensity in the first 5 μm
from the cell front surface. The field in the emitter region is
dominated by the phosphorus doping-level and it is almost
independent of illumination power, whereas in the base region it
increases linearly with the illumination power. At high irradiation
levels, the cell produces a proportionately larger current. Due to
large current flow through the thick base material, an Ohmic
voltage drop is produced. The direction of the electric field, due to

Fig. 12. Simulated and measured efficiency versus concentration factor CF . Simula-
tions have been performed under constant temperature at T¼298 K and under self-
heating assumption. The confidence bound (green dashed lines) accounts for the
experimental uncertainty (5% relative). (For interpretation of the references to color
in this figure caption, the reader is referred to the web version of this paper.)

Fig. 13. Simulated and measured external quantum efficiency (EQE) with the
corresponding bounds of the experimental uncertainty (green dashed lines). The
simulated internal quantum efficiency IQE and the collection efficiency of photo-
generated carriers ηC are also illustrated. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 14. Simulated and measured short-circuit current density superlinearity JSC
versus concentration factor CF . Simulations have been performed in the case of
constant temperature at T¼298 K and under self-heating assumption.

Fig. 15. Simulated electric field under short-circuit conditions for three different
radiation powers at T¼298 K. The plot shows the electric field intensity in the first
5 μm from the cell front surface. The junction depth is at about 0:8 μm from the surface.

G. Paternoster et al. / Solar Energy Materials & Solar Cells 134 (2015) 407–416414
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direct (AM1.5D) spectrum with an irradiance of 1000Watt/m2 per
sun, as reported in the ASTM standard G173-03 [26], has been used as
reference spectral irradiance for the characterization under concen-
trated light [6]. In particular, with reference to Fig. 6, the concentrating
system is composed of a motorized diaphragm (1), a parabolic off-axis
mirror (2), a biconvex lens (3), a three-axis micropositioner (5) and a
thermal cell holder (5) which holds the packed cell (6).

By combining the parabolic off-axis mirror with the biconvex lens,
a fixed concentration ratio of about 200 is obtained that can reach up
to 500 suns by working with the solar simulator at full power. In
order to change the irradiance on cell working plane, a diaphragm has
been placed between the solar simulator and the optical system; by
varying the diaphragm aperture, the final irradiance can be directly
controlled. An advantage of using the diaphragm is that some beam

parameters like uniformity, divergence and spectrum do not change
with respect to the concentration factor. Moreover, cell and optics
remain at a fixed position during the whole efficiency–concentration
curve acquisition. Only the diaphragm aperture is changed by means
of a stepper motor handled by a PC. Such a system exhibits very good
performance in terms of reproducibility and temporal uniformity,
while the spatial uniformity is about 10% on the test cell plane.

In order to detect the total irradiance on the cell, the “self-
reference” method is a simple and reliable method that could be
easily implemented. In this case, the total irradiance is calculated
directly from the short-circuit current measured on the test device
divided by its short-circuit current at 1 sun. However, this method
assumes a linear response of short-circuit current with the inci-
dence power. In our case the latter assumption is not verified and a
different way to measure the total irradiance was implemented, as
explained at the end of Section 5.3.

During the measurement, the PCB is kept at a constant
temperature of 298 K. However, since a steady-state solar simu-
lator has been used, for concentration factor above 100 suns, the
cell temperature increases due to the thermal resistance of the cell
package. The cell heating leads to a temperature increase of about
40 K at 300 suns and it has been taken into account in the electro-
optical simulations.

3. Electro-optical simulation methods

Numerical simulations have been performed by using a 2-D drift-
diffusion finite-element simulator [12]. The optical generation rate
per time and volume unit have been calculated separately by using a

Fig. 4. Two tested front metal grid geometries: rectangular grid (left) and square grid (right).

Fig. 5. Two scanning electron microscope (SEM) pictures of cell front at the end of the fabrication process.

Table 1
Geometrical and physical cell parameters. All values are experimentally measured.

Parameter Unit Value

Cell die area mm2 4!4
Wafer Thickness μm 280
Metal finger pitch μm 180
Front metal width μm 7
Front metal thickness μm 4.5
Emitter sheet resistance Ω=sq 70
Substrate boron doping concentration cm"3 3.5!1016

Emitter nþ junction depth μm 0.77
Emitter nþ surface doping cm"3

3:94! 1019

Boron BSF junction depth μm 1.89
Boron BSF surface doping cm"3

1:03! 1019

Boron sheet resistance Ω=sq 150

G. Paternoster et al. / Solar Energy Materials & Solar Cells 134 (2015) 407–416410
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region. The IQE behavior confirms that the JSC super-linear excess under

concentrated light involves those photons with wavelength larger than 600 nm

only, which are absorbed into the bulk far from the junction. On the other hand,

photons with wavelength shorter than 600 nm generate a short-circuit current465

linear respect to the incident power. This explanation agrees with previous

experiments reported in literature [11, 46, 47].

Figure 15: Simulated Electric Field under short-circuit conditions for three di↵erent radiation

powers at T= 298 K. The plot shows the electric field intensity in the first 5 µm from the cell

front surface. The junction depth is at about 0.8 µm from the surface.

With the aim to investigate the role of the electric field in increasing the

carriers collection e�ciency, it is useful to analyze the carrier di↵usion length

dependence on the electric field. The e↵ective di↵usion length Leff , which470

includes the e↵ect of the electric field, can be defined as [48]:

1

Leff
=

1

2L0

"✓
E

EC

◆2

+ 4

#1/2

± 1

2L0

E

EC
(2)

where EC = kT/(qL0) and L0 is the low-field di↵usion length. Eq. 2 indicates

that the electric field splits the e↵ective di↵usion length into e↵ective upstream
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Figure 14: Simulated and measured short-circuit current density superlinearity JSC versus

concentration factor CF . Simulations have been performed in the case of constant temperature

at T= 298 K and under self-heating assumption.

plot shows the electric field intensity in the first 5 µm from the cell front surface.

The field in the emitter region is dominated by the Phosphorus doping-level and

it is almost independent on illumination power, whereas in the base region it

increases linearly with the illumination power. At high irradiation levels, the450

cell produces a proportionately larger current. Due to large current flow through

the thick base material, an Ohmic voltage drop is produced. The direction of

the electric field, due to this Ohmic voltage drop, aids the collection of minority

carriers for n+p cell structure, increasing the e↵ective di↵usion length in the

bulk. In other words, the electric field redistributes the minority-carrier profile,455

shifting it toward the collecting junction. This enhancement is expected to

involve the carriers photogenerated in the bulk region only, far from the junction

(red and infra-red photons). The e↵ect is clearly shown in Fig. 16, reporting

the cell IQE simulated with di↵erent illumination power levels. For incident

irradiance up to 0.1 W/cm2 the IQE does not depend on power, whereas for460

higher irradiance level the IQE shows an enhancement in the long-wavelength
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Figure 16: Internal quantum e�ciency (IQE) calculated for three di↵erent incident radiation

powers. For incident powers up to 0.1 W/cm2 IQE does not depend on power, whereas for

higher power density the IQE shows an enhancement in the long wavelength region.

(against the field) and e↵ective downstream (with the field) di↵usion lengths.

The zero electric field di↵usion length L0 simulated with the 0.47 ⌦cm substrate475

resistivity is equal to 340 µm. Relatively low electric fields of only few volts per

centimeter significantly increases the downstream di↵usion length. In our case,

the e↵ective downstream di↵usion length increases from 340 µm at one sun up

to 1000 µm at 200 suns. This enhancement in the di↵usion length is su�cient

to explain the observed super-linearity e↵ect. The simulation results shown480

in Fig. 16 have also been exploited to develop a new and simple method to

measure the concentration factor avoiding any bias due to the cell non-linearity.

As explained in Section 2.2 during the cell characterization under concentrated

light, the e↵ective CF is calculated by the “self-reference” method from the cell

JSC itself. This is a very common method used in the scientific community to485

calculate the e↵ective CF . However, it is only valid when the JSC linearity is

verified. In our case, as suggested by simulations in Fig. 16, the linearity is

verified for the spectrum portion below 600 nm only. Therefore, to measure the
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