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This Moriond EW & UT conference featured — as is tradition — a vibrant snapshot of newest 
results and trends in the fields of neutrino physics, astrophysics & cosmology, gravitational 
waves (!), dark matter and collider physics (it became the promised LHC feast). 

Beautifully prepared talks! 53 on experimental results. We live in data-driven times. 

I also found the YSF talks very interesting and well prepared. 

Many thanks, indeed, to all the speakers! 

Attempt for a summary …
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Warning: in case you are asked next time, consider :

You won’t have this:
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Warning: in case you are asked next time, consider :

You won’t have this:

But rather…
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Views from a hotel room…

Wednesday, Mar 16: great Friday, Mar 18: bad
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Neutrino physics

Another 
Nobel Price*
for particle 
physics in 
2015, and 
another one 
for neutrino 
oscillation !

Fluxed of 8B solar neutrinos measured by SNO and SK

10!

solar model prediction. Continued data-taking refined these results. Data-taking was 
concluded in 2006 and the final results were published in 2013 [35]. The 8B neutrino flux 
from the final fit to all reactions is 

!!!!

€

φ =φ(ν e )+φ(ν µ )+φ(ντ )=5.25±0.16(stat)−0.13+0.11 (sys)×106 cm−2s−1

in very good agreement with the theoretically expected 5.94 (1 ± 0.11) [SSM BPS08] or 5.58 
(1 ± 0.14) [SSM SHP11] (see [36] and references therein). 
 
The flux of muon- and tau-neutrinos deduced from the results shown in figure 4 is 

!!

€

φ(ν µ )+φ(ντ )=(3.26±0.25−0.35
+0.40 )×106 cm−2s−1

deviating significantly from zero. A comparison with the total 8B flux clearly demonstrates 
that about two thirds of the solar electron-neutrinos changed flavour, arriving at Earth as 
muon-neutrinos or tau-neutrinos. SNO’s ES results are consistent with the results from Super-
Kamiokande and with the SNO results above, however by themselves insufficient as evidence 
for flavour change (figure 4). 

Figure 4: Fluxes of 8B solar neutrinos from SNO and Super-Kamiokande. The SSM BS05 
[38] prediction is shown as a range between the dashed lines. C.L. stands for confidence level.
From [36] and references therein.

The SNO evidence for neutrino flavour conversion was confirmed a year later by the 
KamLAND reactor experiment. KamLAND (Kamioka Liquid scintillator AntiNeutrino 
Detector) [39] was proposed in 1994, funded in 1997 and started data-taking in January 2002. 
The first KamLAND results were published in January 2003 [40] and show clear evidence for 
disappearance of electron anti-neutrinos, consistent with the expectation from the solar 

12!

than ten times larger than its predecessor Kamiokande in the Mozumi zinc mine. Super-
Kamiokande launched its operations in April 1996 and could, after less than two years of 
data-taking, report the first striking results: a deficit in the number of up-going high energy 
muon-neutrinos, strongly varying with the zenith angle (i.e. the angle between the neutrino 
direction and vertical).  

Atmospheric neutrinos are produced high in the atmosphere and the flux at the surface of the 
Earth is expected to be isotropic, independent of the zenith angle. This implies that the 
observed fluxes of up-going and down-going neutrinos in an underground detector like SK 
should be equal.  A water Cherenkov detector is able to distinguish the electrons and muons 
produced in the final state of νe and νµ charged current (CC) reactions but cannot distinguish 
neutrinos from anti-neutrinos. By determining the directions of the final electrons and muons, 
the directions of the incident neutrinos can be inferred.  

Figure 5: Zenith angle distributions of e-like and µ-like events in Super-Kamiokande with 
momenta above and below 1.33 GeV [52]. The boxes show the expectation assuming no 
oscillations, whereas the full drawn lines show the results of the best fit. 

Figure 5 clearly shows that whereas the flux of electron-neutrinos has almost no zenith angle 
dependence, the flux of down-going (cosθ  = 1) muon-neutrinos significantly exceeds the flux 
of up-going νµ. This can be simply interpreted in terms of oscillations: neutrinos moving 
upward through the detector are created in the atmosphere at the opposite side of the Earth 

ofand travel thousands  kilometUHV before interacting. Apparently, muon-neutrinos disappear 
on the way whereas electron-neutrinos do not. Down-going muon-neutrinos, produced in the 
atmosphere directly above the detector, only travel a few dozen kilometres and are detected at 
the level expected. Since there is no indication of an increased electron-neutrino flux, the 
missing muon-neutrinos must have oscillated into tau-neutrinos. 
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Fig. 2. Angular distributions for e-like (left) and µ-like (right) events, for sub-GeV (top) and multi-
GeV (bottom) samples. The bars show the MC no-oscillation prediction with statistical errors,
and the line shows the oscillation prediction for the best-fit parameters, sin2 2θ = 1.0 and ∆m2 =
3.5 × 10−3 eV2.
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Fig. 3. Angular distributions for e-like (left) and µ-like (right) multi-GeV events (FC+PC), divided
into 10 angular bins.

Zenith angle distribution in SK for e-like and µ-like events 
above 1.35 GeV. Boxes show expectation without oscillation  
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(more than 2×1030 chlorine atoms), Davis aimed to detect the inverse β-decay process 
initiated by solar neutrinos from 8B  

 

The β-decay of 8B produces neutrinos with energies up to 15 MeV, well above the threshold 
(0.814 MeV) for the capture on chlorine. According to SSM predictions, small contributions 
can also be expected from 7Be and the p-e-p process, see figure 1. On the other hand, the 
much more copious neutrinos from the pp-chain have maximum energies of 0.420 MeV and 
do not contribute.  

Figure 1: Neutrino fluxes (with percentage uncertainties) as predicted by the Bahcall-Serenelli 
solar model (BS05) [38], in cm-2 s-1 MeV-1 (cm-2s-1 for the lines). The arrows above the 
diagram indicate the energy ranges accessible to experiments. [From J.N. Bahcall’s web site 
http://www.sns.ias.edu/~jnb/ with arrows added above the graph.] 

Every second day, on average, one 37Ar atom was produced in the Homestake detector by a 
solar neutrino. The radioactive Ar atoms were extracted every couple of months, 
approximately the time required to reach equilibrium between 37Ar production and decay (the 
half-life of 37Ar is about 35 days). The first results from Davis’ experiment appeared in 1968 
[23] indicating an observed flux much lower than the theoretical expectation. The final results
were published in 1998 [24]. The average value of the solar neutrino rate obtained by
Homestake after more than 25 years of almost continuous measurement is

2.56 ± 0.16 (stat) ± 0.16 (sys) SNU 

!"##$%&!'()
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"e+
37Cl# 37Ar + e$

*Awarded jointly 
to T. Kajita and 
A.B. McDonald 
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Neutrino physics

What do we know

• Neutrinos are massive fermions

• Three active neutrino flavours

• Neutrino mass eigenstates are mixed flavour states, governed by PMNS matrix

Critical 𝜈 questions:

• Neutrino nature: Majorana fermions?

• Δm2 (2.5%) and angles (3–7%) pretty well known

• Neutrino masses: absolute values & hierarchy

• CP violation in neutrino sector (δCP in flavour-changing PMNS elements)

• Are there sterile neutrinos, can we observe heavy additional neutrinos ?

• But also: neutrino cross section and flux measurements and predictions
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Neutrino physics

The tools 

• Neutrino oscillation measurements (short / long baseline)

• Single beta decay

• Neutrinoless double beta decay

• Cosmology (Graziano Rossi: Σm𝜈 < 0.12 eV with Ly-𝛼, CMB, BAO combined)

• And also neutrinos as messengers in astronomy, Sun & geo science,                 
as well as for GUT, lepto/baryogenesis and physics beyond the SM
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Neutrinos from short-baseline accelerators: MicroBooNE
170 ton LAr TPC neutrino experiment at FNAL that started data taking in October 2015

MicroBooNE ~500m from BNB ~𝜈µ beam, dedicated to 
low-energy neutrino cross sections to investigate the excess 
seen by MiniBooNE in 𝜈µ → 𝜈e (and anti-…) appearance

Also step towards kiloton LAr TPC: DUNE (far detector) at 
LBNF (up to 2.4 MW beam power)

Principle: charged particle interacts with Ar: wire planes 
detect drifting ionisation electrons (→ tracks), PMTs detect 
scintillation light, use dE/dx to separate between e/γ
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CCQE data (points with statistical errors) and background (his-

togram with systematic errors).

MiniBooNE, PRL 110, 161801 (2013) 

~3σ excess of 
electron-like 
events in 
Cherenkov 
detector

Electrons or 
photons ?

There is also 
the LSND 
anti-𝜈e excess

MicroBooNE event display

Sarah Lockwitz
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Neutrinos from short-baseline accelerators: MINERvA
Detailed study of neutrino interactions in varying nuclear targets (C, Pb, Fe, H2O) 

For example, 𝜈e CCQE is oscillation signal, but    
little low-energy cross-section data available.                       
Can 𝜈µ → 𝜈e cross-sections be trusted universally ?

Exclusive measurement of 
flux-integrated differential 
cross section for 𝜈e CCQE-like 
interactions 

Sufficiently good description 
for current experiments

Next steps: higher beam E

𝜈e n → e– p (dominant) and 𝜈e p → e+ n in hydrocarbon target

Non-magnetic tracking volume

Daniel Rutherbories

MINERvA at NuMI, ~1km after NuMI target,   
3.1 GeV peak 𝜈µ energy (low-energy beam flux). 

Detector features charged particle and em & 
had energy reconstruction, PID, uses MINOS 
(ND) as µ spectrometer

Test and improve 𝜈–N interactions modelling
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Long-baseline neutrino experiments
Extremely rich present and future long-baseline neutrino programme

DUNE LAr-TPC far detector
at 1.5 km level
4 modules, 10 kton each 
Initial 1.2 MW beam 
(cf. 700 kW NuMI for Nova)

T2K beamline

Long-baseline experiments look at 𝜈µ disappearance and 𝜈µ → 𝜈e appearance 
+ their anti processes

Probabilities depend on sin2(2θ13), well measured and large, on sin2(θ23), 
on δCP (→ CP violation), and on the sign of Δm2

31 (→ mass hierarchy)

→ All these properties can be experimentally addressed

07/03/16 Mark Scott, TRIUMF 7

Tokai to Kamioka (T2K) experiment

295 km

11 countries, 60 institutions, ~500 collaborators

Tokai to Kamioka (T2K) long-baseline experiment 
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Long-baseline neutrino experiments: MINOS
ND 24 ton, ~1 km on target; FD 4.2 kton (ND+FD magnetised), 735 km in Soudan mine, 705 m deep

MINOS released in May 2014 a combined analysis of 𝜈µ disappearance and 𝜈µ → 𝜈e appearance data

Talk this week reported search for sterile neutrino using 𝜈µ beam: 1 𝜈sterile introduces 6 new parameters. 
For simplicity set CP phases and θ14 = 0, fit: Δm2

32, Δm2
41, θ23, θ24, θ34

Ashley Timmons
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New analysis technique to 
probe many magnitudes of Δm241

Direct fit to F/N ratio 
for CC and NC events

Assume 3+1 sterile model

Set δ13, δ14, δ24 and θ14 to zero

Parameters fit are:
Δm232, Δm241, θ24, θ23, and θ34

Moved from likelihood method 
towards χ2 fit, containing covariance

matrix with systematics

we assume no νe -> νs

16

Disappearance Limit

)24θ(2sin
-410 -310 -210 -110 1

)2
 (e

V
412

m
∆

-410

-310

-210

-110

1

10

210

 runningµν
 POT2010.56x10

MINOS data

MINOS Preliminary

MINOS data 90% C.L.
MINOS data 95% C.L.
Super-K 90% C.L.

CDHS 90% C.L.
CCFR 90% C.L.
SciBooNE + MiniBooNE 90% C.L.

Feldman-Cousins procedure used for confidence limit

𝜈active – 𝜈sterile mixing may affect ND reference.
Thus: combined fit of FD / ND ratio. Find 
agreement with 3-flavour model → limits
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Reconstructed Neutrino Energy (GeV)
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Long-baseline neutrino experiments: NOvA
14 kton FD (810 km, on surface), 0.3 kton ND, both are fine-grained tracking calorimeters

NOvA ~0.8º off-axis from the NuMI beam → narrow E(𝜈µ) ~ 2 GeV, 
~maximum of 𝜈µ disappearance and 𝜈e appearance, 𝜈e ID

First results using 11/2014–6/2015 data (< 500 kW beam power): 
• 𝜈e cross-section (a bit higher than T2K & Gargamelle → GENIE)
• 𝜈µ disappearance gives first measurement of Δm2

32 and sin2θ23: 

Also first 𝜈µ → 𝜈e appearance result: 6/11 (LID/LEM) events observed 
in FD for ~1 expected background event (based on ND measurement). 
3.3/5.3σ excess, LEM result less compatible with inverted hierarchy

With magnetic horns focusing on positive 
mesons NuMI beam composed of 97.6% 𝜈μ, 
1.7% anti- 𝜈μ, 0.7 𝜈e + anti-𝜈e for neutrino 
energies between 1 and 3 GeV. 

Beautifully simple detector technology

Jeff Hartnell
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Long-baseline neutrino experiments: T2K
295 km baseline, far detector SK (water), near detectors INGRIDon / ND280off (different target materials)

T2K 2.5º off beam axis giving narrow E(𝜈µ) ~ 0.6 GeV. ND280 target so far carbon, not same as SK

[ Combined 𝜈µ → 𝜈µ / 𝜈e analysis (2010–2013, !2011 data) provided world’s best Δm2
32, θ23 measurements ]

Christine Nielsen

Anti-𝜈µ mode during Run 5–6 (2014/15): 11×1020 POT (cf. NOvA: 2.7×1020), 390 kW max beam power

Larger wrong-sign background, must measure in near detector: ~10% flux and cross-section uncertainties: 
improve by combined fit of model together with external and ND280 data as input to oscillation fit  

→ Anti-𝜈µ disappearance: 34 µ events observed. Anti-𝜈e appearance: 3 events seen, not yet significant 7
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no indication of new physics, and are also in good agree-
ment with similar measurements from MINOS [4] and
SK [5]. The results presented here, with the first T2K
anti-neutrino dataset, are competitive with those from
both MINOS and SK, demonstrating the e↵ectiveness of
the o↵-axis beam technique.
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FIG. 3. Top: The reconstructed energy distribution of the
34 far detector ⌫µ candidates and the best fit prediction, sep-
arated by interaction mode. This is compared to the pre-
dicted spectrum assuming the anti-neutrino oscillation pa-
rameters are identical to the neutrino parameters measured
by T2K [13]. Bottom: The observed data and ⌫µ-mode best
fit prediction as a ratio to the unoscillated prediction.

TABLE III. Oscillation parameters used for the fit. The pa-
rameters sin2(✓

23

) and �m2

32

were allowed to fit in the ranges
given. All other parameters were fixed to the values shown,
taken from previous T2K fits [13] and the Particle Data Group
review [33].

Parameter ⌫ ⌫

sin2(✓
23

) 0.527 fit 0 – 1

�m2

32

(10�3 eV2) 2.51 fit 0 – 20

sin2(✓
13

) 0.0248

sin2(✓
12

) 0.304

�m2

21

(10�5 eV2) 7.53

�CP (rad) -1.55

and �m2
32 are estimated using a maximum likelihood

fit to the measured reconstructed energy spectrum in
the far detector. All other oscillation parameters are
fixed as shown in Table III. Oscillation probabilities are
calculated using the full three-flavor oscillation frame-
work [31], assuming the normal mass hierarchy (�m2

32 >
0). Matter e↵ects are included with an Earth density of
⇢ = 2.6 g/cm3 [32].

Confidence regions are constructed for the oscillation
parameters using the constant ��2 method [33]. A
marginal likelihood is used for this, integrating over the
nuisance parameters f with prior probability functions
⇡(f) to find the likelihood as a function of only the rele-
vant oscillation parameters o:

L(o) =
Z EbinsY

i

Li(o, f)⇥ ⇡(f) df , (2)

where Ebins denotes the number of reconstructed neu-

TABLE IV. Percentage change in the number of 1-ring µ-like
events before the oscillation fit from 1� systematic parame-
ter variations, assuming the oscillation parameters listed in
Table III and that the anti-neutrino and neutrino oscillation
parameters are identical.

Source of uncertainty (number of parameters) �nexp

SK

/nexp

SK

ND280-unconstrained cross section (6) 10.0%

Flux and ND280-constrained cross section (31) 3.4%

Super-Kamiokande detector systematics (6) 3.8%

Pion FSI and reinteractions (6) 2.1%

Total (49) 11.6%

trino energy bins.
We define ��2 = �2 ln(L(o)/max(L)) as the ratio

of the marginal likelihood at a point o in the sin2(✓23)
– �m2

32 oscillation parameter space and the maximum
marginal likelihood. The confidence region is then de-
fined as the area of the oscillation parameter space for
which ��2 is less than a standard critical value.
Table IV summarizes the fractional error on the ex-

pected number of SK events from a 1� variation of the
flux, cross-section, and far detector systematic parame-
ters. Although the fractional error on the expected num-
ber of events due to systematic errors is large, the e↵ect
of systematic parameters on the confidence regions found
in this fit is negligible due to the limited data statistics.
The impact of fixing the values of sin2(✓23) and �m2

32 in
the fit is also negligible.
The observed ⌫µ reconstructed energy spectrum from

the anti-neutrino beam mode data is shown in the up-
per plot of Fig. 3, overlaid with the best fit spectrum as-
suming normal hierarchy, separated by interaction mode.
The lower plot in Fig. 3 is the ratio of data to the ex-
pected, unoscillated spectrum.
The best fit values obtained are sin2(✓23) = 0.45 and

|�m2
32| = 2.51⇥ 10�3eV2, with 68% confidence intervals

of 0.38 – 0.64 and 2.26 – 2.80 (⇥10�3 eV2) respectively.
A goodness-of-fit test was performed by comparing this
fit to an ensemble of toy experiments, giving a p-value of
0.38.
The fit results are shown in Fig. 4 as 68% and 90% con-

fidence regions in the sin2(✓23) – �m2
32 plane. The 90%

confidence regions from the T2K neutrino beam mode
joint disappearance and appearance fit [13], the SK fit
to ⌫µ in atmospheric neutrino data [5], and the MINOS
fit to ⌫µ beam and atmospheric data [4] are also shown
for comparison. A second, fully Bayesian, analysis was
also performed, producing a credible region matching the
confidence regions presented above.
Conclusions.—We report the first study of ⌫µ disap-

pearance using an o↵-axis beam and present measure-
ments of sin2(✓23) = 0.45 and �m2

32 = 2.51⇥ 10�3 eV2.
These results are consistent with the values of sin2(✓23)
and �m2

32 observed previously by T2K [13], providing

Clear evidence of 
oscillation in anti-
𝜈µ disappearance
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Long-baseline neutrino experiments: OPERA
Breakthrough in July 2015 with > 5σ observation of tau neutrino appearance (5 𝜈τ candidates)

OPERA exploits 732 km (2.5 ms) CNGS 𝜈µ beam     
to search for 𝜈τ appearance

Charged-current neutrino interactions are recorded   
in detectors (bricks) of lead and emulsion film with 
sub-micron resolution. Total target of 150k bricks. 
Additional target trackers & muon spectrometers.

Data between 2008 and 2012 were analysed, 
corresponding to 18×1019 POT giving 20k 
neutrino interactions in detector (6.7k analysed)

4

FIG. 1: Display of the ⌫⌧ candidate event as seen by the electronic detectors in the x-z projection (top panel) and y-z projection
(bottom panel). The OPERA (right-handed) reference frame is oriented such that the y axis is perpendicular to the hall floor
and pointing up; the z axis is orthogonal to the brick walls and is oriented as the incoming neutrinos. The angle between
the neutrino direction and the z axis projected into the yz plane is 58 mrad. The brick containing the neutrino interaction is
highlighted in magenta. The solid line shows the direction of the primary track P1 (see the text) at its most upstream point
as reconstructed in the emulsion detectors.

FIG. 2: Event display of the fifth ⌫⌧ candidate event in the
horizontal projection longitudinal to the neutrino direction.
The primary and secondary vertices are indicated as V

0

and
V

1

, respectively. The black stubs represent the track segments
as measured in the films.

The numbers of expected signal and background events
are estimated from the simulated CNGS flux [30]. The
expected detectable signal events in the 0µ and 1µ sam-
ples are obtained using the reconstruction e�ciencies and
the ⌫⌧ event rate in the flux normalised to the detected
⌫µ interactions. A similar normalisation procedure is

Parameter Measured value Selection criteria
��⌧H (o) 151± 1 > 90

p

miss

T (GeV/c) 0.3± 0.1 < 1
✓

kink

(mrad) 90± 2 > 20
z

dec

(µm) 630± 30 [44, 2600]
p

2ry (GeV/c) 11+14

�4

> 2
p

2ry
T (GeV/c) 1.0+1.2

�0.4 > 0.6 (no � attached)

TABLE II: Kinematical parameters considered for the ⌧ ! 1h
decay channel selection: measured values for the new candi-
date event and predefined cuts are reported in the second and
third columns, respectively

.

also used in the background expectation. The details
of the signal and background estimation are described in
Ref. [14].
The systematic uncertainty associated with the signal

takes into account contributions from the limited knowl-
edge of the ⌫⌧ cross section and uncertainties on the sig-
nal detection e�ciency. For the signal central value, the
default implementation for the ⌫⌧ cross-section contained
in the GENIE v2.6 simulation program is used [31]. A
10% model-related systematic uncertainty can be esti-
mated by considering the maximal deviations from the
central value of the expected number of ⌫⌧ candidates

Event display of 5th 𝜈τ candidate in emulsion
6

Channel
Expected background

Expected signal Observed
Charm Had. reinterac. Large µ scat. Total

⌧ ! 1h 0.017± 0.003 0.022± 0.006 0.04± 0.01 0.52± 0.10 3
⌧ ! 3h 0.17± 0.03 0.003± 0.001 0.17± 0.03 0.73± 0.14 1
⌧ ! µ 0.004± 0.001 0.0002± 0.0001 0.004± 0.001 0.61± 0.12 1
⌧ ! e 0.03± 0.01 0.03± 0.01 0.78± 0.16 0
Total 0.22± 0.04 0.02± 0.01 0.0002± 0.0001 0.25± 0.05 2.64± 0.53 5

TABLE III: Expected signal and background events for the analysed data sample.

with pseudoexperiments.
The first test statistics is based on the Fisher’s method.

For the background-only hypothesis (i.e., µ = 0), the p
values pi of each individual channel (calculated as the
integral of the Poisson distribution for values larger or
equal to the observed number of candidates) are com-
bined into an estimator p

? =
Q

i pi [42, 43]. By com-
paring the observed p

?
data with the sampling distribution

of p?, a (one-side) significance of 5.1 standard deviations
is obtained, corresponding to a background fluctuation
probability of 1.1⇥ 10�7.

The second test statistics is based on the one-sided
profile likelihood ratio �(µ) [29]. This test statistic is
used to quantify the discrepancy between the data and
a certain hypothesised value of µ. The significance, the
level of disagreement between the observed data and the
µ = 0 hypothesis, is computed by comparing �data(µ =
0) with the corresponding sampling distribution of �(µ =
0). The likelihood, which includes Gaussian terms to
account for the background uncertainties, is

L =
4Y

i=1

Poisson(ni|µsi + �i)Gauss(�i|bi,�bi), (1)

where �bi is the background uncertainty for channel i

(from Table III) and �i are the background parameters
Gaussian modelled. Two di↵erent implementations of
the method, one based on a custom code and the other
one based on RooStats [44], have been used with both
giving a significance of 5.1 standard deviations.

A simple compatibility test of the observed data with
the expectations from the neutrino oscillation hypothesis
(µ = 1) is given by the best-fit signal strength at 90%
C.L., µ̂ = 1.8+1.8

�1.1, which is consistent with unity. An-
other test was made by performing pseudoexperiments
to sample the distribution of the data assuming µ = 1
and taking into account the uncertainties on the expected
signal and background. The probability of data being
less likely or equal to the observed ones is 6.4%. If we
consider the total number of ⌫⌧ candidates regardless of
the distribution into decay channels, the probability of
observing five or more candidates with an expectation
of 2.64 signal plus 0.25 background events is 17% from
Poisson statistics.

The 90% confidence interval for �m

2
23 has been es-

timated with three di↵erent approaches using the pro-
file likelihood ratio, the Feldman-Cousins method, and
Bayesian statistics. Assuming full mixing, the best fit
is �m

2
23 = 3.3 ⇥ 10�3 eV2 with a 90% C.L. interval of⇥

2.0, 5.0
⇤
⇥ 10�3 eV2, the di↵erences among the three

methods being negligible.

Conclusions.� This Letter reports the analysis of a
data sample including the first and the second most prob-
able bricks for all runs, with a corresponding increase of
the statistics of about 15% with respect to Ref. [16]. In
this enlarged data sample, a fifth ⌧ neutrino candidate
has been found. Furthermore, a revision of the back-
ground estimate in the muonic decay channel has been
performed. Given the low background level and the ob-
served number of ⌫⌧ candidate events, we report the dis-
covery of a ⌫⌧ appearance in the CNGS neutrino beam
with a significance of 5.1 �.

We acknowledge CERN for the successful operation
of the CNGS facility and INFN for the continuous sup-
port given to the experiment through its LNGS labora-
tory. We acknowledge funding from our national agen-
cies: Fonds de la Recherche Scientifique-FNRS and In-
stitut Inter Universitaire des Sciences Nucleaires for Bel-
gium; MoSES for Croatia; CNRS and IN2P3 for France;
BMBF for Germany; INFN for Italy; JSPS, MEXT,
the QFPU-Global COE program of Nagoya University,
and Promotion and Mutual Aid Corporation for Private
Schools of Japan for Japan; SNF, the University of Bern
and ETH Zurich for Switzerland; the Russian Founda-
tion for Basic Research (Grant No. 12-02-12142 ofim),
the Programs of the Presidium of the Russian Academy
of Sciences (Neutrino physics and Experimental and The-
oretical Researches of Fundamental Interactions), and
the Ministry of Education and Science of the Russian
Federation for Russia; the National Research Founda-
tion of Korea (Grant No. NRF-2013R1A1A2061654) for
Korea; and TUBITAK, the Scientific and Technologi-
cal Research Council of Turkey for Turkey. We thank
the IN2P3 Computing Centre (CC-IN2P3) for providing
computing resources.

(𝜈µ →) 𝜈τ + N → τ – (→ e,µ,h) + X

Search track with large IP from τ decay,
and no µ from PV

→ 5.1σ

Alessandra Pastore

Also limits on sterile neutrinos
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Short-baseline (reactor) neutrino experiments: Daya Bay
Powerful anti-𝜈e source from ß-decay of reactor fission products, detector now completed

Daya Bay measures θ13 from anti-𝜈e survival probability 
O(km) away from reactors, dominated by Δm2

32 term

Detection through anti-𝜈e + p → e+ + n reaction (IBD) in 
Gd doped liquid scintillators. Prompt e+ annihilation γ+ 
delayed 8 MeV γ’s from neutron capture. Flux uncertainty 
eliminated by measuring at 3 different detector sites

→ sin2(2θ13) =0.084 ± 0.005 (10/2012–11/2013 data, 2/3rd 8 ADs)6
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independent of these values. Consistent results were obtained
when our previous methods [1, 9] were applied to this larger
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2). This result was consistent with
and of comparable precision to measurements obtained from
accelerator ⌫
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and ⌫̄

µ

disappearance [10, 11]. Using only the
relative rates between the detectors and �m
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32

from Ref. [10]
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= 0.085 ± 0.006, with �
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/NDF =

1.37/3.
The reconstructed positron energy spectrum observed in the

far site is compared in Fig. 3 with the expectation based on
the near-site measurements. The 68.3%, 95.5% and 99.7%

C.L. allowed regions in the |�m

2

ee

|-sin2 2✓
13

plane are shown
in Fig. 4. The spectral shape from all experimental halls
is compared in Fig. 5 to the electron antineutrino survival
probability assuming our best estimates of the oscillation
parameters. The total uncertainties of both sin

2

2✓

13

and
|�m

2

ee

| are dominated by statistics. The most significant
systematic uncertainties for sin2 2✓

13

are due to the relative
detector efficiency, reactor power, relative energy scale and
9Li/8He background. The systematic uncertainty in |�m

2

ee

| is
dominated by uncertainty in the relative energy scale.
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FIG. 3. Upper: Background-subtracted reconstructed positron
energy spectrum observed in the far site (black points), as well as
the expectation derived from the near sites excluding (blue line) or
including (red line) our best estimate of oscillation. The spectra
were efficiency-corrected and normalized to one day of livetime.
Lower: Ratio of the spectra to the no-oscillation case. The error bars
show the statistical uncertainty of the far site data. The shaded area
includes the systematic and statistical uncertainties from the near site
measurements.
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32| using muon disappearance by the MINOS [10] and T2K [11]
experiments, converted to |�m2

ee| assuming the normal (solid) and
inverted (dashed) mass hierarchy.
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FIG. 5. Electron antineutrino survival probability versus effective
propagation distance Le↵ divided by the average antineutrino energy
hE⌫i. The data points represent the ratios of the observed
antineutrino spectra to the expectation assuming no oscillation. The
solid line represents the expectation using the best estimates of
sin

2
2✓13 and |�m2

ee|. The error bars are statistical only. hE⌫i
was calculated for each bin using the estimated detector response,
and Le↵ was obtained by equating the actual flux to an effective
antineutrino flux using a single baseline.

|�m

2

ee

| have been obtained by studying the energy-
dependent disappearance of the electron antineutrino inter-
actions recorded in a 6.9⇥105 GW

th

-ton-days exposure.
Improvements in calibration, background estimation, as well
as increased statistics allow this study to provide the most
precise estimates to date of the neutrino mass and mixing
parameters |�m

2
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| and sin

2

2✓

13

.
Daya Bay is supported in part by the Ministry of Science

and Technology of China, the U.S. Department of Energy,
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FIG. 3. Upper: Background-subtracted reconstructed positron
energy spectrum observed in the far site (black points), as well as
the expectation derived from the near sites excluding (blue line) or
including (red line) our best estimate of oscillation. The spectra
were efficiency-corrected and normalized to one day of livetime.
Lower: Ratio of the spectra to the no-oscillation case. The error bars
show the statistical uncertainty of the far site data. The shaded area
includes the systematic and statistical uncertainties from the near site
measurements.
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Layout of China-based Daya Bay experiment

Two near 
(effective 
baselines 512 
m and 561 m) 
and one far 
(1.6 km) 
experimental 
area

17.4 GW total 
thermal power
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Daya Bay: 621 days

Short-baseline (reactor) neutrino experiments: Daya Bay
Powerful anti-𝜈e source from ß-decay of reactor fission products, detector now completed

Daya Bay measures θ13 from anti-𝜈e survival probability 
O(km) away from reactors, dominated by Δm2

32 term

Detection through anti-𝜈e + p → e+ + n reaction (IBD) in 
Gd doped liquid scintillators. Prompt e+ annihilation γ+ 
delayed 8 MeV γ’s from neutron capture. Flux uncertainty 
eliminated by measuring at 3 different detector sites

→ sin2(2θ13) =0.084 ± 0.005 (10/2012–11/2013 data, 2/3rd 8 ADs)

Layout of China-based Daya Bay experiment

Two near 
(effective 
baselines 512 
m and 561 m) 
and one far 
(1.6 km) 
experimental 
area

17.4 GW total 
thermal power

Yiming Zhang

Brand new analysis using neutrons captured by 
hydrogen (instead of gadolinium). Independent 
data sample, different systematics

→ sin2(2θ13) =0.071 ± 0.011 (nH)

→ sin2(2θ13) =0.082 ± 0.004 (nGd & nH combined)
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Short-baseline (reactor) neutrino experiments: Double Chooz
Multi-detector setup with ND (0.4 km, since 2015) & FD (1.1 km, since 2011)

New preliminary Double Chooz θ13 measurement with 
multi-detectors. Nearly iso-flux setup reduces flux uncertainty 
to < 0.1%. Uncorrelated detection systematic < 0.3%

Combined fit of parameters to FD-I, FD-II, ND data                 
(reactor-off data also used for bkg constraint)

Layout of France based Double Chooz experiment

Two near 
(effective 
baselines 512 
m and 561 m) 
and one far 
(1.6 km) 
experimental 
area

17.4 GW total 
thermal power

Masaki Ishitsuka
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→ sin2(2θ13) =0.111 ± 0.018 (stat + syst, 5.8σ from zero)
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A word on reactor flux anomalies
Cannot currently follow-up new physics claims based on absolute reactor flux comparisons

Daya Bay reports recent measurement of anti-𝜈e flux using 
340k candidates, better than 1% energy calibration, and 
comparison with model prediction: ~2.5σ overall deviation, 
~4σ local deviation at E(𝜈e) ~ 5 MeV (shown to be due to 
reactor 𝜈). While an overall deficit may look like 
disappearance to sterile neutrino, the bump does not!

Consistent with “reactor neutrino anomaly” picture from 
earlier short baseline measurements (Daya Bay, Reno, 
Double Chooz): measured / expected anti-𝜈e flux ~ 0.94

Anna Hayes explained us that much caution is needed             
as various uncertainties may in total cover the deficit.

The ~5 MeV bump may be due to prominent fission 
daughter isotopes (eg, 238U or Plutonium)

In any case, new experiments needed: ~10 very-short 
baseline experimental projects, among which: SoLid →
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tion and compared with predictions. The antineutrino spec-
trum at each detector was predicted by the procedure de-
scribed above, taking into account neutrino oscillation with
sin2 2✓

13

= 0.090 and �m2

ee = 2.59 ⇥ 10�3 eV2 based on
the oscillation analysis of the same data [17]. The detector
response was determined in two ways. The first method se-
quentially applied a simulation of energy loss in the inactive
acrylic vessels, and analytical models of energy scale and en-
ergy resolution. The energy scale model was based on empir-
ical characterization of the spatial non-uniformity and the en-
ergy non-linearity with improved calibration of the scintillator
light yield and the electronics response [39]. The uncertainty
of the energy scale was about 1% in the energy range of reac-
tor antineutrinos [39]. The second method used full-detector
simulation in which the detector response was tuned with the
calibration data. Both methods produced consistent predic-
tions for prompt energies above 1.25 MeV. Around 1 MeV,
there was a slight discrepancy due to different treatments of
IBD positrons that interact with the inner acrylic vessels. Ad-
ditional uncertainty below 1.25 MeV was included to cover
this discrepancy.

Figure 2 shows the observed prompt-energy spectrum and
its comparison with the predictions. The spectral uncertainty
of the measurement is composed of the statistical, detector
response and background uncertainties. Between 1.5 and 7
MeV, it ranges from 1.0% at 3.5 MeV to 6.7% at 7 MeV, and
above 7 MeV it is larger than 10%. The predicted spectra were
normalized to the measurement thus removing the dependence
on the total rate. Agreement between a prediction and the data
was quantified with the �2 defined as

�2 =
X

i,j

(Nobs

i �Npred

i )V �1

ij (Nobs

j �Npred

j ), (4)

where Nobs(pred)

i is the observed (predicted) number of events
at the i-th prompt-energy bin and V is the covariance ma-
trix that includes all statistical and systematic uncertainties.
The systematic uncertainty portion of the covariance matrix
V was estimated using simulated data sets with randomly
fluctuated detector response, background contributions, and
reactor-related uncertainties, while the statistical uncertainty
portion was calculated analytically. A comparison to the Hu-
ber+Mueller model yielded a �2/NDF, where NDF is the num-
ber of degrees of freedom, of 43.2/24 in the full energy range
from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The
ILL+Vogel model showed a similar level of discrepancy from
the data at 2.4�.

The ratio of the measured to predicted prompt-energy spec-
tra is shown in the middle panel of Fig. 2. A discrepancy
is apparent around 5 MeV. Two approaches were adopted to
evaluate the significance of local discrepancies. The first was
based on the �2 contribution of each energy bin, which is eval-
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FIG. 2. Top panel: Predicted and measured prompt-energy spectra.
The prediction is based on the Huber+Mueller model and normalized
to the number of measured events. The highest energy bin contains
all events above 7 MeV. The gray hatched and red filled bands rep-
resent the square-root of diagonal elements of the covariance matrix
(
p
Vii) for the reactor related and the full (reactor, detector and back-

ground) systematic uncertainties, respectively. The error bars on the
data points represent the statistical uncertainty. Middle panel: Ra-
tio of the measured prompt-energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. Bottom panel: The defined �2 distribution ( e�i)
of each bin (black dashed curve) and local p-values for 1-MeV en-
ergy windows (magenta solid curve). See the text for the definitions
of these quantities.
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(5)

As shown in the bottom panel of Fig. 2, there is a larger contri-
bution around 5 MeV. In the second approach, the significance
of deviations are conveyed with p-values calculated within lo-
cal energy windows. A free-floating nuisance parameter for
the normalization of each bin within a chosen energy window
was introduced to the fitter that was used in the neutrino os-
cillation analysis. The difference in the minimum �2 before
and after introducing these nuisance parameters was used to
evaluate the p-value of the deviation from the theoretical pre-
diction within each window. The p-values within 1-MeV en-
ergy windows are shown in the bottom panel of Fig. 2. The
p-value for a 2-MeV window between 4 and 6 MeV reached a
similar minimum of 5.4⇥ 10�5, which corresponds to a 4.0�
deviation. The ILL+Vogel model showed a similar level of

Prompt energy spectrum, Daya Bay,1508.04233, Aug 2015

Red prediction based 
on Hubert-Müller model, 
normalised to data
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tion and compared with predictions. The antineutrino spec-
trum at each detector was predicted by the procedure de-
scribed above, taking into account neutrino oscillation with
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= 0.090 and �m2

ee = 2.59 ⇥ 10�3 eV2 based on
the oscillation analysis of the same data [17]. The detector
response was determined in two ways. The first method se-
quentially applied a simulation of energy loss in the inactive
acrylic vessels, and analytical models of energy scale and en-
ergy resolution. The energy scale model was based on empir-
ical characterization of the spatial non-uniformity and the en-
ergy non-linearity with improved calibration of the scintillator
light yield and the electronics response [39]. The uncertainty
of the energy scale was about 1% in the energy range of reac-
tor antineutrinos [39]. The second method used full-detector
simulation in which the detector response was tuned with the
calibration data. Both methods produced consistent predic-
tions for prompt energies above 1.25 MeV. Around 1 MeV,
there was a slight discrepancy due to different treatments of
IBD positrons that interact with the inner acrylic vessels. Ad-
ditional uncertainty below 1.25 MeV was included to cover
this discrepancy.

Figure 2 shows the observed prompt-energy spectrum and
its comparison with the predictions. The spectral uncertainty
of the measurement is composed of the statistical, detector
response and background uncertainties. Between 1.5 and 7
MeV, it ranges from 1.0% at 3.5 MeV to 6.7% at 7 MeV, and
above 7 MeV it is larger than 10%. The predicted spectra were
normalized to the measurement thus removing the dependence
on the total rate. Agreement between a prediction and the data
was quantified with the �2 defined as
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where Nobs(pred)

i is the observed (predicted) number of events
at the i-th prompt-energy bin and V is the covariance ma-
trix that includes all statistical and systematic uncertainties.
The systematic uncertainty portion of the covariance matrix
V was estimated using simulated data sets with randomly
fluctuated detector response, background contributions, and
reactor-related uncertainties, while the statistical uncertainty
portion was calculated analytically. A comparison to the Hu-
ber+Mueller model yielded a �2/NDF, where NDF is the num-
ber of degrees of freedom, of 43.2/24 in the full energy range
from 0.7 to 12 MeV, corresponding to a 2.6� discrepancy. The
ILL+Vogel model showed a similar level of discrepancy from
the data at 2.4�.

The ratio of the measured to predicted prompt-energy spec-
tra is shown in the middle panel of Fig. 2. A discrepancy
is apparent around 5 MeV. Two approaches were adopted to
evaluate the significance of local discrepancies. The first was
based on the �2 contribution of each energy bin, which is eval-
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FIG. 2. Top panel: Predicted and measured prompt-energy spectra.
The prediction is based on the Huber+Mueller model and normalized
to the number of measured events. The highest energy bin contains
all events above 7 MeV. The gray hatched and red filled bands rep-
resent the square-root of diagonal elements of the covariance matrix
(
p
Vii) for the reactor related and the full (reactor, detector and back-

ground) systematic uncertainties, respectively. The error bars on the
data points represent the statistical uncertainty. Middle panel: Ra-
tio of the measured prompt-energy spectrum to the predicted spec-
trum (Huber+Mueller model). The blue curve shows the ratio of the
prediction based on the ILL+Vogel model to that based on the Hu-
ber+Mueller model. Bottom panel: The defined �2 distribution ( e�i)
of each bin (black dashed curve) and local p-values for 1-MeV en-
ergy windows (magenta solid curve). See the text for the definitions
of these quantities.
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As shown in the bottom panel of Fig. 2, there is a larger contri-
bution around 5 MeV. In the second approach, the significance
of deviations are conveyed with p-values calculated within lo-
cal energy windows. A free-floating nuisance parameter for
the normalization of each bin within a chosen energy window
was introduced to the fitter that was used in the neutrino os-
cillation analysis. The difference in the minimum �2 before
and after introducing these nuisance parameters was used to
evaluate the p-value of the deviation from the theoretical pre-
diction within each window. The p-values within 1-MeV en-
ergy windows are shown in the bottom panel of Fig. 2. The
p-value for a 2-MeV window between 4 and 6 MeV reached a
similar minimum of 5.4⇥ 10�5, which corresponds to a 4.0�
deviation. The ILL+Vogel model showed a similar level of

First results of the deployment of a SoLid detector module at the SCK•CEN BR2 reactor Nick Ryder

1. Introduction

The SoLid experiment aims to resolve the reactor neutrino anomaly. The reactor anomaly
arose when the reactor anti-neutrino flux was recalculated for the latest generation of short baseline
reactor anti-neutrino experiments aimed at measuring θ13 [1]. Using the updated calculations of
the flux and comparing them to measurements performed in the 1980s and 1990s, a 2.5σ deficit in
the measured flux became apparent [2].

Due to the neutrino’s non-zero mass it is possible that the deficit is can be explained by the
electron anti-neutrino emitted by the reactor oscillating into another flavour state. This would
have resulted in a measured deficit since the experiments were only sensitive to electron flavour
anti-neutrinos, via the Inverse Beta Decay (IBD) reaction. The deficit could be explained by an
oscillation of approximately 8% of the 1.8 - 10 MeV electron anti-neutrinos within 100 m from
their production in the reactor cores. Oscillations to muon or tau neutrinos cannot explain such a
deficit, and therefore a new flavour of neutrino would be required for oscillations to explain the
reactor anomaly. The new neutrino is called ‘sterile’ since it is known that only 3 flavours interact
with the Z boson [4].

A similar deficit was measured when intense radioactive sources were used to calibrate the
SAGE and GALLEX solar neutrino experiments [5, 6]. An oscillation from electron anti-neutrinos
to a sterile neutrino flavour can be used to explain both the reactor and gallium anomalies, with the
best fit for possible oscillation parameters being sin2(2θs)≈ 0.1 and ∆m2s ≈ 1eV 2 [2].

In the reactor and gallium anomalies the measured integral flux at a given distance was com-
pared to a calculated expectation value. To resolve these anomalies and determine whether they are
caused by oscillations it is necessary to measure the anti-neutrino flux as a function of both energy
and distance. A direct search can then be made for oscillations, without relying on any calculations
of the source’s anti-neutrino flux or its energy spectrum.

5.5 m

BR2 at
SCK•CEN

Figure 1: Diagram of the SoLid experiment deployed 5.5 m from the BR2 reactor core. The Detector is
split into multiple modules of two different technologies, explained in the text.

The environment close to a nuclear reactor raises a number of experimental challenges. There
are high rates of background events due to the low over burden and close proximity to the reac-
tor. Cosmic ray muons can cause fast spallation neutrons. These can mimic an IBD event when a
proton recoils from the neutron, producing a e+-like signal, which is followed by the thermal neu-

2

3 ton SoLid experiment deployed 5.5 m from the BR2 reactor core 

Anna Hayes, Nick van Remortel
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Neutrinos from the Sun: Borexino (LNGS)
New measurements after the 2014 breakthrough evidence for primary pp fusion neutrinos 

Borexino initially designed for measurement 
of 0.86 MeV Be-7 solar 𝜈e’s via 𝜈-e scattering 
and electron recoil measurement (also IBD)

270 t liquid scintillator, surrounded by 890 t buffer fluid; 
Installed in 9.5 m diameter nylon vessel, 1.3km underground 

Extremely high radiopurity allows 250 keV threshold 

Sandra Zavatarelli

“Money” plot published in 2014. Resulting pp 
neutrino flux consistent with photon luminosity 
within 10% precision

Since that measurement Borexino focused on:

• Detection (proof) of “CNO” cycle in Sun

• Tests of e-charge conservation (e → γ𝜈, 𝜈𝜈𝜈), 
giving τe > 6.6×1028 years

• Detection of geo-anti-𝜈e (largest bkg reactors)

5.9σ 
observation

P. Mosteiro et al. / Nuclear Physics B Proceedings Supplement 00 (2015) 1–6 4

point of the pp-induced recoil spectrum, Emax
R . This un-

derlines the importance of a careful assessment of pile-
up events, both 14C-14C and other pile-up.

The pile-up component can be determined using an
independent, data-driven method called synthetic pile-
up. Real triggered events with no cuts are artificially
overlapped with random data obtained from the ends of
real trigger windows, uncorrelated with the triggering
event. By overlapping four random data samples with
each physical trigger, we obtain a sample of synthetic
events that has four times the exposure of the real data
set used. The synthetic events are then reconstructed
using the same software used for real events, and se-
lected with the same criteria. Using this method, we ob-
tained the true rate and spectral shape of pile-up in our
detector. This method naturally accounts for the e↵ect
of fiducialization on pile-up events.

With the 14C and pile-up rates fixed, we obtained the
pp rate by fitting the data spectrum in a window of 165-
590 keV against the known spectral shapes. The fit was
performed with a tool named spectral-fitter, previously
used in 7Be [5] and pep [4] analyses. The tool was im-
proved to work on any Borexino analysis. In particu-
lar, we included a treatment of the scintillator energy
response to mono-energetic electrons at high statistics;
a modified treatment of the energy resolution at low en-
ergy; and the introduction of synthetic pile-up.

In addition to pp, 14C and pile-up, other species in-
cluded in the fit are other solar neutrinos (7Be, CNO and
pep), 85Kr, 210Bi, 210Po and 214Pb. The 7Be rate was
fixed to the rate previously obtained by Borexino [5];
CNO and pep rates were fixed to the values predicted
by the high-metallicity Standard Solar Model; remain-
ing background rates are left free in the fit, except for
214Pb, which is fixed to the value measured by looking
at 214Bi-214Po coincidences [22]. The scintillator light
yield and two energy resolution parameters are free to
vary in the fit.

The energy spectrum after cuts, together with the best
fit, is shown on Fig. 3. The uncertainties shown in the
figure are statistical only.

We considered an alternative method to account for
pile-up, known as convolution method. Random 16-µs-
long samples of data are regularly collected by Borex-
ino [22]. These data are sliced into time windows of
the same duration as the window used for our energy
estimator (Sec. 2). By computing the energy estimator
inside each of these small windows, we generate the dis-
tribution shown in Fig. 4. This distribution is the spec-
trum collected by Borexino without a trigger threshold,
and it includes electronic noise, as well as all physi-
cal events generated by signal and background species.

independently and fixed in the fit, allowing for a variation consistent
with their measured uncertainty. The 214Pb rate is fixed by the mea-
sured rate of fast, time-correlated 214Bi(b)–214Po(a) coincidences. The
scintillator light yield and two energy resolution parameters are left free
in the fit.

The energy spectrum with the best-fit components is shown in Fig. 3.
The corresponding values of the fitted parameters are given in Table 1.

Many fits have been performed with slightly different conditions to
estimate the robustness of the analysis procedure. In particular, we varied
the energy estimator, the fit energy range, the data selection criteria and
the pile-up evaluation method (Methods). The root mean square of the
distribution of all the fits is our best estimate of the systematic error (7%).
In addition, a systematic uncertainty (2%) due to the nominal fiducial
mass determination is added in quadrature; this was obtained from cal-
ibration data by comparing the reconstructed and nominal positions of
a (222Rn–14C) radioactive source located near the border of the fiducial
volume29. Other possible sources of systematic errors, like the depend-
ence of the result on the details of the energy scale definition and on the
uncertainties in the 14C and 210Bi b-decay shape factors, were investi-
gated and found to be negligible (Methods). We also verified that vary-
ing the pep and CNO neutrino rates within the measured or theoretical
uncertainties changed the pp neutrino rate by less than 1%. We finally
confirmed that the fit performed without constraining the 14C rate returns
a 14C value consistent with the one previously measured independently
(see above) and does not affect the pp neutrino result. The systematic
errors are given in Table 1 for all fitted species.

We note that the very low 85Kr rate (Table 1) is consistent with the
independent limit (,7 c.p.d. per 100 t, 95% confidence level) obtained
by searching for the b–c delayed coincidence 85Kr R 85mRb R 85Rb
(lifetime of the intermediate metastable isotope, t 5 1.46 ms; branch-
ing ratio, 0.43%).

We have checked for possible residual backgrounds generated by
nuclear spallation processes produced by cosmic ray muons that inter-
act in the detector. We detect these muons with .99.9% efficiency30.
We increased the time window for the muon veto from 300 ms to 5 s and
observed no difference in the results. Furthermore, we searched for other
possible background due to radioisotopes with sizeable natural abun-
dances and sufficiently long half-lives to survive inside the detector over
the timescale of this measurement. These include low-energya-emitters
such as 222Rn and 218Po (both belonging to the radon decay chain), 147Sm
and 148Sm, and b-emitters (7Be), which are all estimated to be negligible
and are excluded from the final fit. One b-emitter, 87Rb (half-life, t1/2 5
4.7 3 1010 yr; 28% isotopic abundance; Q 5 283.3 keV), is of particular
concern because of the relatively high abundance of Rb in the Earth’s
crust. Rubidium is an alkali chemically close to potassium but typically
2,000–4,000 times less abundant in the crust. Under these assumptions,
and using the measured 40K (t1/2 5 0.125 3 1010 yr; 0.0117% isotopic
abundance) activity in the fiducial volume, that is, ,0.4 c.p.d. per 100 t at
the 95% confidence level18, the 87Rb activity in the Borexino scintillator
can be constrained to be much less than 0.1 c.p.d. per 100 t, which is neg-
ligible for this analysis. A deviation from the crustal isotopic ratio by a factor
of 100 would still keep this background at ,1 c.p.d. per 100 t.

The solar pp neutrino interaction rate measured by Borexino is 144 6
13 (stat.) 6 10 (syst.) c.p.d. per 100 t. The stability and robustness of the
measured pp neutrino interaction rate was verified by performing fits
with a wide range of different initial conditions. The absence of pp solar
neutrinos is excluded with a statistical significance of 10s (Methods).
Once statistical and systematic errors are added in quadrature and the
latest values of the neutrino oscillation parameters25 are taken into ac-
count, the measured solar pp neutrino flux is (6.6 6 0.7) 3 1010 cm22 s21.
This value is in good agreement with the SSM prediction9 (5.98 3 (1 6
0.006) 3 1010 cm22 s21). It is also consistent with the flux calculated
by performing a global analysis of all existing solar neutrino data, in-
cluding the 8B, 7Be and pep fluxes and solar neutrino capture rates31,32.
Finally, the probability that pp neutrinos produced in the core of the
Sun are not transformed into muon or tau neutrinos by the neutrino
oscillation mechanism is found to be P(ne R ne) 5 0.64 6 0.12, provid-
ing a constraint on the Mikheyev–Smirnov–Wolfenstein large-mixing-
angle (MSW-LMA) solution25,33,34 in the low-energy vacuum regime
(Methods).

Outlook
The proton–proton fusion reaction in the core of the Sun is the keystone
process for energy production in the Sun and in Sun-like stars. The ob-
servation of the low-energy (0–420 keV) pp neutrinos produced in this
reaction was possible because of the unprecedentedly low level of radio-
activity reached inside the Borexino detector. The measured value is in
very good agreement with the predictions of both the high-metallicity
and the low-metallicity SSMs. Although the experimental uncertainty
does not yet allow the details of these models to be distinguished, this
measurement strongly confirms our understanding of the Sun. Future
Borexino-inspired experiments might be able to measure solar pp neut-
rinos with the level of precision (,1%) needed to cross-compare photon
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Figure 3 | Fit of the energy spectrum between 165 and 590 keV. a, The best-
fit pp neutrino component is shown in red, the 14C background in dark
purple and the synthetic pile-up in light purple. The large green peak is 210Po
a-decays. 7Be (dark blue), pep and CNO (light blue) solar neutrinos, and 210Bi
(orange) are almost flat in this energy region. The values of the parameters
(in c.p.d. per 100 t) are in the inset above the figure. b, Residuals. Error bars, 1s.

Table 1 | Results from the fit to the energy spectrum
Parameter Rate 6 statistical error

(c.p.d. per 100 t)
Systematic error
(c.p.d. per 100 t)

pp neutrino 144 6 13 610
85Kr 1 6 9 63
210Bi 27 6 8 63
210Po 583 6 2 612

The best-fit value and statistical uncertainty for each component are listed together with its systematic
error. The x2 per degree of freedom of the fit is x2/d.o.f. 5 172.3/147.
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Figure 3: a. Fit of the data in our energy region of interest to extract
the value of the pp neutrino interaction rate. The 7Be rate displayed
corresponds only to the higher-energy branch [5]. Rates are displayed
in (d·100 t)�1, except for that of 14C, which is in (s·100 t)�1. Uncer-
tainties are statistical only. Species labelled “constrained” are free to
vary, but a penalty is applied to the likelihood if the value chosen by
the fitter di↵ers from the expected value [23]. b. Residuals of the fit.
Systematic e↵ects are discussed in the text.
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Extended Data Figure 7 | Energy distribution of events collected with no
threshold applied. The events correspond to regular, solicited triggers (sliced
into 230 ns windows). This represents what the detector measures when

randomly sampled. In an alternative treatment of pile-up, this spectrum is used
to smear each spectral component used in the fit (see text for details).
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Figure 4: Spectrum obtained by slicing random triggers into smaller
time windows with the same duration as the windows used in regu-
lar data for the computation of our energy estimator, as explained in
Sec. 2. This is the spectrum obtained by Borexino without a trigger
threshold. It is used in the current analysis for an alternative estimate
of the pile-up rate.
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Cosmic rays: measured over 11 
orders of magnitude, but highest 
energy sources not well known

Neutrino astronomy with IceCube
IceCube studies astrophysical neutrino properties (and through atmospheric neutrinos also oscillation phenomena)

Neutrinos point back 
to their sources:

1.5–2.5 km deep in South Pole ice
~1 km3 active volume in 86 strings
Measures Cherenkov light
”track” and “cascade” signatures
~100k detected neutrinos / year (> 200 GeV) 
among which a few dozens astrophysical

TeV-scale muon (“track”) neutrino event superimposed on view of IceCube Lab

  8

IceCube
An instrument for neutrino astronomy

*Not to scale

Image: http://globe-views.com/dreams/earth.html

Atmosphere

Astrophysical
neutrino

Cosmic rays

Muons

Atmospheric 
neutrino

Source of cosmic rays

where the signal is hidden in a very large background

»Searches use

»Direction, energy, 
time

»Event topology

»Diffuse, point-
source approaches

Cosmic ray

Jan Auffenberg

Characteristic signatures:

Direction J
Energy res L

Direction L
Energy res J

Direction J
Energy res J

Large atmospheric µ and 𝜈µ backgrounds
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Energy spectrum > 60 TeV after 4 years of data
53 good events, up to ~2 PeV, 6.5σ signal
Hard spectrum. E –2 model may be too simple

Neutrino astronomy with IceCube
Highest energy neutrinos have lowest atmospheric neutrino background
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Observation of Astrophysical Neutrinos in Four Years of IceCube Data C. Kopper

IceCube Preliminary

Figure 2: Distribution of deposited PMT charges of the events. Atmospheric muon backgrounds (estimated
from data) are shown in red. Due to the incoming track veto, these backgrounds fall much faster than the
overall background at trigger level (black line). The data events in the unshaded region at charges greater
than 6000 p.e. are the events reported in this work. Atmospheric neutrino backgrounds are shown in blue
with 1s uncertainties on the prediction shown as a hatched band. For scale, the 90% CL upper bound on the
charm component of atmospheric neutrinos is shown as a magenta line. The best-fit astrophysical spectra
(assuming an unbroken power-law model) are shown in gray. The dashed line shows a fixed-index spectrum
of E�2, whereas the solid line shows a spectrum with a best-fit spectral index.

IceCube Preliminary

Figure 3: Deposited energies of the observed events with predictions. Colors as in Fig. 2.

5

PoS (ICRC2015) 1081 

• IceCube also sees 5.9σ excess of up-going 𝜈µ (CC only) 0.2–8.3 PeV energy over atmospheric 
background (normalised at 100 TeV)

• Possible pattern in spectral index vs energy
• No significant point source

Jan Auffenberg

PoS (ICRC2015) 1081 

No significant clustering found

Shower-like events are marked with + and 
those containing tracks with ×
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Neutrino astronomy with IceCube
Flavour decomposition

Measurement of neutrino flavour can give hints 
about source of astrophysical neutrinos

• Pion decay should produce                                 
𝜈e : 𝜈µ: 𝜈τ = 1 : 1 : 1 (at earth)

• If muons suppressed (eg, due to large B
fields): 1 : 1.8 : 1.8 (earth)

• If from neutron decay: 2.5 : 1 : 1 (earth)

But: no hint for (“double-bang”) tau neutrinos yet
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Combined Analysis of the High-Energy Cosmic Neutrino Flux at the IceCube Detector L. Mohrmann

Param. Unit Hyp. A Hyp. B
fe 10�18 GeV�1s�1sr�1cm�2 3.2+0.7

�1.5 3.6+0.8
�1.7

fµ 10�18 GeV�1s�1sr�1cm�2 3.3+0.7
�0.6 3.7+0.8

�0.7
ft 10�18 GeV�1s�1sr�1cm�2 0.0+2.4

�0.0 0.0+2.6
�0.0

g — 2.53+0.08
�0.08 2.35+0.14

�0.15
Ecut PeV — 2.7+7.5

�1.4
�2D lnL +1.69 0

Table 3: Best-fit results for the flavor composition fit. The quoted
uncertainties are at 1s confidence level.

The impact of the newly
added tau search event sam-
ple (DP, cf. table 1) is mainly
visible in the flavor composi-
tion fit, see fig. 2. In con-
trast, the new event sample
of uncontained showers (US)
and the extended event sam-
ple of analysis H1 mainly af-
fect the energy spectrum and
contribute to the slight preference of an expo-

Figure 2: Results on the flavor composition, using hy-
pothesis B for the energy spectrum. Each point on the
triangle corresponds to a ratio ne : nµ : nt as measured
at Earth. The best fit is marked with ‘⇥’. Composi-
tions expected for three different source scenarios are
indicated.

nential cut-off. The samples DP and US rep-
resent new event signatures that were pre-
viously not considered in the analysis. Al-
most all of the event selections can be ap-
plied to new data that are already recorded.
The resulting expected sensitivity to the en-
ergy spectrum and flavor composition is in-
vestigated in the following section.

6. Projected Sensitivities

In order to derive the future sensitivity
of the IceCube detector to the properties of
the cosmic neutrino flux, we use a prototype
analysis that is based on the event selections
of samples T2, H2, DP, and US (cf. Table
1). We weight the simulated cosmic neutrino
flux to the current best-fit energy spectrum of
hypothesis A or B (cf. previous section) and
scale the expected signal up to mimic the col-
lection of additional data. For the conventional and prompt atmospheric neutrino flux, we assume
a flux at the level of the predictions by Honda et al. [23] and Enberg et al. [24], respectively. The
sensitivity is then derived using the approach described in [26].

The projected sensitivity to the energy spectrum is illustrated in fig. 3(a), where we focus on
the sensitivity to the presence of an exponential high-energy cut-off to the spectrum. The two large
panels show expected limits on the energy of such an exponential cut-off, where the current best-fit
spectrum of hypothesis A and B is assumed to be the true spectrum in the top and bottom panel,
respectively. If no cut-off is present, the expected lower limit with 10 years of full detector data is
6.7 PeV at 2s confidence, i.e. well above the current best-fit value of 2.7 PeV. On the other hand,
for a true cut-off energy at the current best fit, the non-existence of an exponential cut-off can be
rejected with a significance of ⇠ 3s with 10 years of data. Note that a single isotropic cosmic
neutrino flux is assumed in all cases.

6

Interesting, but insufficient data yet

→ Next generation IceCube-Gen2: ~10 km3 (R&D)

Jan Auffenberg, Gwenhae l̈ de Wasseige

IceCube also now belongs to elite of experiments who 
have observed 𝜈 oscillation through 𝜈µ disappearance: 
compatible Δm2

32, θ23 measurements

Also search for sterile neutrinos, heavy WIMP annihilation, solar flares



MoriondEW, Mar 19, 2016 Experimental Summary

Of which quantum nature are neutrinos ?
Search for neutrinoless double beta decay (0𝜈ββ) in 136Xe (EXO200) and 130Te (CUORE)

Γ0𝜈ββ∝ |M0𝜈ββ|2 m2
ββ→ observation would indicate: 

• Non-zero Majorana mass term
• ( Heavy right-handed N might be responsible )
• Infer information on mass & hierarchy (theory input)

Experiments require: • large mass • high isotopic abundance 
• good energy resolution • high efficiency • low background 

2𝜈ββ 0𝜈ββ (LFV)

Paolo Gorla, Yung-Ruey Yen
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Of which quantum nature are neutrinos ?
Search for neutrinoless double beta decay (0𝜈ββ) in 136Xe (EXO200) and 130Te (CUORE)

Γ0𝜈ββ∝ |M0𝜈ββ|2 m2
ββ→ observation would indicate: 

• Non-zero Majorana mass term
• ( Heavy right-handed N might be responsible )
• Infer information on mass & hierarchy (theory input)

Experiments require: • large mass • high isotopic abundance 
• good energy resolution • high efficiency • low background 

2𝜈ββ 0𝜈ββ (LFV)

Paolo Gorla, Yung-Ruey Yen

EXO-200 enriched (~81%) liquid-Xe TPC 
(136Xe → 136Ba + 2e–) installed in nuclear waste 
isolation plant in New Mexico, US.

CUORE-0 bolometric technique using array of 
tellurium dioxide crystals (130Te → 130Xe + 2e–) 
cooled to ~10 mK! Good E resolution, no PID
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CUORE-0 + Cuoricino: <mββ> < (270–650) meV 

2014 result using 100 kg·yr: <mββ> < (190–470) meV 

Presented here new search for 2𝜈ββ to excited 
136Ba, which de-excites via 2 γ’s → MV analysis
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Nucleon decay — GUT messengers

Cannot reach 
expected GUT 
energy in Lab. 
Even Enrico 
Fermi’s Globatron
(that was to be 
built in 1994) 
would with LHC 
technology “only” 
reach 20,000 TeV 
CM energy
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Messengers from GUT: baryon decay
Remember: KamiokaNDE stands for Kamioka Nucleon Decay Experiment

Super-Kamiokande presented new proton decay limits combining all SK I–IV data (1996–now)

Volodymyr Takhistov

No significant excess found, strong new limits:

• τ(p → e+ π0) > 1.7 × 1034 years
(no events seen in R1/2, 0.07/0.54 expected)

• τ(p → µ+ π0) > 7.8 × 1033 years                            
(less sensitive because µ+ through decay to e+,
0/2 events seen in R1/2, 0.05/0.82 expected, two 
events background like properties)

• τ(p → K+ 𝜈) > 6.6 × 1033 years                            
(K+ below Ch. threshold, detect through decays,
no events seen in SB/C, 0.39/0.56 expected)

18/03/16 V. Takhistov Moriond-2016 13

Combined results for SK I-IV

Benchmark GUT mode:

● Results:

● No significant excess  →  lifetime limit (90% C.L.)

Region 2 (R2):

bound nucleons

Region 1 (R1):

free nucleons

~ no background

[Super-K, preliminary]

SK I-IV R1 R2

Av. Eff. (%) 18.8 19.9

BKG 0.07 0.54

Data 0 0

- w/ neutron tag in SK4

exposure: 306 kt*years

(2000 years MC)

18/03/16 V. Takhistov Moriond-2016 15

Benchmark GUT mode:

● Motivation: can be as dominant as     (e.g. flipped              )

● Search strategy:                                 all visible, reconstruct nucleon

● Results:

● 2 events pass selection, consistent with background (Poisson prob. 23%, “eye scan”)

● No significant excess →  lifetime limit (90% C.L.)

Combined results for SK I-IV [Super-K, preliminary]

[Ellis, Nanopoulos, 

Walker (2002)]

SK I-IV R1 R2

Av. Eff (%) 17.9 16.7

BKG 0.05 0.82

Data 0 2

- w/ neutron tag in SK4

- SK4 better decay-e detection

exposure: 306 kt*years 

(details in Appendix)

p → µ+ π0

p → e+ π0

Looked also for more exotic phenomena.

Order of magnitude sensitivity gain on 
p → e+ π0 expected from Hyper-K 
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Direct Dark Matter Searches

Direct
Detection 

(DM collision nuclear recoils)

Effective scattering Lagrangian may have scalar (SI ∝A2) or axial-vector (SD ∝ nuclear spin, no coherence) terms
Dominant background from electrons recoiling after X-ray or γ-ray interactions 
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Direct Dark Matter Searches

Similar experimental challenges as for the elusive neutrinos

• Deep underground

• Excellent radio-purity

• Shielding around active volume

• Redundancy in signal detection
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Direct dark matter searches: CDMSlite
High bias voltage signal amplification to gain sensitivity to lower WIMP masses

CDMS looks for keV-scale recoils from elastic scattering of WIMPs off target nuclei. Uses up to 19 Ge and 
11 Si detectors placed in Soudan mine. Ionisation charges & phonons (heat) are measured and used to 
discriminate electron (ER*) from nuclear recoils (NR).
• CDMSlite: operate 1 Ge detector at higher bias voltage to amplify the phonon signal. 
• Two runs. Second run had reduced acoustic noise (→ lower threshold) and increase exposure 5

FIG. 4. (color online) Median (90% C.L.) and 95% inter-
val of the WIMP limit from this analysis (black thick solid
surrounded by salmon-shaded band) compared to other cryo-
genic experiments and the most recent LXe result. Other
90% upper limits shown are CDMSlite first run (red thin
solid) [24], SuperCDMS low threshold (red thin dashed) [41],
EDELWEISS-II (red thin dotted) [42], LUX (dark-yellow
thick dashed-dot) [5], CRESST (magenta thick dashed) [43],
and DAMIC (purple thick dotted) [44]. Closed regions are
CDMS II Si 90% C.L. (blue dashed shaded) [17], and Co-
GeNT 90% C.L. (dark-green shaded) [19].

which encompasses a majority of the experimentally ob-
served data [38].

The data below 2 keVee and above the respective
50% trigger-e�ciency values were used to set the 90%
confidence upper limit on the spin-independent WIMP-
nucleon cross section. This was done using the optimum
interval method with no background subtraction [39],
the Helm form factor, and the following standard dark
matter halo assumptions: a local dark matter density
of 0.3 GeV cm�3, a mean galactic WIMP velocity of
220 km s�1, a mean circular velocity of the Earth with
respect to the galactic center of 232 km s�1, and a galac-
tic escape velocity of 544 km s�1 [40]. The results are
shown in Fig. 4.

Statistical and systematic uncertainties were propa-
gated into the limit by calculating the final e�ciency
as a function of energy numerous times, each time pick-
ing at random from the distributions of each input pa-
rameter. Statistical uncertainties exist in the trigger
e�ciency, pulse-shape and radial-cut simulations, and
energy-independent cuts, while systematic uncertainties

exist in the pulse-shape and radial-cut simulations, and
the Lindhard model k-value. Limits were computed us-
ing 1000 sample curves with the median and 95% inter-
val given in Fig. 4. The uncertainty is dominated by the
Lindhard model, particularly below masses of 3 GeV/c2,
and the radial-cut e�ciency.
This result excludes new parameter space for WIMP

masses between 1.6 and 5.5 GeV/c2. The improvement
in sensitivity over the first CDMSlite run is due to the
increase in exposure, the reduction in threshold, and the
decrease in background resulting from the radial fiducial-
volume cut. A kink in the limit is seen at ⇠6 GeV/c2.
Simulations indicate that this feature is a consequence of
the M-shell line at 160 eVee. Finally, the e↵ect of having
a tighter radial threshold in the second period was con-
sidered. Placing the same looser threshold in both pe-
riods would result in a ⇠9% weakened sensitivity below
masses of 6 GeV/c2, which is well within the presented
uncertainty band.
In conclusion, the second CDMSlite run was success-

ful in operating an iZIP detector at a bias potential of
�70 V for a 70.10 kg days analysis exposure, with ioniza-
tion thresholds of 75 and 56 eVee attained for the first
and second run periods, respectively. The development
of a fiducial-volume cut reduced the overall background
rate significantly. The results presented here can be sig-
nificantly improved in future CDMSlite runs by lower-
ing the threshold and background rate. The former can
be achieved with better phonon resolution and higher
bias potentials, and the latter with material selection and
quality control. All of these improvements are planned
for the SuperCDMS SNOLAB experiment.
The SuperCDMS collaboration gratefully acknowl-

edges technical assistance from the sta↵ of the Soudan
Underground Laboratory and the Minnesota Department
of Natural Resources. The iZIP detectors were fabricated
in the Stanford Nanofabrication Facility, which is a mem-
ber of the National Nanofabrication Infrastructure Net-
work, sponsored and supported by the NSF. Part of the
research described in this Letter was conducted under the
Ultra Sensitive Nuclear Measurements Initiative at Pa-
cific Northwest National Laboratory, which is operated
by Battelle for the U.S. Department of Energy. Fund-
ing and support were received from the National Science
Foundation, the Department of Energy, Fermilab URA
Visiting Scholar Award 13-S-04, NSERC Canada, and
MultiDark (Spanish MINECO). Fermilab is operated by
the Fermi Research Alliance, LLC under Contract No.
De-AC02-07CH11359. SLAC is operated under Contract
No. DEAC02-76SF00515 with the United States Depart-
ment of Energy.
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CDMSlite

*ER from Compton scatters due to radioactive detector components, intrinsic ß decays, solar 𝜈 scattering off electrons 

Elias Lopez Asamar

New parameter space excluded 
between 1.6–5.5 GeV DM mass 

SuperCDMS now ended.           
Follow-up programme: 
SuperCDMS SNOLAB (2.1 km deep)

Exclusion limit assumes all 
events in signal region are 
WIMPs
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Direct dark matter searches: CRESST–II
Improved sensitivity to low-mass WIMPs: threshold is key

CRESST–II at LNGS uses cryogenic calcium tungstate (CaWO4) crystals to measure scintillation light and 
phonons to separate ERs from NRs. TES (~15 mK) and SQUID signal measurement & amplification.

• Sub-keV energy thresholds and a high-precision energy reconstruction. 

• Combined with the light target nuclei, CRESST-II has potential to explore < 1 GeV dark matter particle

Franz Pröbst

       Franz Pröbst MPI Munich 19 

Exclusion limit

Extends searches to sub-GeV/c2 range
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Systematic studies still 
ongoing. Follow-up 
programme with 50–100 eV 
threshold starts in Apr 2016
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Direct dark matter searches: XENON100
2nd phase of XENON DM experiment at LNGS running since 2009, predecessor of XENON1T

XENON100 uses 61 (100) kg target (active veto) liquid-gas xenon filled TPC. High-density, high atomic 
number, sensitivity to spin-dependent interactions through ~50% odd isotopes, low threshold due to high 
ionization and scintillation yield, low backgrounds, self-shielding target. LXe scintillation light measured by 
PMTs. Light from prompt scintillation (S1) and delayed ionization (S2) allows to discriminate ER from NR.

Constanze Hasterok

2012/2013 results:

Recent result (2015) addresses DAMA’s periodic signal: XENON100 does not find significant periodicity, 
DAMA phase & amplitude excluded at 4.8σ; DAMA-like DM models excluded to at least 3.6σ

Follow-up programme XENON1T commissioning almost completed, first results expected this year
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Direct dark matter searches: LUX
Liquid-Xe experiment at Sanford, South Dakota, US, 1.5 km underground

LUX is very similar as XENON100 based on a dual-phase Xe target. LUX has larger active target and lower 
threshold (3 keV vs. 6.6 keV), ie, sensitivity to lower WIMP masses. 

• Reanalysis of 2013 data (95 live days, 145 kg fiducial mass) with improved calibration, event 
reconstruction and background modelling improving the sensitivity especially at low WIMP masses

Spin-independent

Paolo Beltrame
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Direct dark matter searches: LUX
Liquid-Xe experiment at Sanford, South Dakota, US, 1.5 km underground

LUX is very similar as XENON100 based on a dual-phase Xe target. LUX has larger active target and lower 
threshold (3 keV vs. 6.6 keV), ie, sensitivity to lower WIMP masses. 

• LUX has also recently published spin-dependent limits using the same dataset

Spin-dependent elastic WIMP-proton scattering cross-sectionSpin-dependent elastic WIMP-neutron scattering cross-section

Paolo Beltrame

Follow-up programme LZ = LUX + ZEPLIN entering CD-2 review, start foreseen for 2025
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Direct dark matter searches: Outlook
Healthy experimental programme in preparation with orders of magnitude improved sensitivity

Patrick Decowski - Nikhef/UvA
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XENONnT sensitivity goal: ~2x10-48 cm2 @ mWIMP = 50 GeV/c2

XENONnT Sensitivity

Next generation experiments may reach irreducible coherent 𝜈–N scattering background limit

Example 
extrapolation 
from 
XENONnT
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Gravitational Waves

A new Popstar
in science
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Gravitational Waves

LIGO Hanford site (Washington, US) LIGO Livingston (Louisiana, US)

A new Popstar
in science

VIRGO (Cascina, Italy)   
— not operating in Sep 2015

… reporting on Feb 11th, 2016 an earthshattering measurement
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Gravitational Waves: LIGO / VIRGO
Huge signal of binary black hole merger in LIGO, first noticed by online burst detection system

LIGO’s measurement is an example of scientific perseverance

the gravitational-wave signal extraction by broadening the
bandwidth of the arm cavities [51,52]. The interferometer
is illuminated with a 1064-nm wavelength Nd:YAG laser,
stabilized in amplitude, frequency, and beam geometry
[53,54]. The gravitational-wave signal is extracted at the
output port using a homodyne readout [55].
These interferometry techniques are designed to maxi-

mize the conversion of strain to optical signal, thereby
minimizing the impact of photon shot noise (the principal
noise at high frequencies). High strain sensitivity also
requires that the test masses have low displacement noise,
which is achieved by isolating them from seismic noise (low
frequencies) and designing them to have low thermal noise
(intermediate frequencies). Each test mass is suspended as
the final stage of a quadruple-pendulum system [56],
supported by an active seismic isolation platform [57].
These systems collectively provide more than 10 orders
of magnitude of isolation from ground motion for frequen-
cies above 10 Hz. Thermal noise is minimized by using
low-mechanical-loss materials in the test masses and their

suspensions: the test masses are 40-kg fused silica substrates
with low-loss dielectric optical coatings [58,59], and are
suspended with fused silica fibers from the stage above [60].
To minimize additional noise sources, all components

other than the laser source are mounted on vibration
isolation stages in ultrahigh vacuum. To reduce optical
phase fluctuations caused by Rayleigh scattering, the
pressure in the 1.2-m diameter tubes containing the arm-
cavity beams is maintained below 1 μPa.
Servo controls are used to hold the arm cavities on

resonance [61] and maintain proper alignment of the optical
components [62]. The detector output is calibrated in strain
by measuring its response to test mass motion induced by
photon pressure from a modulated calibration laser beam
[63]. The calibration is established to an uncertainty (1σ) of
less than 10% in amplitude and 10 degrees in phase, and is
continuously monitored with calibration laser excitations at
selected frequencies. Two alternative methods are used to
validate the absolute calibration, one referenced to the main
laser wavelength and the other to a radio-frequency oscillator

(a)

(b)

FIG. 3. Simplified diagram of an Advanced LIGO detector (not to scale). A gravitational wave propagating orthogonally to the
detector plane and linearly polarized parallel to the 4-km optical cavities will have the effect of lengthening one 4-km arm and shortening
the other during one half-cycle of the wave; these length changes are reversed during the other half-cycle. The output photodetector
records these differential cavity length variations. While a detector’s directional response is maximal for this case, it is still significant for
most other angles of incidence or polarizations (gravitational waves propagate freely through the Earth). Inset (a): Location and
orientation of the LIGO detectors at Hanford, WA (H1) and Livingston, LA (L1). Inset (b): The instrument noise for each detector near
the time of the signal detection; this is an amplitude spectral density, expressed in terms of equivalent gravitational-wave strain
amplitude. The sensitivity is limited by photon shot noise at frequencies above 150 Hz, and by a superposition of other noise sources at
lower frequencies [47]. Narrow-band features include calibration lines (33–38, 330, and 1080 Hz), vibrational modes of suspension
fibers (500 Hz and harmonics), and 60 Hz electric power grid harmonics.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-4

Spin-2 GW lengthens one arm 
while shortening other and vice 
versa in laser interferometer

ΔL = δLx − δLy = h(t) L

Optical signal measured 
proportional to strain h(t)

Enhancements to basic Michelson 
interferometer: 
• Test mass mirrors multiply effect 

of GW on light phase by ~300 
• Power recycling mirror on input 

amplifies laser light
• Output signal recycling broadens 

bandwidth

Isolation of test masses from seismic 
noise, low thermal noise. Vibration 
isolation of all components and 
vacuum to reduce Raleigh scattering

System of calibration lasers and array 
of environmental sensors Two (better three!) detectors to localise GW and measure polarisation

Alessio Rocchi
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Gravitational Waves: LIGO / VIRGO
Huge signal of binary black hole merger in LIGO, first noticed by online burst detection system

Then, on Sep 14, 2015 at 09:51 UTC (11:51 am CEST) [total 16 days of simultaneous two-detector observational data]

H1 data shifted by 6.9 ms

Extremely loud event (𝜌c = 23.6)

Maximum strain (10–21) times    
4 km gives length deformation: 
4×10–18 m ~ 0.5% size of proton

Measured spectrum well 
reproduced by GW calculation 
after fitting parameters

→ GW150914 (> 5.1σ over bkg)

Time series filtered with a 35–350 Hz 
bandpass filter to suppress large 
fluctuations outside the detectors’ 
most sensitive frequency band, and 
band-reject filters to remove the 
strong instrumental spectral lines 
seen on previous page

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
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Times shown are relative to Sep 14, 2015 at 09:50:45 UTC 

^

Alessio Rocchi
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Gravitational Waves: LIGO / VIRGO
Huge signal of binary black hole merger in LIGO, first noticed by online burst detection system

1.3 (± 0.5) billion years (410 Mpc) ago in a galaxy far away….

propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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GW150914 

• Over 0.2 s, frequency and amplitude 
increase from 35 to 150 Hz (~8 cycles)

• To reach 75 Hz orbital frequency, 
objects need to be very close ~350 km 
and massive (→ black holes)

• Two black holes of initially 36 and 29 
solar masses (M⨀) inspiral with ~half c

• The black holes merge within tens of ms

• Inspiral, merging and ringdown leave 
characteristic amplitude and frequency 
gravitational wave pattern

• Total radiated GW energy 3.0 ± 0.5 M⨀

• It’s direct observation follows upon the 
demonstration of GW from energy loss 
in binary pulsar systems (1982)

Alessio Rocchi
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Gravitational Waves: LIGO / VIRGO
Huge signal of binary black hole merger in LIGO, first noticed by online burst detection system

1.3 (± 0.5) billion years (410 Mpc) ago in a galaxy far away….

propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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Observation of GW150914 bundles several 
discoveries:

• First direct detection of GWs
• First observation of binary black hole merger

• Relatively heavy stellar-mass black holes       
(> 25 M⨀) exist in nature 

• Observation of ”no-hair-conjecture”

• Most relativistic binary event seen (v/c ~ 0.5)
• Limit on graviton mass (< 1.2×10–22 eV)

Likely not a unique BBH event: inferred rate 2–
400 Gpc–3 yr–1 at higher end of predictions

Adding VIRGO will improve localisation of GW; 
new interferometers upcoming in India & Japan

EM and high-E 𝜈 follow-up programme (no HEN 
coincidence seen by ANTARES and IceCube)

Alessio Rocchi
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Gravitational Waves: LIGO / VIRGO
Huge signal of binary black hole merger in LIGO, first noticed by online burst detection system

1.3 (± 0.5) billion years (410 Mpc) ago in a galaxy far away….

propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5
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where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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Observation of GW150914 bundles several 
discoveries:

• First direct detection of GWs
• First observation of binary black hole merger

• Relatively heavy stellar-mass black holes       
(> 25 M⨀) exist in nature 

• Most relativistic binary event seen (v/c ~ 0.5)

• Best limit on graviton mass (< 1.2×10–22 eV)

Likely not a unique BBH event: inferred rate 2–
400 Gpc–3 yr–1 at higher end of rate predictions

Adding VIRGO will improve localisation of next 
observation; new interferometers upcoming in 
India & Japan

EM and high-E 𝜈 follow-up programme (no HEN 
coincidence seen by ANTARES and IceCube)

Gravitational waves joined the club for multi-messenger 
astronomy together with photons, cosmic rays, neutrinos

PRL116, 061102 (2016): Huge impact paper: >100 citations within 1 month
cf: ATLAS/CMS July 2012 Higgs discovery papers have > 5600 citations by now

LIGO/Virgo published (so far) 12 follow-up papers about 
detector & analysis details and implications of GW150914

Alessio Rocchi
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Talking about black holes … there are gargantuan black holes

Every galaxy is expected to host supermassive 
black holes with > 1M sun masses in its centre, 
formed during galaxy creation process

NGC 4889, the brightest elliptical galaxy in the 
Coma cluster (94 Mpc ~ 300 Mly from earth), hosts 
a record BH of 21 billion times mass of Sun, event 
horizon diameter of ~130B km (Sun: 1.4M km)

From NASA/ESA Hubble Space Telescope, 11 Feb 2016
https://www.spacetelescope.org/news/hei c1602
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Flavour Physics

(Heavy) flavour physics

• Study flavour mixing & CP violation in all its aspects 

• Look for new physics far beyond the current energy frontier in  
rare and forbidden processes

• By these measurements we hope to get insight into the mystery 
of the observed flavour structure (which is related to Higgs sector)

advance in the study of the quark transitions as parameterized by the CKM matrix.
A single complex phase explains all the CP-violation phenomenology and there is not
compelling evidence of physics beyond the SM. Nonetheless, on the quantitative side,
the determination of important parameters such as Vcb, Vub and � has not progressed as
fast as expected, thus leaving some parametric uncertainty in the theoretical determi-
nation of the K+ ! ⇡+⌫⌫̄ branching ratio. Di↵erent strategies are proposed to reduce
this parametric uncertainty and a state-of-the-art prediction has just been released [14]:
BR(K+ ! ⇡+⌫⌫̄) = (9.11 ± 0.72) ⇥ 10�11. The gap between the theoretical and the
experimental [15] precision is wide and will be addressed by NA62.

In 2014 the baseline NA62 detector was deployed and commissioned. The good perfor-
mance of the SPS, promptly recovering operations after a two year stop, enabled NA62
to accumulate commissioning data and a valuable sample of K+ decays to verify the
expected physics sensitivity.

2 Technical Co-ordination

When the same document was presented in April last year, a long list of to be completed

tasks was reported. This year one can acknowledge that progress followed the expec-
tations allowing the collaboration to operate an almost complete detector during the
commissioning run in autumn 2014 (see Fig.1). Here follows a short summary on the
status of each sub-detector:

Figure 1: The cavern shortly before the NA62 run in autumn 2014

• KTAG is fully installed and operational;

• GTK: the first GigaTracKer detectors were successfully assembled in the summer
of last year. The testing and characterization had to be done in a very short time,

3

The cavern in the 
North Area shortly 
before the NA62/2 
run in autumn 2014 
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Prompt cross-check by LHCb did not confirm 
the observation in 20 times larger Bs sample. 
Upper limit on ρ ~ 1%, but this may depend on beam/energy/ 
analysis. No public material yet, but more informa-
tion expected this week.

mX ~ 5568 MeV
ΓX ~  22 MeV

ρ(X→Bs /Bs) ~ 5–12%

Jeroen van Tilburg

Other experiments are also looking
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The CKM matrix and more
Long-term effort to overconstrain CKM matrix continues. Huge contributions from LHCb
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LHCb reported: 

• |Vub / Vcb| from Λb → pμ𝜈 at 5% precision 
(closer to exclusive B-factory result)

• World’s best single Δmd measurement:                          
0.5050 ± 0.0021± 0.0010 ps–1

(B-factories: σave = 0.005 ps–1)

• Precision on sin(2𝛽) approaches that of      
B-factories: 0.73 ± 0.04 ± 0.02

• World’s best constraints on CP violation in 
B0

(s) mixing (asl
s, asl

d) in agreement with SM 
(D0 sees 3.6σ deviation)

• Search for CPT violation (difference in mass 
or width) in B0

(s) system, measurement of 
sidereal phase dependence of CPT 
violating parameter

A precise measurement of γ (tree) together with sin(2ß) (mix) or |Vub| (tree), fixes the unitarity triangle. 
All other measurements probe these two.
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The CKM matrix and more
Huge LHCb effort on CKM angle γ

The CKM angle γ ~ arg(–Vub*) can be measured 
through interference of b → u with b → c tree transitions 

Malcolm John
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ū

Bs D+s

K�

b

s̄

u

s̄

W� c

s̄

Bs K�

D+s

1

• Accessible in decays where b→u and b→c transitions interfere to give CP violation 

• No dependence on coupling to top so γ can be determined from direct CPV in tree decays  

• B→DX decays satisfy these criteria and a few are known to exhibit large CP violation. 
The most studied case is B–→DK– decays,

4.1 The Unitarity triangle

If the CKM matrix describes all possible quark coupling via the weak force then total probability must be conserved, the
matrix must be unitary. This, in turn, requires the matrix to satisfy unitarity relations, for example that the product of any
two rows, or any two columns must equal 1. For the columns we therefore have:

|Vud |2 + |Vcd |2 + |Vtd |2 = 1 first column with itself

|Vus|2 + |Vcs|2 + |Vts|2 = 1 second column with itself

|Vub|2 + |Vcb|2 + |Vtb|2 = 1 third column with itself

1. V⇤usVud + V⇤csVcd + V⇤tsVtd = 0 first and second columns

2. V⇤ubVud + V⇤cbVcd + V⇤tbVtd = 0 first and third columns

3. V⇤ubVus + V⇤cbVcs + V⇤tbVts = 0 second and third columns

The last three are the sum of three complex numbers equalling zero, these are triangles in the complex plane. It is
informative to notice the size of the triangles,

1. O(�) + O(�) + O(�5) s � d triangle : K0 decays

2. O(�3) + O(�3) + O(�3) b � d triangle : B0 decays

3. O(�4) + O(�2) + O(�2) b � s triangle : Bs decays

The relative height of these triangles bares some relation to the size of the CP violation e↵ect involved. The first triangle
describes the neutral kaon system and its modest height reflect the size of the observed CP violation (⇠ 2 ⇥ 10�3). The
second encodes so much B-physics, it is worth examination.

V⇤ubVud

V⇤cbVcd

V⇤tbVtd

which we “rotate and scale”, i.e. choose a convention where one side is unity:

VudV⇤ub
VcdV⇤cb

VtdV⇤tb
VcdV⇤cb

(0, 0) (1, 0)

(1 � �2

2 )(⇢, ⌘)
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↵
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where the three internal angles are CP-violating phases present in decays where their CKM-elements come into play.

↵ = arg
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Hadronic parameters are: rB and strong FSI phase δB

Theoretically clean measurement, but large statistics 
needed due to CKM suppression of amplitudes. 

Hence use B±, B0, Bs, and many D decay modes 
requiring different techniques; also DK* and DsK used. 
Some modes show large CP asymmetries (example below)

8

ADS:   B±→ Dh±, D→ π+K–

5100 5200 5300 5400 5500

 ) 2 c
Ev

en
ts

 / 
( 1

0 
M

eV
/

50

100

−KD]
+K−π[→−B

LHCb

5100 5200 5300 5400 5500

0

0

+KD]
−K+π[→+B

LHCb

5100 5200 5300 5400 5500

200

400

−πD]
+K−π[→−B

LHCb

] 2c) [MeV/±Dh(m
5100 5200 5300 5400 5500

0

0

+πD]
−K+π[→+B

LHCb

8σ

8

ADS:   B±→ Dh±, D→ π+K–

5100 5200 5300 5400 5500

 ) 2 c
Ev

en
ts 

/ (
 1

0 
M

eV
/

50

100

−KD]
+K−π[→−B

LHCb

5100 5200 5300 5400 5500

0

0

+KD]
−K+π[→+B

LHCb

5100 5200 5300 5400 5500

200

400

−πD]
+K−π[→−B

LHCb

] 2c) [MeV/±Dh(m
5100 5200 5300 5400 5500

0

0

+πD]
−K+π[→+B

LHCb

8σ

23

]° [γ

1-
C

L

0

0.2

0.4

0.6

0.8

1

0 50 100 150

68.3%

95.5%

LHCb
Preliminary

 decayssB
 decays0B
 decays+B

Combination

Full combination

Bs
decays

B0

decays

B+ decays

C
om

bi
na

tio
n

γcombined = 71      deg+7
– 8

CKM fit: 68 ± 2 deg
(γ measurement not in fit)



MoriondEW, Mar 19, 2016 Experimental Summary

Charm @ LHCb: CP violation and mixing
Exploiting huge recorded charm sample from Run-1

Charm: mixing frequency extremely low, challenging high-statistics measurement, CP violation small in SM

New mixing analysis using D0 → K– π+ π– π+. 
Sensitive to strong phase difference needed for γmeasurement via B+ → D0K+ (with D0 → K– π+ π– π+)

Particle-antiparticle oscillations, also referred to as mixing, have been observed in strange,
beauty, and, most recently, charm mesons. Until now, all observations of charm oscillations
have been made in the decay mode D

0 ! K

+

⇡

� [1–3].1 This Letter reports the first
observation in a di↵erent decay channel, D0 ! K

+

⇡

�
⇡

+

⇡

�. The analysis makes novel use
of charm mixing, and exploits the phenomenon to improve sensitivity to the charge-parity
(CP ) violating parameter �.

In the Standard Model of particle physics, transitions between di↵erent quark flavours
are described by the Cabibbo-Kobayashi-Maskawa (CKM) matrix. An ongoing goal in
flavour physics is to overconstrain the CKM matrix to check for internal consistency.
The phase �, related to b ! u transitions, is of particular interest. It has a relatively
large experimental uncertainty, and can be measured, with negligible uncertainty from
theory input, in the decay B

+! DK

+ (and others) where D represents a superposition
of D0 and D

0 states [4–9]. Sensitivity to � arises when the final state, f , of the D decay
is accessible from both D

0 and D

0, allowing the necessary interference of B+! D

0

K

+

and B

+! D

0

K

+ amplitudes. In order to constrain � using these decay modes, external
input is required to describe both the interference and relative magnitude of D0! f and
D

0 ! f amplitudes. Previously, such input was thought to be accessible only at e

+

e

�

colliders operating at the charm threshold, where correlated DD pairs provide well-defined
superpositions of D0 and D

0 states. Recent studies [10, 11] have shown that this input
can also be obtained from a time-dependent measurement of D0–D0 oscillations. This is
the approach followed here.

An observation of D0–D0 oscillations is made by measuring the time-dependent ratio
of D0 ! K

+

⇡

�
⇡

+

⇡

� to D

0 ! K

�
⇡

+

⇡

�
⇡

+ decay rates. The flavour of the D meson at
production is determined using the decays D⇤(2010)+! D

0

⇡

+

s

and D

⇤(2010)�! D

0

⇡

�
s

,
where the charge of the soft (low-momentum) pion, ⇡

s

, tags the flavour of the meson.
The wrong-sign (WS) decay D

0! K

+

⇡

�
⇡

+

⇡

� has two dominant contributions: a doubly
Cabibbo-suppressed (DCS) amplitude, and a D

0–D0 oscillation followed by a Cabibbo-
favoured (CF) amplitude. The right-sign (RS) decay D

0! K

�
⇡

+

⇡

�
⇡

+ is dominated by
the CF amplitude, and has negligible contributions of O(10�4) from D

0–D0 oscillations.
Ignoring CP violation, to second order in t/⌧ , the time-dependence of the phase-space
integrated decay rate ratio R(t) is approximated by

R(t) ⇡ �
r

K3⇡

D

�
2 � r

K3⇡

D

R

K3⇡

D

· y0
K3⇡

t

⌧

+
x

2 + y

2

4

✓
t

⌧

◆
2

, (1)

where t is the proper decay-time of the D0 meson (measured with respect to production), ⌧
is the D0 lifetime, and r

K3⇡

D

gives the phase space averaged ratio of DCS to CF amplitudes.
The dimensionless parameters x and y describe mixing in the D

0 meson system, with x

proportional to the mass di↵erence of the two mass eigenstates, and y proportional to
the width di↵erence [12]. Here, y0

K3⇡

is defined by y

0
K3⇡

⌘ y cos �K3⇡

D

� x sin �K3⇡

D

, where
�

K3⇡

D

is the average strong phase di↵erence; this and the coherence factor, RK3⇡

D

, are
defined by R

K3⇡

D

e

�i�

K3⇡
D ⌘ hcos �i + ihsin �i, where hcos �i and hsin �i are the cosine and

1Unless otherwise stated, the inclusion of charge-conjugate modes is implied throughout.

1

WS D0 → K+ π– π+ π–

––– (t)  =  –––––––––––––– (t)  =
RS D0 → K– π+ π– π+

sensitive to mixing, to ratio of CF to DCS amplitudes and their interference (strong phase δ)
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Figure 2: Decay-time evolution of the background-subtracted and e�ciency corrected WS/RS
ratio (points) with the results of the unconstrained (solid line) and no-mixing (dashed line) fits
superimposed. The bin centres are set to the decay-time where R(t) is equal to the bin integrated
ratio R̃.

Table 1: Results of the decay-time dependent fits to the WS/RS ratio for the unconstrained and
mixing-constrained fit configurations. The results include all systematic uncertainties.

Fit Type Parameter Fit result Correlation coe�cient
�

2/ndf (p-value) r

K3⇡

D

R

K3⇡

D

· y0
K3⇡

1

4

(x2 + y

2)

Unconstrained r

K3⇡

D

(5.67± 0.12)⇥ 10�2 1 0.91 0.80
7.8/7 (0.35) R

K3⇡

D

· y0
K3⇡

(0.3± 1.8) ⇥ 10�3 1 0.94
1

4

(x2 + y

2) (4.8± 1.8) ⇥ 10�5 1

r

K3⇡

D

R

K3⇡

D

· y0
K3⇡

x y

Mixing-constrained r

K3⇡

D

(5.50± 0.07)⇥ 10�2 1 0.83 0.17 0.10
11.2/8 (0.19) R

K3⇡

D

· y0
K3⇡

(�3.0± 0.7) ⇥ 10�3 1 0.34 0.20
x (4.1± 1.7) ⇥ 10�3 1 -0.40
y (6.7± 0.8) ⇥ 10�3 1

consistent with the existing measurement from Belle [24], and has smaller uncertainties.
Using the RS branching fraction, B(D0! K

�
⇡

+

⇡

�
⇡

+) = (8.07±0.23)⇥10�2 [20], the WS
branching fraction, B(D0! K

+

⇡

�
⇡

+

⇡

�), is determined to be (2.66± 0.06± 0.08)⇥ 10�4

using the unconstrained result, and (2.60±0.04±0.07)⇥10�4 using the mixing-constrained
result. Here the first uncertainty is propagated from R

K3⇡

WS

and includes systematic e↵ects,
and the second is from the knowledge of B(D0! K

�
⇡

+

⇡

�
⇡

+).
In conclusion, the decay-time dependence of the ratio of D0! K

+

⇡

�
⇡

+

⇡

� to D

0!
K

�
⇡

+

⇡

�
⇡

+ decay rates is observed, and the no-mixing hypothesis is excluded at a
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Using 11.4M RS, 43k WS

Confirms charm mixing

Taking x, y from WA, 
allows to measure

Particle-antiparticle oscillations, also referred to as mixing, have been observed in strange,
beauty, and, most recently, charm mesons. Until now, all observations of charm oscillations
have been made in the decay mode D

0 ! K

+

⇡

� [1–3].1 This Letter reports the first
observation in a di↵erent decay channel, D0 ! K

+

⇡

�
⇡

+

⇡

�. The analysis makes novel use
of charm mixing, and exploits the phenomenon to improve sensitivity to the charge-parity
(CP ) violating parameter �.

In the Standard Model of particle physics, transitions between di↵erent quark flavours
are described by the Cabibbo-Kobayashi-Maskawa (CKM) matrix. An ongoing goal in
flavour physics is to overconstrain the CKM matrix to check for internal consistency.
The phase �, related to b ! u transitions, is of particular interest. It has a relatively
large experimental uncertainty, and can be measured, with negligible uncertainty from
theory input, in the decay B

+! DK

+ (and others) where D represents a superposition
of D0 and D

0 states [4–9]. Sensitivity to � arises when the final state, f , of the D decay
is accessible from both D

0 and D

0, allowing the necessary interference of B+! D

0

K

+

and B

+! D

0

K

+ amplitudes. In order to constrain � using these decay modes, external
input is required to describe both the interference and relative magnitude of D0! f and
D

0 ! f amplitudes. Previously, such input was thought to be accessible only at e

+

e

�

colliders operating at the charm threshold, where correlated DD pairs provide well-defined
superpositions of D0 and D

0 states. Recent studies [10, 11] have shown that this input
can also be obtained from a time-dependent measurement of D0–D0 oscillations. This is
the approach followed here.

An observation of D0–D0 oscillations is made by measuring the time-dependent ratio
of D0 ! K

+

⇡

�
⇡

+

⇡

� to D

0 ! K

�
⇡

+

⇡

�
⇡

+ decay rates. The flavour of the D meson at
production is determined using the decays D⇤(2010)+! D

0

⇡

+

s

and D

⇤(2010)�! D

0

⇡

�
s

,
where the charge of the soft (low-momentum) pion, ⇡

s

, tags the flavour of the meson.
The wrong-sign (WS) decay D

0! K

+

⇡

�
⇡

+

⇡

� has two dominant contributions: a doubly
Cabibbo-suppressed (DCS) amplitude, and a D

0–D0 oscillation followed by a Cabibbo-
favoured (CF) amplitude. The right-sign (RS) decay D

0! K

�
⇡

+

⇡

�
⇡

+ is dominated by
the CF amplitude, and has negligible contributions of O(10�4) from D

0–D0 oscillations.
Ignoring CP violation, to second order in t/⌧ , the time-dependence of the phase-space
integrated decay rate ratio R(t) is approximated by
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where t is the proper decay-time of the D0 meson (measured with respect to production), ⌧
is the D0 lifetime, and r

K3⇡

D

gives the phase space averaged ratio of DCS to CF amplitudes.
The dimensionless parameters x and y describe mixing in the D

0 meson system, with x

proportional to the mass di↵erence of the two mass eigenstates, and y proportional to
the width di↵erence [12]. Here, y0

K3⇡

is defined by y

0
K3⇡

⌘ y cos �K3⇡

D

� x sin �K3⇡

D

, where
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is the average strong phase di↵erence; this and the coherence factor, RK3⇡
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, are
defined by R
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D

e
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K3⇡
D ⌘ hcos �i + ihsin �i, where hcos �i and hsin �i are the cosine and

1Unless otherwise stated, the inclusion of charge-conjugate modes is implied throughout.
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Particle-antiparticle oscillations, also referred to as mixing, have been observed in strange,
beauty, and, most recently, charm mesons. Until now, all observations of charm oscillations
have been made in the decay mode D

0 ! K

+

⇡

� [1–3].1 This Letter reports the first
observation in a di↵erent decay channel, D0 ! K

+

⇡

�
⇡

+

⇡

�. The analysis makes novel use
of charm mixing, and exploits the phenomenon to improve sensitivity to the charge-parity
(CP ) violating parameter �.

In the Standard Model of particle physics, transitions between di↵erent quark flavours
are described by the Cabibbo-Kobayashi-Maskawa (CKM) matrix. An ongoing goal in
flavour physics is to overconstrain the CKM matrix to check for internal consistency.
The phase �, related to b ! u transitions, is of particular interest. It has a relatively
large experimental uncertainty, and can be measured, with negligible uncertainty from
theory input, in the decay B

+! DK

+ (and others) where D represents a superposition
of D0 and D

0 states [4–9]. Sensitivity to � arises when the final state, f , of the D decay
is accessible from both D

0 and D

0, allowing the necessary interference of B+! D

0

K

+

and B

+! D

0

K

+ amplitudes. In order to constrain � using these decay modes, external
input is required to describe both the interference and relative magnitude of D0! f and
D

0 ! f amplitudes. Previously, such input was thought to be accessible only at e

+

e

�

colliders operating at the charm threshold, where correlated DD pairs provide well-defined
superpositions of D0 and D

0 states. Recent studies [10, 11] have shown that this input
can also be obtained from a time-dependent measurement of D0–D0 oscillations. This is
the approach followed here.

An observation of D0–D0 oscillations is made by measuring the time-dependent ratio
of D0 ! K

+

⇡

�
⇡

+

⇡

� to D

0 ! K

�
⇡

+

⇡

�
⇡

+ decay rates. The flavour of the D meson at
production is determined using the decays D⇤(2010)+! D

0

⇡

+

s

and D

⇤(2010)�! D

0

⇡

�
s

,
where the charge of the soft (low-momentum) pion, ⇡

s

, tags the flavour of the meson.
The wrong-sign (WS) decay D

0! K

+

⇡

�
⇡

+

⇡

� has two dominant contributions: a doubly
Cabibbo-suppressed (DCS) amplitude, and a D

0–D0 oscillation followed by a Cabibbo-
favoured (CF) amplitude. The right-sign (RS) decay D

0! K

�
⇡

+

⇡

�
⇡

+ is dominated by
the CF amplitude, and has negligible contributions of O(10�4) from D

0–D0 oscillations.
Ignoring CP violation, to second order in t/⌧ , the time-dependence of the phase-space
integrated decay rate ratio R(t) is approximated by

R(t) ⇡ �
r

K3⇡

D

�
2 � r

K3⇡

D

R

K3⇡

D

· y0
K3⇡

t

⌧

+
x

2 + y

2

4

✓
t

⌧

◆
2

, (1)

where t is the proper decay-time of the D0 meson (measured with respect to production), ⌧
is the D0 lifetime, and r

K3⇡

D

gives the phase space averaged ratio of DCS to CF amplitudes.
The dimensionless parameters x and y describe mixing in the D

0 meson system, with x

proportional to the mass di↵erence of the two mass eigenstates, and y proportional to
the width di↵erence [12]. Here, y0

K3⇡

is defined by y

0
K3⇡

⌘ y cos �K3⇡

D

� x sin �K3⇡

D

, where
�

K3⇡

D

is the average strong phase di↵erence; this and the coherence factor, RK3⇡

D

, are
defined by R

K3⇡

D

e

�i�

K3⇡
D ⌘ hcos �i + ihsin �i, where hcos �i and hsin �i are the cosine and

1Unless otherwise stated, the inclusion of charge-conjugate modes is implied throughout.

1

Alex Pearce

&

New results were shown for CP violation in charm:

ΔACP = ACP(D0/D0 → K+K–) – ACP(D0/D0 → π+π–)

D0 flavour inferred from soft pion charge in: D*+ → D0 π+

Earlier 0.6 fb–1 result exhibited 3.5σ discrepancy with SM, 
not confirmed with larger data sample. 

New, full 3 fb–1 result:

ΔACP = −0.10 ± 0.08stat ± 0.03syst % 

– –
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Rare B decays
Bs → µµ decay unambiguously observed by CMS & LHCb in Nov 2014 using Run-1 dataset

Beautiful channel to look for new physics

Relatively precise SM prediction, measurable 
branching fraction

Long search before it was finally observed
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Johannes Albrecht, Sanjay Kumar Swain
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Rare B decays
Bs → µµ decay unambiguously observed by CMS & LHCb in Nov 2014 using Run-1 dataset

Beautiful channel to look for new physics

Relatively precise SM prediction, measurable 
branching fraction

f B0
s! µ+µ�

B0
s

X+

W�
X0

t

b

s

µ+

µ�

d B0
s! µ+µ�

B0
s

W+

W�
Z0

t

b

s

µ+

µ�

]2c [MeV/−µ+µm
5000 5200 5400 5600 5800

)2 c
S/

(S
+B

) w
ei

gh
te

d 
ca

nd
. /

 (4
0 

M
eV

/

0

10

20

30

40

50

60 Data
Signal and background

−µ+µ →s
0B

−µ+µ →0B
Combinatorial bkg.
Semileptonic bkg.
Peaking bkg.

CMS and LHCb (LHC run I)

SM
0BS

0 1 2 3 4 5 6 7 8 9
L

ln
∆2−

0

2

4

6

8

10
SM

c

SM
s
0BS

0 0.5 1 1.5 2 2.5

L
ln

∆2−

0

10

20

30

40
SM

b

B → µµ 

Bs → µµ 

B(Bs → µµ) = 2.8        × 10–9 (6.2σ) |  SM: 3.7 ± 0.2 × 10–9
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Johannes Albrecht, Sanjay Kumar Swain



MoriondEW, Mar 19, 2016 Experimental Summary

Rare B decays
Preliminary Run-1 Bs → µµ search presented at this conference by ATLAS 

Similar analysis approach as CMS & LHCb

Features:

• BDT to suppress hadrons faking muons         
(fight peaking backgrounds)

• BDT to suppress continuum background
• 2D fit to cont. BDT bins & m (µµ) (unbinned)
• Event yield normalised to B+ → J/𝜓 K+ (input: fs /fd)

• Control channels: B+ → J/𝜓 K+ and Bs → J/𝜓 φ
• 3.1σ expected significance for Bs → µµ [SM]

BR(Bs → µµ) = 0.9       × 10–9

< 3.0 × 10–9 (95% CL)

BR(B → µµ) < 4.2 × 10–10 (95% CL)

+1.1
–0.8

Compatibility with SM: 2.0σ

Sandro Palestini
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Flavour anomalies
b → s µ+µ– continues to produce interesting results, more channels added

LHCb showed results with full angular analyses for K*µµ 
(8 independent CP-averaged observables).                      
Best experimental precision on AFB, FL, …

Also angular and diff. BR analysis of Bs → φµµ, and diff. 
BR analysis of B+ → K+µµ

Johannes Albrecht
Searches for New Physics in b → s l+l   

Johannes Albrecht 
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Rare B and D decay measurements at LHC and the TeVatron
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Sensitivity to the di↵erent SM & NP contributions through decay
rates, angular observables and CP asymmetries.
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•  SM: Flavour changing neutral currents only at loop-level  
•  b → s l+l  give a unique glimpse to higher scales: 

experimentally and theoretically clean 
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Use ratio to cancel FF dependence: 𝑃'( = 𝑆'/ 𝐹-(1 − 𝐹-)
Full Run-1 dataset and new analysis confirms discrepancy
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P’5 measurements from ATLAS & CMS in work
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Flavour anomalies
Less plagued by hard to estimate theoretical uncertainties are lepton universality tests 

The B-factories and LHCb measure ratios of semileptonic B decays. Robust SM predictions 

Johannes Albrecht, Pablo Goldenzweig

𝑅3(∗) =
BR(𝐵8 → 𝐷 ∗ 𝜏𝜈)
BR(𝐵8 → 𝐷 ∗ ℓ𝜈)

𝑅= =
BR(𝐵> → 𝐾>𝜇𝜇)
BR(𝐵> → 𝐾>𝑒𝑒)
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New measurement by Belle using semileptonic tagging of recoil B: 

RD* = 0.302 ± 0.030stat ± 0.011syst [SM: 0.252 ± 0.003, 1.6σ]

Also studied kinematic distributions (additional NP sensitivity)

HFAG: p-value for SM: 3.9σ

Belle semilep.
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Charged lepton flavour violation: SM-free signals!
A very active field of BSM searches 

ANRV358-NS58-12 ARI 18 September 2008 23:47

1940 1960 1980 2000 2020

Year

90
%

–C
L 

bo
un

d 

10–14

10–12

10–10

10–8

10–6

10–4

10–2

100

μ eγ
μ 3e
μN eN
τ μγ
τ 3μ

Figure 1
Record of selected lepton flavor violation searches.

cascade down to 1S orbitals. There, they can undergo (a) ordinary decaywith a rate of 5× 105 s− 1,
(b) weak capture, µ − p νµn (which exceeds the ordinary decay rate for nuclei with Z > 6), or
(c) coherent flavor changing conversion, µ − N e− N . The last of these reactions has already
been significantly constrained using various targets. Indeed, the ratio of conversions to capture,

Table 1 A sample of various charged lepton flavor violating reactions

Reaction Current bound Reference Expected Possible
B (µ+ e+ γ ) < 1.2 × 10− 11 28 2 × 10− 13 2 × 10− 14

B (µ± e± e+ e− ) < 1.0 × 10− 12 37 – 10− 14

B (µ± e± γ γ ) < 7.2 × 10− 11 92 – –
R (µ− Au e− Au) < 7 × 10− 13 15 – –
R (µ− Al e− Al) – 10− 16 10− 18

B (τ ± µ± γ ) < 5.9 × 10− 8 Table 2 O (10− 9)
B (τ ± e± γ ) < 8.5 × 10− 8 Table 2 O (10− 9)
B (τ ± µ± µ+ µ− ) < 2.0 × 10− 8 Table 2 O (10− 10)
B (τ ± e± e+ e− ) < 2.6 × 10− 8 Table 2 O (10− 10)
Z 0 e± µ < 1.7 × 10− 6 90
Z0 e± τ < 9.8 × 10− 6 90
Z0 µ± τ < 1.2 × 10− 5 91
K 0
L e± µ < 4.7 × 10− 12 74 10− 13

D0 e± µ < 8.1 × 10− 7 78 10− 8

B 0 e± µ < 9.2 × 10− 8 79 10− 9

Data from current experimental bounds, expected improvements from existing or funded
experiments, and possible long-term advances.

318 Marciano · Mori · Roney
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Charged lepton flavour violation
New analysis of NA48/2 2003–2004 data sample to search for lepton number violation

NA48/2 looked for the decay: K+ → π– µ+ µ+ (negligible contribution from SM or neutrino oscillation expected) 

Karim Massri

Main background from K+ → π– π+ π+ with 2 π+ → µ+𝜈 decays

Total of 2×1011 K± decays in fiducial detector volume

Karim Massri – Moriond EW 2016 – La Thuile13/03/2016 8

Events in Signal Region observed after finalising K±→p∓µ±µ± selection  → Nobs = 1
Expected background (from MC simulation): Nexp = 1.163±0.867stat±0.021ext±0.116syst

The same-sign muons selection (LNV)

BR(K±→p∓µ±µ±) < 8.6 ¥ 10-11 @ 90% CL

● Blind analysis: K±→p∓µ±µ± selection based on 
o K±→p∓µ±µ± MC simulation

− Uniform phase-space (|Mfi|
2 = 1)

− Resonant Majorana neutrino model
o K±→p±p+p- MC simulation (1010 events)
o Control Region: M(p∓µ±µ±) < 480 MeV/c2

● Event selection:
o One well-reconstructed 3-track vertex
o 2 same-sign muons, 1 odd-sign pion
o Total PT consistent with zero
o Signal Region: |M(p∓µ±µ±) – MK| < 5 MeV/c2

● Expected background: Additional K±→p±p+p- 
MC sample (1010 events) used to evaluate number 
of expected K±→p±p+p- events in Signal Region

Rolke-Lopez statistical treatment to get UL(Nsig)→

Search for resonances in K→pµµ decays – Same-sign muons sample

No excess observed. Strong 90% CL limit:

BR(K+ → π– µ+ µ+ ) < 8.6 ×10–11

Also looked into di-muon invariant mass of   
opposite sign K+ → π+ µ+ µ– sample for 
resonances. None seen.

Outlook for NA62: expect to reach 10–12

LFV sensitivity (and 10–11 for π0 → eµ)
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Rare kaon decays: NA62
New result on 2007 dataset and /2 is ramping up

NA62 presented new measurement on 2007 dataset:
Introduction ⇡0 TFF Slope Measurement K+ ! ⇡+⌫⌫̄ Branching Ratio Measurement Summary Spares

Dalitz Decay: ⇡0 ! e+e�
�

⇡

0

�

�

e

�

e

+
F (x)⇡0

D decay – kinematic variables x , y :

x =
(pe+ + pe�)2

m2
⇡0

, y =
2 p⇡0 . (pe+ � pe�)

m2
⇡0(1 � x)

Differential decay width (r2 = (2me/m⇡0)2 ⌘ xmin):

1
�(⇡0

2�)

d2�(⇡0
D)

dxdy
=

↵

4⇡
(1 � x)3

x
(1 + y2 +

r2

x
) (1 + �(x , y)) |F (x)|2

F (x) ⇡ 1 + a x , a : TFF slope parameter

⇡0 TFF slope measurement at NA62 (kaon decay experiment)
• K± ! ⇡±⇡0 decay: source of tagged ⇡0 decays (BR(K2⇡) ⇡ 21%)
• NA62 in 2007: data taking conditions optimized for e± from K± ! e±⌫e

! Large and clean sample of K± ! ⇡±⇡0; ⇡0 ! � e+e� decays

Transition Form Factor (TFF)

NA62 Results and Perspectives M. Koval - La Thuile 2016 4

≈ 1 + a⋅x + …
F(x)

(in timelike region)

measurement precision, and that the remaining, hopefully smaller contributions, e.g. from
axial-vectors (3⇡-intermediate state), other heavier states and a dressed quark-loop, prop-
erly matched to perturbative QCD and avoiding double-counting, can be obtained within
models with about 30% uncertainty to reach an overall, reliable precision goal of about
20% (�aHLbL

µ

⇡ 20⇥ 10�11).
In this paper we will concentrate on the dispersive approach to the pseudoscalar-pole

contribution to HLbL which is numerically dominant according to most model calcula-
tions. It arises from the one-particle intermediate states of the light pseudoscalars ⇡0

, ⌘, ⌘

0

shown in the Feynman diagrams in Fig. 1. The blobs in the Feynman diagrams represent

⇡0, ⌘, ⌘0

Figure 1: The pseudoscalar-pole contribution to hadronic light-by-light scattering. The
shaded blobs represent the transition form factor FP�⇤

�

⇤(q21, q
2
2) where P = ⇡

0
, ⌘, ⌘

0.

the double-virtual transition form factor FP�⇤
�

⇤(q21, q
2
2) where P = ⇡

0
, ⌘, ⌘

0. See Ref. [33]
for a recent brief overview on transition form factors (TFF), many more details can be
found in the older review [34].2

In order to simplify the notation, we will now discuss mainly the neutral pion-pole
contribution. The generalization to the pole contributions of ⌘ and ⌘0 is straightforward.
The pion-photon transition form factor F

⇡

0
�

⇤
�

⇤(q21, q
2
2) is defined by the following vertex

function in QCD:

i

Z
d

4
x e

iq1·xh0|T{j
µ

(x)j
⌫

(0)}|⇡0(q1 + q2)i = "

µ⌫↵�

q

↵

1 q
�

2 F⇡

0
�

⇤
�

⇤(q21, q
2
2) . (5)

Here j

µ

(x) = ( Q̂�
µ

 )(x) is the light quark part of the electromagnetic current ( ⌘
(u, d, s) and Q̂ = diag(2,�1,�1)/3 is the charge matrix). The form factor describes the
interaction of an on-shell neutral pion with two o↵-shell photons with four-momenta q1

and q2. It is Bose symmetric, F
⇡

0
�

⇤
�

⇤(q21, q
2
2) = F

⇡

0
�

⇤
�

⇤(q22, q
2
1), because the two photons

2More generally, one can define a pseudoscalar-exchange contribution to HLbL which involves a form
factor with o↵-shell pseudoscalars FP⇤�⇤�⇤((q1 + q2)2, q21 , q

2
2) [18, 20, 35, 11, 2], but then the contribu-

tion to HLbL is model-dependent. In particular, it will depend on the interpolating field used for the
pseudoscalars.

3
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⇡

0
D Decay Sample

Monte Carlo simulation:

1.05 ⇥ 106 fully reconstructed
⇡0

D events with x > 0.01:
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~1.1 M fully 
reconstructed 

Dalitz π0
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⇡

0 TFF Slope: World Data

 TFF slope0π
0.1− 0.05− 0 0.05 0.1

Geneva-Saclay (1978)

Saclay (1989)

SINDRUM I @ PSI (1992)

TRIUMF (1992)

NA62 (2016)

30k eventsFischer et al.

32k events
Fonvieille et al.

54k eventsMeijer Drees et al.

8k eventsFarzanpay et al.

1M events
(preliminary)

D
0π TFF Slope Measurements from 0π TFF slope theory expectations:

K. Kampf et al., EPJ C46 (2006), 191.
Chiral perturbation theory:
a = (2.90 ± 0.50)⇥ 10�2

M. Hoferichter et al., EPJ C74 (2014), 3180.
Dispersion theory:
a = (3.07 ± 0.06)⇥ 10�2

T. Husek et al., EPJ C75 (2015) 12, 586.
Two-hadron saturation (THS) model:
a = (2.92 ± 0.04)⇥ 10�2

CELLO measurement:
H. J. Behrend et al., Z. Phys. C49 (1991), 401.
Extrapolation of space-like momentum region
data fit to VMD model:
a = (3.26 ± 0.26stat)⇥ 10�2

NA62 Results and Perspectives M. Koval - La Thuile 2016 12

aNA62 = 
(3.70 ± 0.53stat 

± 0.36syst) × 10–2

Measurement of timelike transition form-factor (TFF) 
slope with π0 → e+e–γDalitz decays (1.2% BR) using 
~5B triggered π0 from K±→ π±π0 (~20B K± in decay region)

TFF important to model muon g–2 LBLS contribution 
(other experimental information from spacelike measurements of             
e+e– → e+e–γ*γ* → e+e–π0 by CELLO, CLEO, BABAR) 

Challenge for F(x) extraction: rad. corrections (included in MC)

F(x) fit using 
MC templates 

Giuseppe Ruggiero



MoriondEW, Mar 19, 2016 Experimental Summary

NA62 towards a measurement of K+ → π± 𝜈𝜈 (SM: (8.4 ± 1.0) × 10–11, BNL E949: (17 ± 11) × 10–11) 
Additional physics goals: standard kaon physics and new physics searches

Goal: 10% K+ → π± 𝜈𝜈 BR measurement
Requirements: 5 trillion K+ decays (~50 signal events) / year (possibly already in 2016)

similar order for background suppression (< 10 events / year, dominated by K+ → π±π0)

Rare kaon decays: NA62/2
Eagerly awaited results on K+ → π± 𝜈𝜈 are on their way. 2014/15 data for commissioning 

QCD@Work 2014
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Figure 4. Squared missing mass distribution for the K+ → π+νν̄ and the main charged kaon decay modes. The
signal is multiplied by a factor 1010 while the backgrounds are according to their branching ratios.

Decays with muons in the final state (like K+ → µ+ν, K+ → π+π−µ+ν) will be suppressed using
the muon-pion identification based on RICH and MUV for which the total inefficiency should be less
than 5 × 10−6.

The presented setup and analysis strategy will allow NA62 experiment to collect O(100) events
in two years of data taking. The construction is advanced for the start of the experiment in October
2014.

6 Rare and new physics processes with NA62
NA62 experiment will accumulate the highest available charged kaons statistics. Combined with
the excellent veto efficiency, particle identification capabilities, and ultimate momentum and energy
resolution this turns the NA62 experiment into a multipurpose facility able to execute a diverse physics
programdevoted to rare processes. Among them are the lepton flavour violation kaon decays, searches
for new particles (including dark photons and heavy neutrinos), searches for forbidden kaon and pion
decays. In addition, an extensive and high precision study of the K+ → π0π0l+ν and K± → π±γγ
decays is also under consideration.

7 Conclusions
The rare kaon decays continue to provide a valuable input to the high energy physics. The NA62
experiment with its huge statistics, excellent resolution, particle identification, and hermeticity is the
future laboratory for charged kaon physics. Currently a four per mile measurement of RK and a
new higher statistics study of the K± → π±γγ have been performed. The next step is the study of

Most sensitive variable: m2
miss = (pK+ – pπ+)2

PID
Photon rejection

Giuseppe Ruggiero

Giuseppe Ruggiero 1513/03/2016

Technique: Si - pixel tracker; Straw tube tracker in vacuum
Goal: O(104 ÷ 105) suppression factor of the main kaon decay modes
𝑃𝜋+ < 35 GeV/c: best 𝐾+ → 𝜇+𝜈 suppression.
Kinematics studied on 𝐾+ → 𝜋+𝜋0 selected using LKr calorimeter.
Resolutions close to the design. 
O(103) kinematic suppression factor in 2015.  

K decay
K+ → π+π0
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Electroweak precision physics

The LHC experiments —
as do D0 & CDF since 
long, and continuing —
are investing efforts into 
precision measurements 
of EW observables: mW, 
mtop, sin2θW

All are very challenging
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of the measurement uncertainty. Also shown is the impact of the two-loop result for the Z partial
widths and the O(↵t↵

3
s) correction to MW , compared to the calculations previously used5 [8]. The

right-hand panel of Fig. 1 displays the comparison of both the global fit result and the direct
measurements with the indirect determination (fifth column of Tab. 2) for each observable in units
of the total uncertainty, defined as the uncertainty of the direct measurement and the indirect
determination added in quadrature. Note that in the case of ↵s(M2

Z) the direct measurement
displayed is the world average value [45], which is otherwise not used in the fit.

The availability of the two-loop corrections to the Z partial widths and �0
had allows the determi-

nation of ↵s(M2
Z) to full NNLO and partial NNNLO level. We find

↵s(M
2
Z) = 0.1196± 0.0028 exp ± 0.0006�

theo

RV,A
± 0.0006�

theo

�i
± 0.0002�

theo

�0

had

= 0.1196± 0.0030 tot , (1)

where the theoretical uncertainties due to missing higher order contributions are significantly larger
than previously estimated [8]. This is largely due to the variation of the full O(↵4

s) terms in the
radiator functions, and to the uncertainties on the Z partial widths and �0

had, not assigned before.

The fit indirectly determines the W mass to be

MW = 80.3584± 0.0046mt ± 0.0030�
theo

mt ± 0.0026MZ
± 0.0018�↵

had

± 0.0020↵S ± 0.0001MH
± 0.0040�

theo

MW
GeV ,

= 80.358± 0.008tot GeV . (2)

providing a result which exceeds the precision of the direct measurement. The di↵erent uncertainty
contributions originate from the uncertainties on the input values of the fit, as quoted in the second
column in Table 2. Simple error-propagation is applied to evaluate their impact on the prediction
of MW . At present, the largest uncertainties are due to mt, both experimental and theoretical,
followed by the theory and MZ uncertainties.

Likewise, the indirect determination of the e↵ective leptonic weak mixing angle, sin2✓`e↵ , gives

sin2✓`e↵ = 0.231488± 0.000024mt ± 0.000016�
theo

mt ± 0.000015MZ
± 0.000035�↵

had

± 0.000010↵S ± 0.000001MH
± 0.000047

�
theo

sin2✓f
e↵

,

= 0.23149± 0.00007tot , (3)

where the largest uncertainty is theoretical followed by the uncertainties on �↵
(5)
had(M

2
Z) and mt.

An important consistency test of the SM is the simultaneous indirect determination of mt and
MW . A scan of the confidence level (CL) profile of MW versus mt is shown in Fig. 2 (top) for
the scenarios where the direct MH measurement is included in the fit (blue) or not (grey). Both
contours agree with the direct measurements (green bands and ellipse for two degrees of freedom).
The bottom panel of Fig. 2 displays the corresponding CL profile for the observable pair sin2✓`e↵ and
MW . The coloured ellipses indicate: green for the direct measurements; grey for the electroweak
fit without using MW , sin2✓fe↵ , MH and the Z width measurements; orange for the fit without

5With the exception of R0

b , which was previously taken from [26] and was later corrected. For this comparison
the one-loop result [33] is used.
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SM Predictions [1407.3792, EW fit]

The LHC Run-1 is not over yet: high-
quality, extremely well understood data 
sample for precision measurements

[ exp WA: σ = 15 MeV ]

[ exp WA: σ = 0.00016 ]

Global electroweak fit was masterpiece of LEP/SLD era. 
Discovery of Higgs over-constrains the fit and 

dramatically improves predictability
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scale uncertainty
 uncertaintySα ⊕ PDF ⊕scale 

total  stat
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Effect of LHC beam energy uncertainty: 3.3 pb 
(not included in the figure)
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CMS, l+jets (*) -1=0.8-1.1 fbintL 7 pb± 12 ± 3 ±164 
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LHC combined (Sep 2012) -1=0.7-1.1 fbintL 6 pb±  8 ±  2 ±173 

νµX→ATLAS, l+jets, b -1=4.7 fbintL 3 pb± 17 ± 2 ±165 

, b-tagµATLAS, dilepton e -1=4.6 fbintL 3.6 pb± 4.2 ± 3.1 ±182.9 
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Traditional kinematic top mass measurement method 
approaches systematic limit of b-quark hadronisation

Ways to improve (lot of pioneering work by CMS):

• Choose more robust observables (eg, wrt. b fragmentation)

Electroweak precision measurements
Top mass from LHC and Tevatron

Benjamin Stieger

LHC kinematic top mass measurements:

• Select charmed 
mesons (rare but very 
clean signature)

• Use dilepton 
kinematic endpoint 
(clean but large 
theoretical uncertainties)

• Use cross-sections 
or differential 
variables (promising 
but difficult to achieve 
competitive precision

Currently best result (CMS): 1.7 GeV uncertainty

We heard a beautiful talk about alternative methods 
to measure the top mass
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CDF, D0, and also LHC have extracted weak mixing angle from Z/γ* asymmetry measurements

Uncertainties at Tevatron dominated 
by statistical uncertainties, LHCb 
equally, ATLAS & CMS by PDF 
uncertainties.  

Data-driven “PDF replica rejection” 
method applied by CDF

Complex measurements (in 
particular physics modelling) that 
are important to pursue, but 
precision of hadron colliders not yet 
competitive with LEP/SLD

Electroweak precision measurements
sin2θW and Z asymmetries from hadron colliders

Arie Bodek, William James Barter

eff
Wθ

2sin
0.224 0.226 0.228 0.23 0.232 0.234

eff
Wθ

2sin
0.224 0.226 0.228 0.23 0.232 0.234

0.0002±0.2315

0.0003±0.2322

0.0003±0.2310

0.0005±0.2315

0.0010±0.2315

0.0012±0.2308

0.0032±0.2287

0.0011±0.2314

0.0015±0.2329

0.0012±0.2307

LEP + SLD

(b)FBLEP A

LRSLD A

D0

CDF

ATLAS

CMS

LHCb

=7TeVsLHCb 

=8TeVsLHCb 

Phys. Rept. 427 (2006) 257

Phys. Rept. 427 (2006) 257

Phys. Rev. Lett. 84 (2000) 5945

Phys. Rev. Lett. 115 (2015) 041801

Phys. Rev. Lett. D89 (2014) 072005

arXiv:1503:03709

Phys. Rev. Lett. D84 (2011) 112002

+ Newest CDF result: 0.23221 ± 0.00046 

Figure from LHCb 1509.07645
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ATLAS, CMS & LHCb have presented progress towards the 
(challenging) mW measurement at the LHC  

Measurement relies on excellent understanding of final state

Observables: pT,ℓ , pT,𝜈, mT as probes of mW

Challenges, high-precision:
• Momentum/energy scale (incl. had. recoil) calibration: Z, J/𝜓, Y
• Signal efficiency and background modelling
• Physics modelling: 

o Production governed by PDF & initial state interactions     
(pert & non-pert): use W+, W–, Z, W+c data for calibration, 
and NNLO QCD calculations + soft gluon resummation

o EW corrections well enough known
o Probes very sensitive to W polarisation (and hence to PDF, 

including its strange density)

Electroweak precision measurements
W mass: towards a first measurement at the LHC via decay to lepton + neutrino

Mariarosaria D'Alfonso
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Figure 1: Measurements of the W-boson mass
by the LEP and Tevatron experiments.

and Bose-Einstein correlations (BEC) between quarks from dif-

ferent W’s (8 MeV) are included. The mass difference between

qqqq and qqℓνℓ final states (due to possible CR and BEC effects)

is −12±45 MeV. In a similar manner, the width results obtained

at LEP have been combined, resulting in ΓW = 2.195 ± 0.083

GeV [1].

The two Tevatron experiments have also identified common

systematic errors. Between the two experiments, uncertainties

due to the parton distribution functions, radiative corrections,

and choice of mass (width) in the width (mass) measurements

are treated as correlated. An average W width of ΓW = 2.046±

0.049 GeV [2] is obtained. Errors of 20 MeV and 7 MeV

accounting for PDF and radiative correction uncertainties in this

width combination dominate the correlated uncertainties. At

the 2012 winter conferences, the CDF and D0 experiments have

August 21, 2014 13:18

Current experimental picture for mW

Project: Experiments are in a vigorous process of addressing the above issues. Many precision 
measurements (differential Z, W + X cross sections, polarisation analysis, calibration performance, …) 
produced on the way. Also theoretical developments mandatory. Long-term effort. 



MoriondEW, Mar 19, 2016 Experimental Summary

CMS presented a new m(Z) measurement using a W-like Z → µµ analysis (replacing one µ by recomputed MET)

Electroweak precision measurements
W mass: towards a first measurement at the LHC via decay to lepton + neutrino

Mariarosaria D'Alfonso

Proof-of-principle analysis, but differences with full m(W) 
analysis remain: event selection, background treatment 
and of most of the theory uncertainties, …
• 7 TeV dataset used (lower pileup) 
• Scale and resolution calibration relies on J/𝜓 & Y
• Track-based MET
• W transverse recoil calibrated using Z+jets events 
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Results (depending on observable used):

• Statistical errors: 35–46 MeV
• Total systematics: 28–34 MeV
• QED radiation: ~23 MeV (dominant)

• Lepton calibration: 12–15 MeV

LEP
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The LHC at 13 TeV

Huge milestone achieved in 2015 with record 
proton–proton collision energy of 13 TeV

After a rocky start, the LHC delivered                 
Lint = 4.2 fb–1, Lpeak = 5.0×1033 cm–2 s–1

This luminosity already increase the new 
physics reach for many searches

Great year for experiments with many results 
available for the summer conferences, and a 
huge amount for the end-of-year jamboree, 
and much more at this conference

Expect 1×1034 cm–2 s–1 and ~30 fb–1 in 2016

Jörg Wenninger
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LHC Delivered
ATLAS Recorded

-1Total Delivered: 4.34 fb
-1Total Recorded: 4.00 fb

Peak luminosity: 
Lmax = 5.2 × 1033 cm–2 s–1 

2015 LHC proton–proton luminosities
Most results reported at this conference use total 2015 datasets

LHCb after luminosity levelling: 0.32 (0.36) fb–1 recorded (delivered) 

Luminosity monitors calibrated with beam-separation scans. 
Current precisions: 5.0% (ATLAS), 2.7% (CMS), 3.8% (LHCb)

Pileup profiles: ATLAS/CMS: <µ>50 ns = 20, <µ>25 ns = 13  (<µ>8TeV = 21), LHCb: <µ> ~ 1.7

Total in 2015 (recorded): 
• B = 3.8 T: 2.9 fb–1

• B ≠ 3.8 T: 0.8 fb–1

(due to problem with cryogenic supply)

3.3–3.6 fb–1 for physics 2.3–3.3 fb–1 for physics

Jörg Wenninger
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SM and Top Physics

Celebrated last year at Moriond EW the 
20th anniversary of the top discovery at 
the Tevatron

VOLUME 74, NUMBER 14 PHYSICAL REVIEW LETTERS 3 APRIL 1995

is 1 X 10, which is equivalent to a 4.8o. deviation in a
Gaussian distribution [11]. Based on the excess number
of SVX-tagged events, we expect an excess of 7.8 SLT
tags and 3.5 dilepton events from tt production, in good
agreement with the observed numbers.
We performed a number of checks of this analysis.

A good control sample for b tagging is Z + jet events,
where no top contribution is expected. We observe 15,
3, and 2 tags (SVX and SLT) in the Z + l-jet, 2-
jet, and ~3-jet samples, respectively, compared with the
background predictions of 17.5, 4.2, and 1.5. The excess
over background that was seen in Ref. [1] is no longer
present. In addition, there is no discrepancy between
the measured and predicted W + 4-jet background, in
contrast to a small deficit described in Ref. [1] (see [12]).
Single-lepton events with four or more jets can be

kinematically reconstructed to the tt WbWb hypothe-
sis, yielding for each event an estimate of the top quark
mass [1]. The lepton, neutrino (gr), and the four highest-
F& jets are assumed to be the tt daughters [13]. There
are multiple solutions, due to both the quadratic ambi-
guity in determining the longitudinal momentum of the
neutrino and the assignment of jets to the parent W's and
b's. For each event, the solution with the lowest fit ~2 is
chosen. Starting with the 203 events with )3 jets, we re-
quire each event to have a fourth jet with ET ) 8 GeV
and ~zl~ ( 2.4. This yields a sample of 99 events, of
which 88 pass a loose g2 requirement on the fit. The
mass distribution for these events is shown in Fig. 2. The
distribution is consistent with the predicted mix of ap-
proximately 30% tt signal and 70% W + jets background.
The Monte Carlo background shape agrees well with that
meaured in a limited-statistics sample of Z + 4-jet events
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FIG. 2. Reconstructed mass distribution for the W+ ~4-jet
sample prior to b tagging (solid). Also shown is the back-
ground distribution (shaded) with the normalization constrained
to the calculated value.

as well as in a QCD sample selected to approximate non-
W background. After requiring an SVX or SLT b tag,
19 of the events remain, of which 6.9+19 are expected
to be background. For these events, only solutions in
which the tagged jet is assigned to one of the b quarks
are considered. Figure 3 shows the mass distribution for
the tagged events. The mass distribution in the current
run is very similar to that from the previous run. Further-
more, we employed several mass fitting techniques which
give nearly identical results.
To find the most likely top mass, we fit the mass

distribution to a sum of the expected distributions from
the W + jets background and a top quark of mass Mt p
[1]. The —ln(liklihood) distribution from the fit is shown
in the Fig. 3 inset. The best fit mass is 176 GeV/c2
with a ~8 GeV/c2 statistical uncertainty. We make a
conservative extrapolation of the systematic uncertainty
from our previous publication, giving M„~ = 176 ~ 8 ~
10 GeV/c2. Further studies of systematic uncertainties
are in progress.
The shape of the mass peak in Fig. 3 provides addi-

tional evidence for top quark production, since the number
of observed b tags is independent of the observed mass
distribution. After including systematic effects in the pre-
dicted background shape, we find a 2 X 10 probability
that the observed mass distribution is consistent with the
background (Kolmogorov-Smirnov test). This is a con-
servative measure because it does not explicitly take into
account the observed narrow mass peak.
In conclusion, additional data confirm the top quark

evidence presented in Ref. [1]. There is now a large
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FIG. 3. Reconstructed mass distribution for the b-tagged
W+ )4-jet events (solid). Also shown are the background
shape (dotted) and the sum of background plus tt Monte
Carlo simulations for M„p = 175 GeV/c (dashed), with the
background constrained to the calculated value, 6.9+19 events.
The inset shows the likelihood fit used to determine the top
mass.

2630

Dimuon mass distribution collected 
with various dimuon triggers by CMS 

CDF plot
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Inclusive W and Z production
Very rich physics: strong PDF dependence, probes for QCD, precision electroweak physics

ATLAS, CMS & LHCb studied single gauge boson production at 
7, 8, 13 TeV, LHCb covers complementary phase space in x, Q2

William James Barter
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Preliminary CMS  (13 TeV)-143 pb

Theory: FEWZ (NNLO)
Observation: NNPDF3.0
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Uncertainty

(inner uncertainty: PDF only)
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totσ/W
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NNPDF3.0
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+0.0710.55
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Preliminary CMS  (13 TeV)-143 pb

Theory: FEWZ (NNLO)
Observation: NNPDF3.0

Observation
Uncertainty

(inner uncertainty: PDF only)

-W
totσ/+W

totσ

NNPDF3.0
-0.012
+0.0111.354

CT14
-0.014
+0.0141.350

MMHT2014
-0.008
+0.0111.348

ABM12LHC
-0.004
+0.0031.371

HERAPDF15
-0.013
+0.0141.353

Note: fiducial cross-section ratios Note: fiducial cross-section ratios

Leptonic decays of Z & W are 
also standard candles to verify 
and calibrate e/µ performance

• 13 TeV W/Z cross section 
measurements (→ right plots)

• pT(Z) @ 8 TeV from ATLAS 
shows resummation needed 
at low pT to describe data, 
NNLO below data at high pT

• Charge asymmetry results 
by CMS and LHCb rather 
well predicted by theory

• LHCb high-rapidity cross 
sections well predicted with 
NNLO and PDFs

• 8 TeV Z → µµ angular 
analysis by CMS, sensitive 
to Z polarisation and decay 
structure

Also: LHCb σZ (2.0 < η < 4.5) in agreement with SM (PDFs)
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Diboson production
Highly important sector of LHC physics, intimately related to electroweak symmetry breaking

ATLAS & CMS studied diboson production at 7, 8, 13 TeV. Detailed inclusive, fiducial and differential 
cross-section analyses at 8 TeV. First 13 TeV results. Theoretical predictions at NNLO needed to match data.

Tiesheng Dai

Each of these 
measurements in 
an experimental 
tour de force
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• ZZ @ 13 TeV measured by ATLAS & 
CMS, WZ by CMS: all agree with SM

• WW @ 8 TeV cross-sections agree   
with SM NNLO + pT resummation

• WZ @ 8 TeV by ATLAS shows 
deviations from SM (NLO only)

• Zγ @ 8 TeV by ATLAS & CMS,  
matched by NNLO SM predictions

• VBS: evidence in W+W+qq channel, 
new 8 TeV results on (W/Z)γqq (CMS), 
and WZqq (ATLAS), no observation yet

• Tri-boson process Wγγ& Zγγ observed 
by CMS, evidence for Wγγ by ATLAS

• Large set of anomalous coupling limits
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Top-antitop production at 13 TeV
Increase of cross section by factor of 3.3 over 8 TeV

ATLAS & CMS studied top production in many ways at 13 TeV → very prompt analyses turn around

Pedro Ferreira da Silva 
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Summary of LHC and Tevatron measurements of the top-pair production cross-section as a function of the 
centre-of-mass energy compared to the NNLO QCD calculation complemented with NNLL resummation 
(top++2.0). The theory band represents uncertainties due to renormalisation and factorisation scale, parton 
density functions and the strong coupling. The measurements and the theory calculation are quoted at 
mtop=172.5 GeV. Measurements made at the same centre-of-mass energy are slightly offset for clarity.
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Update of LHCtopWG ttbar cross-section summary plot vs sqrt(s)

Changes: new Atlas 13 TeV emu result, final CMS 7&8 TeV numbers
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Robust eµ final state gives most precise inclusive results at all CM energies
Differential cross-section measurements at 13 TeV show reasonable modelling, 
though some deviations at large jet multiplicity
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Single top quark production
Increase of cross section by factor of 2.5 (t-channel) over 8 TeV

ATLAS & CMS have so far released t-channel measurement at 13 TeV 

Pedro Ferreira da Silva 
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ATLAS t-channel
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112006, ATLAS-CONF-2014-007, (2014) PRD90

CMS t-channel
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090, (2014) 035, JHEP06 (2012) JHEP12
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(not easier at 13 TeV)

Tevatron: 6.3σ, ATLAS Run-1: 3.2σ
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Top-antitop production and a vector boson at 13 TeV
First results on important ttV process, in it’s own right, and as background to ttH and searches 

ATLAS & CMS showed new 13 TeV results

Emmanuel Monnier
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processes and 
thus 13/8 TeV 
cross-section 
ratios for ttZ & 
ttW: 3.6 & 2.4

Analyses combine several multilepton final 
states, difficult mis-ID background

At 8 TeV, both processes observed, and 
found to agree with SM prediction                
(ttW ~1σ up in both ATLAS & CMS)
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Top property measurements
This is a huge field of research, studying polarisation, asymmetries, P/CP violation, FCNC

New LHC (8 TeV) and Tevatron results

Emmanuel Monnier, Christian Schwanenberger

• Tevatron AFB(tt) and NNLO SM prediction have 
converged towards each other

• Charge asymmetries at LHC in agreement with SM

• D0 has beautiful new measurement of P and CP-
odd observables (CP-odd one found compatible with zero)

Asymmetry (%)
20− 0 20 400.5−

6.5

D0 note 6445-CONF (2014)
)-1D0 Dileptons (9.7 fb  8.6±18.0 

PRD 90, 072011 (2014)
)-1D0 Lepton+jets (9.7 fb  3.0±10.6 

CDF Public Note 11161
)-1CDF Combination (9.4 fb  4.5±16.0 

CDF Public Note 11161
)-1CDF Dilepton (9.1 fb   13±  12 

PRD 87, 092002 (2013)
)-1CDF Lepton+jets (9.4 fb  4.7±16.4 

NLO SM, W. Bernreuther and Z.-G. Si, PRD 86, 034026 (2012)

NNLO SM, M. Czakon, P. Fiedler and A. Mitov, arXiv:1411.3007
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• Top-antitop spin 
correlations 
established at LHC, 
used by ATLAS to 
look for “stealth 
stop”. First 4.2σ 
evidence for spin 
correlations by D0. 

• FCNC processes      
t → qg, Zq, Hq
probed by ATLAS & 
CMS, no signal
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Higgs boson Physics

Display of H → eeµµ candidate 
from 13 TeV pp collisions. The 
electrons have a transverse 
momentum of 111 and 16 GeV, 
the muons 18 and 17 GeV, and 
the jets 118 and 54 GeV. The 
invariant mass of the four 
lepton system is 129 GeV, the 
di-electron invariant mass is 91 
GeV, the di-muon invariant 
mass is 29 GeV, the 
pseudorapidity difference 
between the two jets is 6.4 
while the di-jet invariant mass 
is 2 TeV. This event is 
consistent with VBF 
production of a Higgs boson 
decaying to four leptons.
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In 2015 ATLAS & CMS achieved full Run-1 Higgs combination
As by product: combined observation of H → ττ decay and VBF production mode

Parameter value
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ttH
µ
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µ
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µ
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µ

 Run 1LHC
 PreliminaryCMS  and ATLAS ATLAS
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ATLAS+CMS

σ 1±
σ 2±

Parameter value
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ττµ
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ZZµ

γγµ

 Run 1LHC
 PreliminaryCMS  and ATLAS ATLAS

CMS
ATLAS+CMS

σ 1±

• Differential cross-section measurements
• Limit on invisible Higgs branching ratio of < 25%
• Constraints on anomalous off-shell coupling, spin/CP, LFV,                 

forbidden decays (FCNC) and other scalar particles (BSM Higgs)

Higgs decay processes

ATLAS & CMS 
combinations of Higgs 
mass and coupling 
measurements

Also: 

Higgs production processes

Framework:))Higgs)couplings)O>)BSM)

July)7,)2015) E.)Feng)(CERN))O)New)Physics)via)Higgs)Couplings)&)Invisible)Decays) 6)

•  Assume)a)single)narrow,)CPOeven)resonance)of)mass)125.36)GeV)
•  DeviaFons)from)SM)Higgs)parametrized)using)

scaling)factors)κ)))(SM:))κ=1))

•  LoopsOinduced)couplings)can)be)resolved)or)leg)as)“effecFve”)couplings)
)

•  Couplings*are*then*re0expressed*in*terms*of*BSM*parameters*in*each*model*
•  For)example)Higgs)compositeness)scale)f,)mA)and)tan)β)in)hMSSM,)etc))
•  Then)fit)is)redone)including)full)correlaFons)in)systemaFcs,)not)just)reO
interpretaFon)of)public)numbers)

ProducFon) Decay) Width)

13/8 TeV cross section 
ratios of 2~2.4 for VH, 
ggH, VBF, but 3.9 for ttH

→ K13/8 ~ 0.8 for ttH3.3/fb

Lidia Dell'Asta

mH = 125.09 ± 0.24 GeV
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One word on lepton flavour violation in Higgs decays
Both experiments have finalised their Run-1 LFV analyses

While H → µe is severely constrained from flavour physics, H → τµ, τe are not 
(~10% limits)

CMS released early 2015 a H → τµ search finding a slight (2.4σ) excess

ATLAS has completed full analysis (including H → τe) for this conference 

Lidia Dell'Asta, Joachim Kopp

FCNC Yukawa Couplings
to Leptons

Meant to be examples 
of flavour violation?

Flavor Mixing
in the Scalar Sector
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H → τµ:
ATLAS: 

BR = 0.53 ± 0.51% < 1.43% (95% CL)

CMS:
BR = 0.84         % < 1.51% (95% CL)

H → τe:
ATLAS: 

BR = –0.3 ± 0.6% < 1.04%(95% CL)

+0.39
–0.37
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Current 13 TeV data sample still marginal for H125
But important to look for the signal in an agnostic way at new CM energy

ATLAS & CMS looked for Higgs decays to bosonic and fermionic channels

Seth Zenz
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Current 13 TeV data sample still marginal for H125
But important to look for the signal in an agnostic way at new CM energy

ATLAS & CMS looked for Higgs decays to bosonic and fermionic channels

Seth Zenz

µ = 0.69 

H → γγ

+0.47
– 0.42σtot,data = 40 ± 26        ± 2lumi pb

σtot,SM = 51 ± 5 pb

+16 
–10

S. Zenz - Scalar to Bosons - Moriond EW - 16 March 2016

Inclusive mɣɣ Distribution

15

• Both experiments: fix mass to Run 1 measurement, much more precise than 
constraints from Run 2 data

• CMS: sum over all categories, weighted over S/(S+B)

Expected significance (SM): 1.9σ

Expected significance (SM): 2.7σ
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Current 13 TeV data sample still marginal for H125
But important to look for the signal in an agnostic way at new CM energy

ATLAS & CMS looked for Higgs decays to bosonic and fermionic channels

Seth Zenz

Extracted cross sections vs CM energy

S. Zenz - Scalar to Bosons - Moriond EW - 16 March 2016

CMS ZZ: Cross Section

19

7+8 TeV:  HIG-14-028 accepted for 
publication in JHEP

Isolation

[TeV] s
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ATLAS  Preliminary  = 125.09 GeVHm   H→ppσ

QCD scale uncertainty
)sα PDF+⊕(scale Tot. uncert. 

γγ→H l4→*ZZ→H
comb. data syst. unc.

-1 = 7 TeV,  4.5 fbs
-1 = 8 TeV,  20.3 fbs

-1 = 13 TeV, 3.2 fbs

H → 4ℓ, fiducial cross section
Combined H → 4ℓ, γγ
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First search for ttH production at 13 TeV by CMS
Most interesting of the SM channels at current luminosity

CMS showed preliminary results for ttH in all major Higgs decay channels: H → γγ, multi-leptons, bb
Highly complex analyses, huge effort to get these done so quickly after data taking   

Johannes Hauk g

g

t̄

H

t

Johannes Hauk (DESY) |  ttH at CMS  |  16.03.2016  |  Page 9

> High-purity ttH selection
! Statistically limited, small impact of systematics

ttH(γγγγγγγγ) – Signal Separation

5.4
6.3obs 8.3ˆ +

−=µ

> Same strategy as for inclusive H"γγ

! Search for resonance in mγγ

> Smooth fit functions,
several functional forms
! Control regions by

inverting photon ID + loosened event selection
H → γγ,
tt → 0 & 1 leptons

µ = 3.8 +4.5
– 3.6

ttH → multi-leptons
2 same charge / 3 leptons

µ = 0.6 +1.4
– 1.1

Johannes Hauk (DESY) |  ttH at CMS  |  16.03.2016  |  Page 10

ttH(multileptons)

> Smallest irreducible background, focus on reducible
! tt+V, tt+jets ("fake leptons)

> Categorise 2 same-sign (SS) leptons, ≥3 leptons
! Lepton triggers and offline selections

! ≥4, ≥2 jets

! ≥1 b-tag

! Sub-categories: lepton flavour, lepton charge,
presence of τh, presence of 2 b-tags

> Separation of prompt leptons from fakes
via Boosted Decision Tree (BDT)

> Modelling of fake lepton backgrounds from
control region relaxing lepton selection
! Mis-identification (fakes)

! Charge mis-reconstruction of electrons (flips)

e±µ±

H → bb
tt → 1 & 2 leptons

µ = –2.0 ±1.8 < 2.6 (95% CL)

 = 125 GeVH at m
SM

σ/σ = µBest fit 
10− 5− 0 5

Combined

Dilepton

Lepton+Jets

CMS Preliminary  (13 TeV)-12.7 fb



MoriondEW, Mar 19, 2016 Experimental Summary

Searches — a fresh start*

*A few anomalies from Run-1 
are to be followed up in Run-2

LHC-13
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BSM Higgs boson searches
Single BEH doublet and form of potential simple but Nature may be more complex

At 13 TeV (only results recalled here, more shown by Allison) mainly heavy BSM searches interesting

• H+ → τ𝜈: sensitivity better than 
Run-1 at mass > 250 GeV

• H / A → ττ: similarly, improved 
sensitivity at mass > 700 GeV

• A → Z(→ ℓℓ, 𝜈𝜈) h125(→ bb): 
improved sensitivity > 800 GeV

• H → ZZ(→ ℓℓqq, 𝜈𝜈qq, 4ℓ) / 
WW (→ ℓ𝜈qq): searches 
addressed 1–3 TeV mass range 
with boosted bosons

• X → hh → bbγγ: small excess in 
Run-1 at mX~300 GeV, not yet 
excluded at 13 TeV

• X → hh → bbττ resonant (and 
non-resonant) search

H+ → τ𝜈 H / A → ττ

A → Zh

Allison McCarn

None of these many searches 
showed anomaly so far  [GeV]kinfit
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Searches in high-pT multijet final states at 13 TeV
Processes with large cross-sections, sensitivity to highest new physics scales

High priority early 13 TeV searches

Clemens Lange

• Dijet resonance and angular 
distribution

• High-pT multijets produced, 
eg, by strong gravity

• High-pT lepton + jets    
(strong gravity)

• Second generation scalar 
lepto-quark pair production 
(µq-µq final state, excl. < 1.2 TeV)

None of these searches 
showed an anomaly so far
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Searches in high-pT multijet final states at 13 TeV
Processes with large cross-sections, sensitivity to highest new physics scales

Also searches for a b-anti-b and top-antitop resonance

Pieter Everaerts

None of these searches showed an anomaly so far

Physik-Institut

Clemens Lange - High-pT multi-jet final states at ATLAS & CMS16.03.2016
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>use same background estimation method as di-jet analysis 
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(4th generation b-quark and Z’ models)

9

exclude b* in mass range of 1.1-2.1 TeV, 
not yet sensitive to SSM Z’
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Searches in leptonic final states (I)
Canonical searches for new physics in high-mass Drell-Yan production (Z’, W’)

ATLAS & CMS have analysed their full 2015 dataset and presented results for ℓ+ℓ– and ℓ𝜈 final states
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Good high-mass Drell-Yan 
modelling crucial → SM diff. 
cross-section measurements 
paired with searches 

High-pT muon reconstruction 
challenges detector alignment

No anomaly found. SSM Z’ / W’ 
benchmark limits set at 3.4 / 4.4 
TeV (2.9 / 3.3 TeV at 8 TeV)

ATLAS also looked into high-mass eµ 
(LFV) production. Main background 
top-antitop. No anomaly seen
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30August 31    2015                                         Paolo SPAGNOLO - INFN Pisa                                                     LHCP 2015                                                                                                             

M =  2.9 TeV !!!
• Display of rare colossal e+e– candidate 

event with 2.9 TeV invariant mass
• Each electron candidate has 1.3 TeV ET

• Back-to-back in φ
Highest-mass Run-1 events: 1.8 TeV (ee), 1.9 TeV (µµ)

31August 31    2015                                         Paolo SPAGNOLO - INFN Pisa                                                     LHCP 2015                                                                                                             

In the additional 25 pb-1 data @13 TeV and 50 ns processed last Wednesday:

An event with a di-electron mass of 2.9 TeV has been observed

The event consists in two perfectly balanced electrons and no other significant activity

M =  2.9 TeV !!!

Di-electron resonance search 
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Searches for diboson resonances (hh, Vh, VV)
High pT of bosons boosts hadronic decay products giving merged jets

Fast 13 TeV analysis turn around as in the other searches: 10 Run-2 analyses presented. Hadronic 
decay modes use jet substructure analysis to reconstruct bosons. Important strong interaction backgrounds

Max Bellomo, Maurizio Pierini
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Some excess of events around 2 TeV (globally 2.5σ for ATLAS) seen in WZ 
mode at 8 TeV in fully hadronic channel, not seen in the other decay channels

So far no excess in 13 TeV data around 2 TeV, also other diboson searches do not show anomaly
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Supersymmetry (I)
With jets & MET

ATLAS & CMS have updated 
their most sensitive SUSY 
searches using (b-)jets and MET
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Benefit from improved background modelling (better 
generators & theory, better tuning), but can still find 
large scale factors from control region normalisation 
of SM processes in extreme corners of phase space
Personal remark: need to make sure our analyses are optimised for 
discovery (not limits)
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No significant anomaly 
seen in 7 different jets + 
MET analyses presented

Chris Young
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Supersymmetry (II)
With leptons, jets & MET

Leptonic searches target production of W/Z + jets + 
MET, as well as top through gluino decay (via stop)
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Lower backgrounds than in jets + MET studies, but 
also lower signal

Henning Kirschenmann

9 searches presented, including two looking for same-charge 
lepton pairs and 3 leptons. No anomalies (apart from Z+MET)
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that channel at 8 TeV

Excess was not 
confirmed by CMS/8 
TeV, neither at 13 TeV

A small CMS/8 TeV 
excess (2.6σ) off-Z 
was not confirmed

 [GeV]llm
50 100 150 200 250 300 350 400

Ev
en

ts
 / 

20
 G

eV

0

5

10

15

20

25

30

35 Data 2015

Standard Model (SM)

+jets)γ* (from γZ/

Flavour symmetric

Rare top

WZ/ZZ

-1 = 13 TeV, 3.2 fbs
µµee+

ATLASPreliminary

  17 March 2016

 [GeV]g~m
600 800 1000 1200 1400 1600

 [G
eV

]
0 1χ∼

m

0

200

400

600

800

1000

1200

-310

-210

-110

1

 (13 TeV)-12.3 fbCMS  Preliminary 

  NLO+NLL exclusion
1
0
χ∼ ±' Wq q → g~, g~ g~ →pp 

theoryσ 1 ±Observed 
experimentσ 1 ±Expected 

)0

1
χ∼

+m
g~

 = 0.5(m±

1
χ∼m

95
%

 C
.L

. u
pp

er
 lim

it 
on

 c
ro

ss
 s

ec
tio

n 
[p

b]

 [GeV]g~m
400 600 800 1000 1200 1400 1600 1800 2000

 [
G

e
V

]
10 χ∼

m

200

400

600

800

1000

1200

1400

) ) = 1/2
1

0
χ∼) - m(g~) ) / ( m(

1

0
χ∼) - m(

1

⎪↵⏐χ∼, x = (m(
0

1
χ∼

0

1
χ∼qqqqWW⎪↵⏐ g~-g~

)
theory

SUSYσ1 ⎪↵⏐Observed limit (

)
exp

σ1 ⎪↵⏐Expected limit (

-1
=13 TeV, 3.3 fbs

miss

T
1-lepton + jets + E

1

0

χ∼

 <
 m

g~m

-1ATLAS 8 TeV, 20.3 fb

All limits at 95% CL

ATLAS Preliminary

 [GeV]g~m
1000 1200 1400 1600 1800 2000

 )
 

10 χ∼
 -

 m
g~

 )
 /
 (

 m
10 χ∼

 -
 m

1⎪↵
⏐

χ∼
x 

=
 (

 m

0

0.2

0.4

0.6

0.8

1

1.2

1.4

) = 60 GeV
0

1
χ∼, m(

0

1
χ∼

0

1
χ∼qqqqWW⎪↵⏐ g~-g~

)
theory

SUSYσ1 ⎪↵⏐Observed limit (

)
exp

σ1 ⎪↵⏐Expected limit (
-1

=13 TeV, 3.3 fbs

miss

T
1-lepton + jets + E

-1ATLAS 8 TeV, 20.3 fb

All limits at 95% CL

ATLAS Preliminary

Figure 6: Combined 95% CL exclusion limits in the two gluino simplified models using for each model point the
signal region with the best expected sensitivity. The limits are presented in the (mg̃,m �̃0

1
) mass plane (top) for the

scenario where the mass of the chargino �̃±1 is fixed to x = (m �̃±1
�m �̃0

1
)/(mg̃ �m �̃0

1
) = 1/2 and in the (mg̃, x)-plane

(bottom) for the m �̃0
1
= 60 GeV models. The red solid line corresponds to the observed limit with the red dotted

lines indicating the ±1 � variation on this limit due to the theoretical scale and PDF uncertainties on the signal
cross section. The dark grey dashed line indicates the expected limit with the yellow band representing the ±1 �
variation on the median expected limit due to the experimental and theoretical uncertainties. The exclusion limits
by previous ATLAS analyses [17] are shown as grey area.
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Limits (T5qqqqWW)

11

! expected limit well above 8 TeV 
! slight excess in 6-jet region/

muon channel (see previous 
slide)

! only consider 0-b jet 
case 

! stringent limits for high 
neutralino masses
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Third generation quark partners
Searches for direct production

SUSY stop and sbottom may be the lightest sfermions. 
They have low cross-sections, so run-2 luminosity just 
enough to increase sensitivity

Vector-like quarks* (VLQ) singly or pair produced 
decay to bW, tZ or tH. Also exotic X5/3 → tW possible

Signatures are b-jets, jets, possibly leptons and MET

Pieter Everaerts
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*Hypothetical fermions that transform as triplets under colour and who have left- and right-handed components with same colour and EW quantum numbers 
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   Stop decaying to top+LSP 

Pieter Everaerts             March 17, 2016       10 Searches with 3rd generation quarks 

• Model where both legs decay: 𝑡 → 𝑡c1
0  

• Excluded up to 790 GeV 𝑡  masses for 0 GeV 
c1
0 mass and 250 GeV c1

0 mass for a 600 GeV 𝑡  
 

 
 
 
 
 

• Additional results for models with both top decay modes (CMS) and 
gluino-induced stop production (ATLAS) 

 
 
 
 
 

ATLAS-CONF-2016-007 
CMS-SUS-16-002 
CMS-SUS-16-007 

Total of 10  
Run-2 analyses

No anomaly 
seen

Sensitivity  
improved                    
over Run-1

Similar for   
VLQ searches



MoriondEW, Mar 19, 2016 Experimental Summary

Mass [GeV]

0 500 1000 1500 2000 2500 3000

En
tri

es
 / 

50
 G

eV
 

3−10

2−10

1−10

1

10

data
background

) = 1200 GeVg~m(
) = 1600 GeVg~m(

ATLAS Preliminary
-1 = 13 TeV, 3.2 fbs

stable selection

Searches in unconventional final states
ATLAS & CMS also started to look for long-lived massive particle at 13 TeV 

Long-lived particles in many new physics models
(due to: large virtuality, low coupling, mass degeneracy, eg, scale-
suppressed colour triplet sclar from unnaturalness by Tony Gherghetta). 

Multitude of signatures, some requiring dedicated triggers, 
most requiring dedicated analysis strategies.

Revital Kopeliansky
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Searches for dark matter production at the LHC
Canonical signature is ‘X+MET’ with large variety of ‘X’

Direct dark matter production at the LHC 
Requires boost for triggering. Depending on 
coupling it can be made by different objects.

Matteo Cremonesi

DM

DM

SM

SM

Direct
Detection 

(DM collision nuclear recoils)

Indirect detection

Production at colliders

Energetic gluon/photon 
radiation in the initial sate
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The return of the limits …
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Light quanta

Used since forever                     
as detection probe

Recent example: H → yyFirst medical X-ray by Wilhelm 
Röntgen of his wife Anna Bertha 

Ludwig's hand, Nov 1895
[First Nobel price of physics, 1901]
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Diphoton resonance searches: ATLAS
Updated preliminary results presented this week

ATLAS showed dedicated searches for a spin-0 and a spin-2 diphoton resonance. 

• Main difference is acceptance: spin-0: ET(γ1) > 0.4⋅mγγ, ET(γ2) > 0.3⋅mγγ, spin-2: ET(γ1/2) > 55 GeV
• Photons are tightly identified and isolated. Typical purity ~94%
• Background modelling empirical in spin-0, and (mainly) theoretical in spin-2 case (for high-mass search)

Marco Delmastro

200 400 600 800 1000 1200 1400 1600 1800 2000

Ev
en

ts
 / 

20
 G

eV
1−10

1

10

210

310

410
 PreliminaryATLAS

Spin-2 Selection
-1 = 13 TeV, 3.2 fbs

Data

Background-only fit

 [GeV]γγm
200 400 600 800 1000 1200 1400 1600 1800 2000

D
at

a 
- f

itt
ed

 b
ac

kg
ro

un
d

10−

5−
0
5

10
15

200 400 600 800 1000 1200 1400 1600

Ev
en

ts
 / 

20
 G

eV

1−10

1

10

210

310

410
ATLAS  Preliminary

Spin-0 Selection
-1 = 13 TeV, 3.2 fbs

Data

Background-only fit

 [GeV]γγm
200 400 600 800 1000 1200 1400 1600

D
at

a 
- f

itt
ed

 b
ac

kg
ro

un
d

10−

5−
0
5

10
15

Results

Marco Delmastro Diphoton searches in ATLAS 10

2878 events (mγγ > 200 GeV)

SPIN-0 ANALYSIS SPIN-2 ANALYSIS

5066 events (mγγ > 200 GeV)

background-only fit background-only fit
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Diphoton resonance searches: ATLAS
Updated preliminary results presented this week

Event properties in signal region appear similar to those in sidebands, within large statistical uncertainties 

Marco Delmastro

 [GeV]G*m
600 800 1000 1200 1400 1600 1800 2000

Pl
M/k

0.05

0.1

0.15

0.2

0.25

0.3 ]
σ

Lo
ca

l s
ig

ni
fic

an
ce

 [

0

0.5

1

1.5

2

2.5

3

3.5
     Spin-2 Selection-1 = 13 TeV, 3.2 fbs PreliminaryATLAS

]
σ

 L
oc

al
 s

ig
ni

fic
an

ce
 [

0

0.5

1

1.5

2

2.5

3

3.5

4

 [GeV]X m
200 400 600 800 1000 1200 1400 1600

 [%
]

X
/m X

Γ 

0

2

4

6

8

10

ATLAS Preliminary -1 = 13 TeV, 3.2 fbs Spin-0 Selection

Results

Marco Delmastro Diphoton searches in ATLAS 11

•  Largest deviation from B-only hypothesis
"  mX ~ 750 GeV, ΓX ~ 45 GeV (6%)

"  Local Z = 3.9 σ
"  Global Z = 2.0 σ

•  mX = [200 GeV - 2 TeV]
•  ΓX/mX = [1% - 10%]

•  Largest deviation from B-only hypothesis
"  mG ~ 750 GeV, κ/MPl  ~ 0.2 (ΓG ~ 7% mG) 

"  Local Z = 3.6 σ
"  Global Z = 1.8 σ

•  mX = [500 GeV – 3.5 TeV]
•  κ/MPl = [0.01 – 0.3]

SPIN-0 ANALYSIS SPIN-2 ANALYSIS
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Results

Marco Delmastro Diphoton searches in ATLAS 11

•  Largest deviation from B-only hypothesis
"  mX ~ 750 GeV, ΓX ~ 45 GeV (6%)

"  Local Z = 3.9 σ
"  Global Z = 2.0 σ

•  mX = [200 GeV - 2 TeV]
•  ΓX/mX = [1% - 10%]

•  Largest deviation from B-only hypothesis
"  mG ~ 750 GeV, κ/MPl  ~ 0.2 (ΓG ~ 7% mG) 

"  Local Z = 3.6 σ
"  Global Z = 1.8 σ

•  mX = [500 GeV – 3.5 TeV]
•  κ/MPl = [0.01 – 0.3]

SPIN-0 ANALYSIS SPIN-2 ANALYSIS

Spin-0 analysis Spin-2 analysis

Background-only p-value scan versus resonance mass and width:

Lowest p-value at ~750 GeV, Γ ~ 45 GeV (6%)

Local / global Z = 3.9 / 2.0σ

Lowest p-value at ~750 GeV, Γ ~ 7% of mass

Local / global Z = 3.6 / 1.8σ

Global p-values derived with respect to scan planes
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Diphoton resonance searches: ATLAS
Updated preliminary results presented this week

Compatibility with 8 TeV result (slight reanalysis: latest e/γ calibration, 13 TeV analysis method)

Marco Delmastro

P-value at 750 GeV, Γ ~ 6% of mass: 1.9σ

Compatibility: gg = 4.7 / qq = 2.7 scaling: 1.2σ / 2.1σ

Global p-values derived with respect to scan planes
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Compatibility with 8 TeV data

•  1.9 σ at mX = 750 GeV , ΓX/mX = 6%
•  Compatibility with 13 TeV scalar

"  gg (scaling: 4.7) ! compatibility: 1.2 σ 
"  qq (scaling: 2.7) ! compatibility: 2.1 σ 

•  8 TeV data re-analyzed: latest Run 1 γ calibration + same Run 1 selections + 13 TeV analysis methods

Marco Delmastro Diphoton searches in ATLAS 16

SPIN-0 ANALYSIS SPIN-2 ANALYSIS

•  No significant excess
•  Compatibility with 13 TeV graviton

"  gg  ! compatibility: 2.7 σ 
"  qq  ! compatibility: 3.3 σ 
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Compatibility with 8 TeV data

•  1.9 σ at mX = 750 GeV , ΓX/mX = 6%
•  Compatibility with 13 TeV scalar

"  gg (scaling: 4.7) ! compatibility: 1.2 σ 
"  qq (scaling: 2.7) ! compatibility: 2.1 σ 

•  8 TeV data re-analyzed: latest Run 1 γ calibration + same Run 1 selections + 13 TeV analysis methods

Marco Delmastro Diphoton searches in ATLAS 16

SPIN-0 ANALYSIS SPIN-2 ANALYSIS

•  No significant excess
•  Compatibility with 13 TeV graviton

"  gg  ! compatibility: 2.7 σ 
"  qq  ! compatibility: 3.3 σ 
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Diphoton resonance searches: ATLAS
Digression: ATLAS also presented 13 TeV Zγ searches this week

Narrow resonance search, split into Z → ℓℓ and Z → qq final states (qq dominant at high mass). 

Background from empirical function 

Allison McCarn
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Diphoton resonance searches: CMS
Updated preliminary results presented this week

CMS searches agnostically for spin 0 
and 2 bosons. Updated 13 TeV analysis 
with improved ECAL calibration (~30% 
improved resolution above mγγ ~ 500 GeV), 
and including 0.6 fb–1 of B-field off data

• Acceptance: ET(γ1/2) > 75 GeV, at 
least one γ with |𝜂| < 1.44 (barrel), 
split EB-EB, EB-EE

• Dedicated calibration of B-field-off 
data, slightly lower γ-ID efficiency, 
better resolution, harder PV finding

• Empirical background modelling

Pasquale Musella
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17/03/2016 High mass diphoton resonances at CMS - P. Musella (ETH) 10

Analyzing B=0T dataAnalyzing B=0T data NEW

Significant re-thinking of the analysis needed to use data without 
magnetic field.

No information on tracks momenta 8
Weakens power of isolation

requirements 
Complicates primary vertex selection
(based on recoiling tracks)

No energy spread due to brem/conversions 4
Better intrinsic energy resolution and simpler 

e/g extrapolation. 

Use more information on 
lateral shower profile.
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Diphoton resonance searches: CMS
Updated preliminary results presented this week

CMS has also looked into event properties of excess region and found them consistent with sidebands

CMS combines 13 TeV with spin-0 and 2 searches from 8 TeV data. Results found to be compatible. 

Resulting p-value scans (lowest width models, giving largest excess at 750 GeV, shown here):

Lowest p-value at ~750 GeV (760 for 13 TeV data only), narrow width

Local / global Z = 3.4σ / 1.6σ (2.9σ / < 1 for 13 TeV data only)
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Alessandro Strumia:

Today it could be everything, including nothing. 
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Alessandro Strumia:

Today it could be everything, including nothing. 

Soon we shall know more.
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Moriond EW (51st edition) has been memorable

It exhibited once again the challenges today’s experimental physics takes on and overcomes

• The discovery of the Higgs boson required the construction of a huge accelerator and ultra-
sophisticated particle detectors to find the events buried under 1012 times larger backgrounds

• The direct observation of gravitational waves required to measure over 4 km a relative length  
deformation two hundred times smaller than the size of a proton.

• Similar things can be said about neutrino physics, dark matter searches, etc. It is breathtaking. 

• Accomplishing these measurements requires great ideas, visionary leadership, long-term support by 
governments & society, innovative & highest quality hardware and software, computing resources, 
operational & maintenance support, precise & unbiased analysis — and above all: dedication 

• Given what we have seen this week, I have no worry. We live in an extraordinary period for 
fundamental experimental research in physics 
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Congratulations to the 50th anniversary of Moriond EW & UT. 

There will be ample material for an exciting next half a century ! 
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Spare slides
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Very short-baseline (reactor) neutrino experiments : SoLid
Put neutrino experiment closer to the source to test anti-neutrino flux models

SoLid: highly segmented plastic scintillation detector 
coated with Lithium-6, designed to measure flux and 
energy of anti-𝜈e at very short baseline distances between 
6–10 m from the compact BR2 test reactor with highly-
enriched uranium core in Mol (Belgium). 

Challenge is background suppression in proximity of 
reactor (high captured neutron–e/γ separation) and precise 
location of IBD products: not only time difference, but also 
spatial information used to reconstruct IBD events

First results of the deployment of a SoLid detector module at the SCK•CEN BR2 reactor Nick Ryder

1. Introduction

The SoLid experiment aims to resolve the reactor neutrino anomaly. The reactor anomaly
arose when the reactor anti-neutrino flux was recalculated for the latest generation of short baseline
reactor anti-neutrino experiments aimed at measuring θ13 [1]. Using the updated calculations of
the flux and comparing them to measurements performed in the 1980s and 1990s, a 2.5σ deficit in
the measured flux became apparent [2].

Due to the neutrino’s non-zero mass it is possible that the deficit is can be explained by the
electron anti-neutrino emitted by the reactor oscillating into another flavour state. This would
have resulted in a measured deficit since the experiments were only sensitive to electron flavour
anti-neutrinos, via the Inverse Beta Decay (IBD) reaction. The deficit could be explained by an
oscillation of approximately 8% of the 1.8 - 10 MeV electron anti-neutrinos within 100 m from
their production in the reactor cores. Oscillations to muon or tau neutrinos cannot explain such a
deficit, and therefore a new flavour of neutrino would be required for oscillations to explain the
reactor anomaly. The new neutrino is called ‘sterile’ since it is known that only 3 flavours interact
with the Z boson [4].

A similar deficit was measured when intense radioactive sources were used to calibrate the
SAGE and GALLEX solar neutrino experiments [5, 6]. An oscillation from electron anti-neutrinos
to a sterile neutrino flavour can be used to explain both the reactor and gallium anomalies, with the
best fit for possible oscillation parameters being sin2(2θs)≈ 0.1 and ∆m2s ≈ 1eV 2 [2].

In the reactor and gallium anomalies the measured integral flux at a given distance was com-
pared to a calculated expectation value. To resolve these anomalies and determine whether they are
caused by oscillations it is necessary to measure the anti-neutrino flux as a function of both energy
and distance. A direct search can then be made for oscillations, without relying on any calculations
of the source’s anti-neutrino flux or its energy spectrum.

5.5 m

BR2 at
SCK•CEN

Figure 1: Diagram of the SoLid experiment deployed 5.5 m from the BR2 reactor core. The Detector is
split into multiple modules of two different technologies, explained in the text.

The environment close to a nuclear reactor raises a number of experimental challenges. There
are high rates of background events due to the low over burden and close proximity to the reac-
tor. Cosmic ray muons can cause fast spallation neutrons. These can mimic an IBD event when a
proton recoils from the neutron, producing a e+-like signal, which is followed by the thermal neu-

2

3 ton SoLid experiment deployed 5.5 m from the BR2 reactor core 

Long-term goal: run experiment 
for three years to resolve reactor 
neutrino anomaly w/o relying on 
theoretical calculations. Results 
with 290 kg prototype presented.

First results of the deployment of a SoLid detector module at the SCK•CEN BR2 reactor Nick Ryder

energy is directly related to the anti-neutrino energy, after correcting for the energy required to
convert a proton into a more massive neutron. In the SoLid detector the energy deposited in the
interaction cube can be used as a good estimate of the positron energy with only a small correction
for the additional energy deposited by the annihilation γ rays.

Each PVT cube has a neutron sensitive 6LiF:ZnS(Ag) layer placed on one face. The neutron
from the IBD thermalises in the PVT and has approximately 50% probability to be captured by a
6Li atom in the neutron sensitive layer, resulting in the interaction: n+6 Li→ α+3 H+4.78 MeV.
The α and 3H particles deposit most of their energy in the ZnS(Ag) inorganic scintillator which
is mixed with the 6LiF. Due to the high energy density they excite states where the scintillation
photons are slowly emitted, up to microseconds after the neutron capture, as shown in the upper
waveform in figure 2. This scintillation signal can easily be distinguished from the single light
pulse from PVT scintillation. The differing time signatures for the light pulses can therefore be
used to identify whether a given scintillation signal was produced in the ZnS (characteristic of a
neutron capture) or in the PVT (e+/γ/µ-like).
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Figure 2: Comparison of scintillation signals from neutron capture (upper) in the 6LiF:ZnS(Ag) and elec-
tromagnetic (e+/γ/µ) electromagnetic (e+/γ/µ) signals in the PVT scintillator (lower).

In the 2 tonnes of the detector that will initially be deployed in 2016, the PVT cubes are
wrapped in reflective Tyvek with the 6LiF:ZnS(Ag) layer inside the wrapping. There are two 5×5
mm2 grooves cut into each cube into which 3×3 mm2 square wavelength shifting (WLS) fibres are
placed. The scintillation from both the PVT and the ZnS(Ag) is captured in the WLS fibres which
are inserted in a 2D (vertical and horizontal) array, coupling multiple cubes to each fibre. The light
is detected by 3× 3 mm2 silicon photomultipliers (SiPM), optically coupled to one end of each
fibre. The opposite end of each fibre is coupled to a mirror. In the third tonne, to be deployed in
2017, the PVT is doped with wavelength shifter and no optical isolation or optical fibres are used
to separate the cubes. The light is transported to the edge of the fibre by total internal reflection
from the surfaces of the cubes and detected by 5 cm photomultiplier tubes (PMTs). This increases
the light collection, providing a better energy resolution.

4

Nick van Remortel
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Of which quantum nature are neutrinos ?
EXO-200 showed new limits on neutrinoless double beta decay (0𝜈ββ) in 136Xe → 136Ba + 2e–

EXO-200 enriched (~81%) liquid-xenon TPC (shielded 
+ active muon veto) is installed in nuclear waste isolation 
plant in New Mexico, US.

Experiments require: • large mass • high isotopic 
abundance • good energy resolution • high efficiency 
• low background 

2𝜈ββ 0𝜈ββ (LFV)

Requires 
non-zero 
Majorana 𝜈
mass term

Γ0𝜈ββ∝ |m𝛽𝛽|2
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Fig. 2. Value of the effective Majorana mass |mββ | as a function of the lightest neutrino mass
in the normal (NS, with mmin = m1) and inverted (IS, with mmin = m3) neutrino mass spectra
before and after the Daya Bay14 measurement of ϑ13 in Eq. (13). The current upper bound on
|mββ | (see Eqs. (70), (72) and (74)) and the cosmological bound (see Ref.55) on

∑
i mi ≃ 3mmin

in the quasi-degenerate region are indicated.

Figure 2 shows the value of the effective Majorana mass |mββ| as a function of
the lightest neutrino mass56,57 in the normal and inverted neutrino mass spectra
before and after the Daya Bay14 measurement of ϑ13 in Eq. (13). We used the values
of the neutrino oscillation parameters obtained in the global analysis presented in
Ref.58:

∆m2
12 = 7.59+(0.20,0.40,0.60)

−(0.18,0.35,0.50) × 10−5 eV2, sin2 ϑ12 = 0.312+(0.017,0.038,0.058)
−(0.015,0.032,0.042), (51)

and in the NS

∆m2
13 = 2.50+(0.09,0.18,0.26)

−(0.16,0.25,0.36) × 10−3 eV2, sin2 ϑ13 = 0.013+(0.007,0.015,0.022)
−(0.005,0.009,0.012), (52)

whereas in the IS

−∆m2
13 = 2.40+(0.08,0.18,0.27)

−(0.09,0.17,0.27) × 10−3 eV2, sin2 ϑ13 = 0.016+(0.008,0.015,0.023)
−(0.006,0.011,0.015). (53)

The three levels of uncertainties correspond to (1σ, 2σ, 3σ). In the “After Daya Bay”
plot in Fig 2 we replaced the value of ϑ13 in Eqs. (52) and (53) with that measured
by the Daya Bay Collaboration in Eq. (13). The uncertainties for |mββ| have been
calculated using the standard method of propagation of uncorrelated errors, taking
into account the asymmetric uncertainties in Eqs. (51)–(53).

In the following we discuss the predictions for the effective Majorana mass in
three cases with characteristic neutrino mass spectra:

(1) Hierarchy of neutrino massesd:

m1 ≪ m2 ≪ m3. (54)

dQuarks and charged leptons have this type of mass spectrum.

6

FIG. 4. Fit results projected in energy. SS (a) and MS (b) events are shown with a zoom-in (inset) around the ROI region:
2250–2600 keV (2100–2700 keV) for SS (MS). The bin size is 14 keV. Data points are shown in black and residuals between
data and best fit normalized to the Poisson error are presented, ignoring bins with 0 events. The 7 (18) events between 4000
and 9800 keV in the SS (MS) spectrum have been collected into an overflow bin for presentation here. The vertical (red) lines
in the SS spectra indicate the ±2� ROI. The result of the simultaneous fit to the SD is not shown here. Several background
model components, including Rn, 135Xe and 137Xe, n-capture, 232Th (far); Vessel; 0⌫��; and 2⌫�� (described further in the
text), are indicated in main panel (b) to show their relative contributions to the spectra. The error bars on the data points
represent ±1 standard deviation intervals.

the unmasking of the remaining live-time proceeded.

The results of the ML fit are presented in Fig. 4. The
measured 2⌫�� decay rate is consistent with [9]. From
the best-fit model, the estimate of the background in the
0⌫�� ±2� ROI is 31.1 ± 1.8(stat) ± 3.3(sys) counts, or
(1.7± 0.2) · 10�3 keV�1 kg�1 yr�1 normalized to the to-

tal Xe exposure (123.7 kg·yr). Both this and the ±1�
value (also (1.7 ± 0.2) · 10�3 keV�1 kg�1 yr�1) are con-
sistent with previous results, 1.5±0.1 (1.4±0.1) with the
same units in the ±1� (±2�) ROI [13]. The dominant

backgrounds arise from 232Th (16.0 counts), 238U (8.1
counts) and 137Xe (7.0 counts). This amount of 137Xe is
consistent with estimates from studies of the activation
of 136Xe in muon-veto-tagged data. The total number
of events seen in this region is 39. The best-fit value
of 0⌫�� counts is 9.9, consistent with the null hypothe-
sis at 1.2� as calculated using toy Monte Carlo studies.
The corresponding PL scan of this parameter is shown in
Fig. 5.

A number of cross checks were performed on the re-

100 kg·yr 136Xe  
exposure:

Lower limit on 
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Of which quantum nature are neutrinos ?
CUORE (“heart”) at LNGS is one of several next generation 0𝜈ββ experiments

CUORE bolometric technique using array of tellurium dioxide crystals 
(130Te → 130Xe + 2e–) cooled to ~10 mK → low heat capacity:          
single particle interaction produces measurable rise in temperature 

CUORE-0 (2013–2015): 11 kg 130Te || CUORE (2016–…): 206 kg 130Te
Sensitivity ∝ (detector mass)1/2

Lower limit on mMaj(𝜈) = 0.3–0.8 eV (90% CL)
4
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FIG. 2. Bottom: Calibration data near the 2615 keV 208Tl
�-ray line, integrated over all bolometer-datasets. The solid
blue line is the projection of the UEML fit described in the
main text. In addition to the double-Gaussian lineshape for
each bolometer-dataset, the fit function includes terms to
model a multiscatter Compton continuum, a ⇠ 30 keV Te
X-ray escape peak, and a continuum background; these com-
ponents, summed over all bolometer-datasets, are indicated
by the blue dashed lines (a), (b), (c), and (d), respectively.
Top: Normalized residuals of the data and the best-fit model.

(b, d) pair, µb,d is the mean of the primary peak, �b,d
is the ratio of the means of the secondary and primary
peaks, �b,d is the common Gaussian width of both peaks,
and ⌘b,d is the fractional intensity of the secondary peak.
We estimate these parameters with a simultaneous, un-
binned extended maximum likelihood (UEML) fit to the
2615 keV 208Tl calibration line (Fig. 2); the resulting
best-fit parameters are denoted µ̂b,d, �̂b,d, �̂b,d, and ⌘̂b,d.

We next repeat this lineshape fit on a series of peaks
of known energy between 511 keV and 2615 keV in the
physics data (Fig. 1). For a peak of known energy E,
µb,d(E) can vary around the expected calibrated energy
via a single free parameter �µ(E). To treat energy de-
pendence of the resolution or possible di↵erences in res-
olution between calibration vs. physics data, we vary the
�b,d relative to �̂b,d via a global scaling parameter ↵�(E).

We fix the �b,d and ⌘b,d to the corresponding �̂b,d and ⌘̂b,d.
The energy residual parameters �µ(E) are plotted

in Fig. 1. A prominent outlier is the peak attributed
to 60Co double-gamma events which reconstructs at
2507.6±0.7 keV, 1.9±0.7 keV higher than expected [28];
a shift of 0.8 ± 0.3 keV was observed in Cuoricino [26].
The single-escape peak of the 208Tl 2615 keV gamma at
2104 keV also reconstructs higher by 0.84 ± 0.22 keV.
Data taken with a 60Co source confirm the double-
gamma events reconstruct at higher energy, in agree-
ment with our physics data. Simulations show their en-
ergy deposit in a bolometer is less localized than the
single-gamma lines studied; this may be responsible for
the observed response. The double-escape peak of the
208Tl 2615 keV line (E ' 1593 keV) reconstructs within
0.13± 0.30 keV of the expected value. Since e+e� pairs
and 0⌫�� decays share similar event topologies we as-
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FIG. 3. Bottom: The best-fit model from the UEML fit
(solid blue line) overlaid on the spectrum of 0⌫�� decay can-
didates in CUORE-0 (data points); the data are shown with
Gaussian error bars. The peak at ⇠2507 keV is attributed to
60Co; the dotted black line shows the continuum background
component of the best-fit model. Top: The normalized resid-
uals of the best-fit model and the binned data. The vertical
dot-dashed black line indicates the position of Q�� .

sume the latter would reconstruct according to the cali-
brated energy scale.
We estimate the calibration o↵set at Q�� from a

parabolic fit to the physics-peak residuals in Fig. 1, ex-
cluding the 60Co double-gamma and 208Tl single-escape
lines as outliers. We adopt the standard deviation of the
parabolic-fit residuals as a systematic uncertainty. The
result is �µ(Q��) = 0.05± 0.05(stat.)± 0.09(syst.) keV.
Similarly, fitting the resolution-scaling parameters with a
linear function we find ↵�(Q��) = 1.05±0.05. Using this
↵�(Q��), we estimate from calibration data the FWHM
at Q�� of each bolometer-dataset in physics data. We
quote the exposure-weighted harmonic mean of these
physics FWHM values, 5.1 ± 0.3 keV, as a characteris-
tic value of the detector resolution in the ROI [23]. The
RMS of the calibration FWHM values is 2.9 keV.
After unblinding the ROI by removing the artificial

peak, we determine the yield of 0⌫�� decay events from
a simultaneous UEML fit [26] in the energy region 2470–
2570 keV (Fig. 3). The fit components are: a posited
signal peak at Q�� , a peak at ⇠ 2507 keV from 60Co
double-gammas, and a continuum background attributed
to multiscatter Compton events from 208Tl and surface
decays [29]. We model both peaks using the established
lineshape. For 0⌫�� decay, the µb,d(Q��) are fixed at
the expected position (i.e., 87.00 keV ��µ(Q��) below
µ̂b,d, where 87.00 keV is the nominal energy di↵erence
between Q�� and the 208Tl line), the �b,d are fixed to be
1.05⇥ �̂b,d, the �b,d and ⌘d,b are fixed to their best-fit cal-
ibration values, and the 0⌫�� decay rate (�0⌫) is treated
as a global free parameter. The 60Co peak is treated
in a similar way except that a global free parameter is
added to the expected µb,d to accomodate the anomalous
double-gamma reconstruction. The 60Co yield, although
a free parameter, is constrained to follow the isotope’s

9.8 kg·yr 130Te  exposure (CUORE-0):

Qßß value (2528 keV)
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FIG. 4. Profile negative log-likelihood (NLL) curves for
CUORE-0, Cuoricino [15–17], and their combination.

half-life [28] since it was cosmogenically produced above
ground but is not replenished under ground at LNGS.
Within the limited statistics the continuum background
can be modeled with a zeroth-order polynomial; we con-
sider first- and second-order alternatives later.
The ROI contains 233 candidates in a total exposure of

35.2 kg·yr of TeO2, or 9.8 kg·yr of 130Te considering the
natural isotopic abundance of 34.167% [30]. The best-
fit �0⌫ is 0.01± 0.12 (stat.)± 0.01 (syst.)⇥ 10�24 yr�1,
and the best-fit background index in the ROI is
0.058± 0.004 (stat.)± 0.002 (syst.) counts/(keV·kg·yr).
We evaluate the goodness of fit by comparing the value

of the binned �2 in Fig. 3 (43.9 for 46 degrees of free-
dom) with the distribution from a large set of pseudo-
experiments with 233 Poisson-distributed events in each,
and generated with the best-fit values of all parameters;
90% of trials return �2 > 43.9. The data are also com-
patible with this set of pseudo-experiments according to
the Kolmogorov-Smirnov metric. We quantify the signif-
icance of each of the positive and negative fluctuations
about the best-fit function by comparing the likelihood
of our best-fit model to the likelihood from an UEML fit
where the fluctuation is modeled with a signal peak. For
one degree of freedom, the most negative (positive) fluc-
tuation has a probability of 0.5% (3%). The probability
to realize the largest observed fluctuation anywhere in
the 100-keV ROI is ⇠ 10%.
We find no evidence for 0⌫�� decay and set a 90%

C.L. Bayesian upper limit at �0⌫ < 0.25 ⇥ 10�24 yr�1,
or T 0⌫

1/2 > 2.7 ⇥ 1024 yr (statistical uncertainties only);

the prior used was uniform (⇡(�0⌫) = 1 for �0⌫ >= 0).
The median 90% C.L. lower-limit sensitivity for T 0⌫

1/2 is

2.9⇥1024 yr. The probability to obtain a more stringent
limit than the one reported above is 54.7%. Including
systematic uncertainties (Table I) the 90% C.L. limits
are �0⌫ < 0.25⇥ 10�24 yr�1 or T 0⌫

1/2 > 2.7⇥ 1024 yr.

To estimate systematic uncertainties we perform a
large number of pseudo-experiments with zero and non-
zero signals. We find the bias on �0⌫ from the UEML
analysis is negligible. To estimate the systematic error
of the lineshape choice we repeat the analysis of each
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FIG. 5. Constraints on m�� vs. lightest neutrino mass
(mlightest). For the inverted (IH, green) and normal (NH, red)
hierarchies the central dark band is derived from the best-
fit neutrino oscillation parameters, the lighter outer band in-
cludes their 3� uncertainties [39]. The horizontal bands delin-
eated by the long-dashed black lines (a), the dashed beige lines
(b), and the dot-dashed blue lines (c) are the range of 90% C.L
upper limits on m�� coming from (a)130Te (CUORE-0 com-
bined with Cuoricino), (b)136Xe (EXO-200 [40], KamLAND-
Zen [41] independently), and (c)76Ge (combined limit from
Gerda, IGEX, HDM [42]). The vertical arrows aim to em-
phasize the range currently probed with each isotope. The
horizontal, hashed grey band indicates the range of limits
on m�� expected from CUORE assuming its target 90%C.L
lower limit half-life sensitivity of 9.5⇥ 1025 yr is attained.

pseudo-experiment with single- and triple-Gaussian mod-
els and study the deviation of the best-fit decay rate
from the posited decay rate as a function of the latter.
Similarly, we propagate the 5% uncertainty on ↵�(Q��),
the 0.09 keV energy scale uncertainty, and the choice of
zeroth-, first-, or second-order polynomial for the back-
ground.

TABLE I. Systematic uncertainties on �0⌫ for zero signal (Ad-
ditive) and as a percentage of nonzero signal (Scaling).

Additive (10�24 yr�1) Scaling (%)
Lineshape 0.004 1.3
Energy resolution 0.006 2.6
Fit bias 0.006 0.15
Energy scale 0.006 0.4
Bkg function 0.004 0.7
Selection e�ciency 0.7%

We combine our data with a 19.75 kg·yr exposure of
130Te from Cuoricino [17]. The exposure-weighted mean
and RMS FWHM energy resolution of the detectors were
6.9 keV and 2.9 keV, respectively; the ROI background
index was 0.169 ± 0.006 counts/(keV·kg·yr). We report
the profile likelihoods in Fig. 4. The combined Bayesian

La Thuile 2016 ! ! ! ! !                       Carmine Elvezio Pagliarone                     

The Bolometric Technique!
"  Crystals, cooled to ~10 mK inside a Dilution-Refrigerator Cryostat, have small 

heat capacities: single particle interactions produce measurable rises in temperature. 

Good Features: 
"  Excellent energy resolution 
"  Wide choice of detector materials 
"  Large source mass 
"  High Efficiency 
"  Real Calorimeter 

Bad Features: 
"  Speed 
"  Very Low Operating Temperatures (5-10 mK) 
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C= Heat Capacity 
G= Thermal conduct. 

CUORE-0 + Cuoricino: T1/20𝜈ββ > 4.0 1024 yr

Paolo Gorla
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Cosmological neutrinos: Baryonic Acoustic Oscillations
Neutrino physics in the Lyman-𝛼 forest (2 < z < 5) using BOSS data 

Cosmology offers laboratory with sensitivity 
to the neutrino mass: free-streaming primordial 
neutrinos leave their imprint into large-scale 
structure (LSS) observables:

• Set expansion rate at BBN
• Suppression of power on small scales 

probed, eg, by Lyman-𝛼 forest BAO data
• Slow down growth of structure

Reproduce numerically using hydrodynamical 
models large-structure formation using 
different neutrino masses. 

Combine results on Lyman-𝛼 forest with CMB 
(Planck, WMAP, ACT, SPT) 

any mass value, neutrinos leave a signature on the CMB angular power spectrum through the inte-
grated Sachs-Wolf e↵ect and through lensing [3, 4]. The latest limit on

P
m⌫ from CMB data alone

is at the level of 0.7 eV [5].
Ly↵ data alone have sensitivity to

P
m⌫ at the level of about 1 eV due to the fact that the

scales probed by Ly↵ forests are in the region where the ratio of the power spectra for massive to
massless neutrinos is quite flat (cf. Figure 1). However, a tight constraint on

P
m⌫ can be obtained

by combining CMB data, which probe the initial power spectrum una↵ected by
P

m⌫, and Ly↵ data,
which probe the suppressed power spectrum. Thus, Ly↵ measures the power spectrum level, defined
by �8 and ⌦m, CMB provides the correlations between these parameters and

P
m⌫, and the joint

use of these two probes significantly improves the constraint on
P

m⌫ compared to what either probe
alone can achieve.
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Figure 1: Linear theory prediction for the matter power spectra with massive neutrinos, normalized
to the corresponding massless neutrino case. The grey zone delimits the range of k covered by the 1D
Ly↵ flux power spectrum from the BOSS survey.

The layout of the paper is as follows. The first part of section 2 presents the upgrades in the Ly↵,
CMB and Baryon Acoustic Oscillation (BAO) data sets used for this work. The second part summa-
rizes a number of improvements in the methodology: changes in the accounting of the uncertainties
of the hydrodynamical simulations, and updates of the likelihood parameters to allow for additional
freedom in the IGM model or in the instrumental systematic e↵ects. The main objective of section 3.1
is to present what Ly↵ data alone have to say about cosmology. The base model we consider is a flat
⇤CDM cosmology with massive neutrinos, thereafter referred to as the base ⇤CDM⌫ cosmology.
We start by giving the constraints measured on the five relevant parameters (�8, ns, ⌦m, H0,

P
m⌫),

and we briefly discuss the values of the ‘nuisance’ parameters. In section 3.2, we include additional
data, namely several configurations of CMB data and, occasionally, BAO measurements. We present
the results obtained on the parameters of our base ⇤CDM⌫ cosmology with various combinations of
these data sets. Finally, we discuss extensions to the base ⇤CDM⌫ cosmology. We present how Ly↵

– 2 –

Pivot scale

3.2 ⇤CDM⌫ cosmology from Ly↵ data and other probes

In this section, we combine the Ly↵ likelihood (imposing no constraint on H0) with the likelihood
of Planck 2015 data that we derive from the central values and covariance matrices available in the
o�cial 2015 Planck repository. As in the previous section, we focus on the base ⇤CDM⌫ model,
and we derive constraints on �8, ns, ⌦m, H0 and

P
m⌫. Results are shown in table. 5. Column (1)

is the same as column (2) of table 4 and recalls the results for Ly↵ alone. Column (2) is for the
combined set of Ly↵ and the base configuration we chose for Planck data, i.e. TT+lowP (cf. details
in Sec. 2.1.2). The last two columns (columns 3–4) include BAO data in addition, and in column
(4) we extend the CMB measurements to TT+TE+EE+lowP. We illustrate the main 2D contours on
cosmological parameters in figures 6 and 7.

Table 5: Best-fit value and 68% confidence levels of the cosmological parameters of the model fitted
to the flux power spectrum P(ki, z j) measured with the BOSS Ly↵ data combined with several other
data sets.

(1) Ly↵ (2) Ly↵ (3) Ly↵ (4) Ly↵
Parameter + HGaussian

0 + Planck TT+lowP + Planck TT+lowP + Planck TT+TE+EE+lowP

(H0 = 67.3 ± 1.0) + BAO + BAO

�8 0.831 ± 0.031 0.833 ± 0.011 0.845 ± 0.010 0.842 ± 0.014
ns 0.938 ± 0.010 0.960 ± 0.005 0.959 ± 0.004 0.960 ± 0.004
⌦m 0.293 ± 0.014 0.302 ± 0.014 0.311 ± 0.014 0.311 ± 0.007
H0 (km s�1 Mpc�1) 67.3 ± 1.0 68.1 ± 0.9 67.7 ± 1.1 67.7 ± 0.6
P

m⌫ (eV) < 1.1 (95% CL) < 0.12 (95% CL) < 0.13 (95% CL) < 0.12 (95% CL)

Reduced �2 0.99 1.04 1.05 1.05

8σ
0.65 0.7 0.75 0.8 0.85 0.9

 s
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Figure 6: 2D confidence level contours for the (�8, ns) , (⌦m,
P

m⌫) and (�8,
P

m⌫) cosmological
parameters. The 68% and 95% confidence contours are obtained with di↵erent combinations of the
BOSS Ly↵ data presented in section 3.1 of the Gaussian constraint H0 = 67.4 ± 1.4 km s�1 Mpc�1

and of Planck 2015 data (TT+lowP).

The main point to note is the excellent agreement between the results derived from the combina-
tion of Ly↵ data with di↵erent sets of CMB and BAO data (columns 2–4). The consistency between
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Σm𝜈 < 1.1 eV (Ly-𝛼 alone)
< 0.23 eV (CMB, Planck)
< 0.12 eV (Ly-𝛼 & CMB & BAO combined)

Graziano Rossi

Large list of possible systematic uncertainties
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Life in 2015: 13 TeV / 8 TeV inclusive pp cross-section ratio
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Larger cross section increase 
for gluon induced than for quark 
induced processes.

Early Run-2 puts emphasis on 
searches
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New CP violation results in b-hadrons from LHCb
Apart from the results shown below, new measurements in Lb sector

LHCb contributes to vanilla CKM CP physics through various Bd meson measurements

For example: world’s best Δmd from LHCb: 0.5050 ± 0.0021± 0.0010 ps–1 (B-factories: σave = 0.005 ps–1)

Sean Benson
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LHCb approaches precision on sin(2𝛽) 
from B-factories: 

Current picture of corresponding φs
measurements fully consistent with SM

Data-driven studies of penguin pollution using          
Bs → J/𝜓 K* together with SU(3). Excellent 
experimental precision of < 0.015 on Δφs(J/𝜓 φ)
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Heavy flavour production at 13 TeV

ATLAS, CMS & LHCb measured heavy flavour production processes, such as prompt & non-prompt 
J/𝜓, and B+(→ J/𝜓 K+) cross-sections. In agreement with predictions. 
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Sanjay Kumar Swain
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