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One remark before starting
•  Despite being member of one LHC experiment, I am here speaking for 

myself


•  I prepared this talk as any outsider would have done


• The main purpose is to stimulate a discussion on this topic and use 
Moriond as an opportunity to make the point on this long standing 
puzzle


•Will show some combination performed by experimentalists (ATLAS & 
CMS individual members collaborating on their own) or theorists, using 
public information provided by the experiments


•When I do so, I make it clear with a symbol


• As this is not an ATLAS/CMS talk, no new results shown
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DiBoson resonance 
Searches



The ATLAS Dijet Diboson excess  
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Figure 5: Background-only fits to the dijet mass (mj j) distributions in data (a) after tagging with the WZ selection,
(b) after tagging with the WW selection and (c) after tagging with the ZZ selection. The significance shown in
the inset for each bin is the di↵erence between the data and the fit in units of the uncertainty on this di↵erence.
The significance with respect to the maximum-likelihood expectation is displayed in red, and the significance when
taking the uncertainties on the fit parameters into account is shown in blue. The spectra are compared to the signals
expected for an EGM W 0 with mW0 = 1.5, 2.0, or 2.5 TeV or to an RS graviton with mGRS = 1.5 or 2.0 TeV.

to the shape of the signal, and N is a log-normal distribution for the nuisance parameters, ✓, modelling
the systematic uncertainty on the signal normalisation. The expected number of events is the bin-wise
sum of the events expected for the signal and background: nexp

= nsig

+ nbg

. The number of expected
background events in dijet mass bin i, ni

bg, is obtained by integrating dn/dx obtained from eqn. (1) over
that bin. Thus nbg

is a function of the dijet background parameters p1, p2, p3. The number of expected
signal events, nsig

, is evaluated based on MC simulation assuming the cross section of the model under
test multiplied by the signal strength and including the e↵ects of the systematic uncertainties described in

16

• ATLAS reported an excess in the Run I all-jet Diboson search 

• Excess seen at ≈2 TeV in three overlapping analyses (i.e., not 
independent results)


• 3.4σ in the WZ channel, 2.6σ in WW, 2.9σ in ZZ


• Global significance evaluated to 2.5σ after Look Elsewhere effect
ATLAS arXiv:1506.00962 
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Figure 5: Background-only fits to the dijet mass (mj j) distributions in data (a) after tagging with the WZ selection,
(b) after tagging with the WW selection and (c) after tagging with the ZZ selection. The significance shown in
the inset for each bin is the di↵erence between the data and the fit in units of the uncertainty on this di↵erence.
The significance with respect to the maximum-likelihood expectation is displayed in red, and the significance when
taking the uncertainties on the fit parameters into account is shown in blue. The spectra are compared to the signals
expected for an EGM W 0 with mW0 = 1.5, 2.0, or 2.5 TeV or to an RS graviton with mGRS = 1.5 or 2.0 TeV.
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http://arxiv.org/abs/1506.00962


How does it work? Boosted jets
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• SM bosons decay to 2q final states, giving usually 2 jets


• For large enough pT, decay products merge into a single massive jet


• Jet Mass main tool for discriminating signal vs. background

Low energy W/Z/H
High energy 

W/Z/H

For X→VV, ΔR(q,q) ~ 4 ΜV/ΜX

5

 (GeV)jm
0 20 40 60 80 100 120 140 160 180 200

A
rb

itr
ar

y 
sc

al
e

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
q/g MADGRAPH+PYTHIA

bq' q→ Wb →t 
b b→H 

 4q→ WW* →H 
 q q→Z 

 q' q→W 

 (8 TeV)-1 19.7 fb

CA pruned R=0.8

CMS Simulation
Preliminary

Figure 2: Distribution of pruned jet mass in simulation of signal and background processes.
All simulated distributions are normalized to 1. The W/Z/H and top-quark jets are required
to match respective generator level particles in the event. The W/Z/H jets are from 1.5 TeV
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ing the full set of jet constituents (before pruning) with the kT algorithm [44] and halting the
reclustering when N distinguishable protojets are formed. The directions of the N jets are used
as the reference axes to compute the N-subjettiness [45–47] tN of the original jet, defined as

tN =
1
d0

Â
k

pT,k min(DR1,k, DR2,k, . . . , DRN,k), (1)

where pT,k is the pT of the kth constituent of the original jet and DRn,k is its angular distance
from the axis of the nth subjet (with n = 1, 2, . . . , N). The normalization factor d0 for tN is
d0 = Âk pT,kR0, with R0 set to the distance parameter R = 0.8 of the original CA8 jet. To
improve the discriminating power, we perform a one-pass optimization of the directions of the
subjets’ axes by minimizing tN [21, 46]. By using the smallest DRn,k to weight the value of pT,k
in Eq. (1), tN yields small values when the jet originates from the hadronization of N or fewer
quarks. The tij = ti/tj ratios t21, t31, t32, t41, t42, and t43 have been studied to identify the best
discriminators for jets from H ! WW⇤ ! 4q and W/Z ! qq0 decays. We find that the ratio
t42 works best to discriminate the four-pronged H ! WW⇤ ! 4q events against QCD jets, and
t21 to identify W/Z ! qq0 [48].

The discriminating power of t42 can be seen in Fig. 3. The t42 distribution of HWW jets tends
to peak around 0.55. By contrast, t42 distributions of multijet background and W/Z jets have a
larger fraction of events at large values of t42, especially after requiring a pruned jet mass in the
range [110, 135] GeV. Jets from unmatched tt̄ events peak together with QCD jets. However, the

BKG

W

Z

H→bb/H→WW

top
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• Further discrimination from pT & angular distribution of jet 
constituents (so-called jet substructure)


• Unlike classic QCD jets, two collimated clusters of particles inside jet


• Several variables proposed to quantify this behavior

pT distribution of jet constituents at Generator-Level (PYTHIA8) 

from boosted gluons/ quarks / Z->qq bosons (from RS gravitons) 




How does it work? Boosted jets
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V-tagging

V-tagging selection:

● Pruned jet mass in [65, 105] GeV
● τ

21
 : High-Purity (τ

21
<0.5) and Low-Purity (0.5 < τ

21
<0.75)

N-subjettiness ratio

τ
21

 = τ
2
 / τ

1

τN=
1

d0

∑
k

pT , k min {ΔR1, k ,ΔR2, k , ... ,ΔRN ,k }

HP LP

N-Subjettiness introduced by 
J. Thaler and K. Van Tilburg

• Further discrimination from pT & angular distribution of jet 
constituents (so-called jet substructure)


• Unlike classic QCD jets, two collimated clusters of particles inside jet


• Several variables proposed to quantify this behavior

Jet √y introduced by 
J. Butterworth et al .

http://arxiv.org/find/hep-ph/1/au:+Thaler_J/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Tilburg_K/0/1/0/all/0/1
http://arxiv.org/abs/1011.2268
http://arxiv.org/find/hep-ph/1/au:+Tilburg_K/0/1/0/all/0/1
http://arxiv.org/abs/1011.2268


Other ATLAS Diboson Searches
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• Lack of a signal in other channels 
reduces the excess


• This was known (the other searches 
are older). Not everybody payed 
attention to that


• Now ATLAS quantified the reduction: 
significance drop by 1σ, i.e. at most 
2.4σ (depending on signal hypothesis)

ATLAS arXiv:1506.00962 

http://arxiv.org/abs/1512.05099


CMS Diboson Searches
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Figure 9: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,
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graviton production cross section and the branching fraction of Gbulk ! WW (left) and Gbulk !
ZZ (right). The cross section for the production of a bulk graviton multiplied by its branching
fraction for the relevant process is shown as a red solid (dashed) curve for k/MPl = 0.5 (0.2),
respectively.

ity of the sample is not large enough to allow us to set mass limits on the bulk graviton models
with k/MPl = 0.2 or 0.5. Fig. 10 (right) presents also the local p-value of the significance of
the excesses observed in the data. No excesses with significances larger than two standard
deviations are observed.

8.2 Model-independent limits

The analysis as presented above is specific to the case of a narrow bulk graviton model, but this
is not the only extension of the SM predicting resonances decaying to vector bosons. Therefore
it is useful to allow the reinterpretation of these results in a generic model. In this section
we present the exclusion limits on the visible number of events after having introduced some
modifications to the analysis that greatly simplify its structure, at a moderate price in terms
of performance. Together with the upper limits on the number of signal events, we provide
tables with the reconstruction and identification efficiencies for vector bosons in the kinematic
acceptance of the analysis. Following the instructions detailed in Appendix A, it is possible to
estimate the number of events for a generic signal model that would be expected to be detected
in CMS with the collected integrated luminosity and to compare it with the upper limit on the
number of events.

To avoid the dependence on the assumptions in the construction of the separate categories, we
perform a simplified analysis, reducing the event classification to one single category. We do
this by adding the muon and electron channels and dropping the low-purity category (whose
sensitivity is much smaller than the high-purity category). The loss in performance is very
small over a large range of masses. The effect of dropping the LP category is visible only at
very high masses, where the upper limit on the cross section becomes 15% less stringent.

A generic model cannot restrict itself to narrow signal widths, hence we provide limits as a
function of both mass (MX) and natural width (GX) of the new resonance. The generated line
shape is parametrized with a Breit–Wigner function (BW) and its width is defined as the G
parameter of the BW. The BW line shape is convoluted with the double-sided CB introduced
in Section 6.2 for describing the detector resolution. While different values of GX are scanned,

CMS arXiv:1405.1994 CMS arXiv:1405.3447 

Not as spectacular as ATLAS JJ, but similar to ATLAS 
combination

Interestingly enough, @ same mass value

Interestingly enough, not coming from a single analysis

http://arxiv.org/abs/1405.1994
http://arxiv.org/abs/1405.3447


A combination of VV searches

JJ

Jlν Jll

JJ

Jlν
Jll

for the W0 ! WLZL and Gbulk ! WLWL signal hypotheses is found in the mass range to
1.9 < mX < 2.1 TeV, while the excess extends down to mX = 1.8 TeV for the ZLZL sig-
nal hypothesis. In these mass ranges, the ATLAS data prefer a production cross section of
⇡ 10 fb, while the CMS data favour smaller values (⇡ 3 fb) and are more consistent with the
no-signal hypothesis. The maximum-likelihood (ML) combined cross section is essentially
identical to the corresponding ATLAS value. The scan of the profiled likelihood functions
are compared in Figure 10 for mX = 2 TeV, corresponding to the largest signal significance.
Due to the large uncertainties on the signal strength, the best-fit cross-section values by
ATLAS and CMS are compatible within ±1� for W0 ! WLZL and Gbulk ! WLWL. The
compatibility is slightly reduced under the Gbulk ! ZLZL hypothesis.

In conclusion, the mild CMS excess reduce slightly the large ATLAS excess, but the
global significance stays well above 3 � for Gbulk ! WLWL and Gbulk ! ZLZL hypotheses
and close to 3 � for W0 ! WLZL. The preferred mass range for the excess after the
combination is for mX between ⇡ 1.9 and ⇡ 2 TeV.
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Figure 7. Full hadronic CMS + ATLAS combined limits (black). The green (yellow) bands
represent the two sigma (one sigma) limits from our fit with the fudge factors. The read and blue
lines correspond to the observed and expected limits respectively of ATLAS-only and CMS-only.
From left to right we show respectively the results for Gbulk ! WLWL, W0 ! WLZL and
Gbulk ! ZLZL selections and signal hypotheses.

Figure 11 shows the evolution of observed and expected limits when the signal is com-
posed by ZLZL and WLWL components.

– 12 –

● ●

●

●

●

●

●

● ● ●■ ■

■

■

■

■

■

■ ■ ■◆ ◆
◆

◆ ◆ ◆
◆

◆ ◆ ◆▲ ▲

▲

▲

▲

▲

▲

▲ ▲ ▲

● ATLAS+CMS

■ ATLAS

◆ CMS

▲ no fudge

1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.010-5

10-4

0.001

0.010

0.100

mX (TeV)

p-
va
lu
e

VV JJ WLZL
1σ

2σ

3σ

4σ

Figure 8. The p-values from full hadronic CMS + ATLAS combination (black). The green (yellow)
bands represent the two sigma (one sigma) limits from our fit with the fudge factors. The red and
blue lines correspond to the observed and expected limits respectively of ATLAS-only and CMS-
only. We also show the result of the combination without use of the fudge factors in dashed. From

left to right we show respectively the results for Gbulk ! WLWL, W0 ! WLZL and Gbulk ! ZLZL

selections and signal hypotheses.

Figure 9. Best fitted cross section for ATLAS and CMS combination in the VV ! JJ channel,
compared with the best fitted cross section from the individual results for ATLAS-only (red) and
CMS-only (blue). The green (yellow) bands represent the two sigma (one sigma) limits from our fit
with the fudge factors. From left to right we show respectively the results for Gbulk ! WLWL,
W0 ! WLZL and Gbulk ! ZLZL selections and signal hypotheses.
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Figure 19. Combination of ATLAS and CMS in semi-leptonic channels: Top: Gbulk ! ZLZL,
Middle: Gbulk ! WLWL. The results of the combination (black) are compared with individual
ATLAS-only (red) and CMS-only (blue). Bottom: W’. Left: Expected (dashed) and observed
(continuous) limits. The green (yellow) bands represent the two sigma (one sigma) limits for the
ATLAS and CMS combination when the fudge factors are included in limits setting. Right p-value
to the ATLAS and CMS combination including the fudge factors in limits setting (continuous), and
not including them (dashed).
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Figure 19. Combination of ATLAS and CMS in semi-leptonic channels: Top: Gbulk ! ZLZL,
Middle: Gbulk ! WLWL. The results of the combination (black) are compared with individual
ATLAS-only (red) and CMS-only (blue). Bottom: W’. Left: Expected (dashed) and observed
(continuous) limits. The green (yellow) bands represent the two sigma (one sigma) limits for the
ATLAS and CMS combination when the fudge factors are included in limits setting. Right p-value
to the ATLAS and CMS combination including the fudge factors in limits setting (continuous), and
not including them (dashed).
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Figure 19. Combination of ATLAS and CMS in semi-leptonic channels: Top: Gbulk ! ZLZL,
Middle: Gbulk ! WLWL. The results of the combination (black) are compared with individual
ATLAS-only (red) and CMS-only (blue). Bottom: W’. Left: Expected (dashed) and observed
(continuous) limits. The green (yellow) bands represent the two sigma (one sigma) limits for the
ATLAS and CMS combination when the fudge factors are included in limits setting. Right p-value
to the ATLAS and CMS combination including the fudge factors in limits setting (continuous), and
not including them (dashed).
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Figure 19. Combination of ATLAS and CMS in semi-leptonic channels: Top: Gbulk ! ZLZL,
Middle: Gbulk ! WLWL. The results of the combination (black) are compared with individual
ATLAS-only (red) and CMS-only (blue). Bottom: W’. Left: Expected (dashed) and observed
(continuous) limits. The green (yellow) bands represent the two sigma (one sigma) limits for the
ATLAS and CMS combination when the fudge factors are included in limits setting. Right p-value
to the ATLAS and CMS combination including the fudge factors in limits setting (continuous), and
not including them (dashed).
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JJ/lnJ/llJ compatibility @2 TeV
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Figure 21. Minimum likelihood scans for a 2 (1.9) TeV signal in continuous (dashed) lines. The
combination of all the ATLAS and CMS considered channels is shown in black, and compared with
individual results for JJ channel (red) and semi-leptonic channels (blue). From left to right we show
respectively the results for Gbulk ! WLWL, W0 ! WLZL and Gbulk ! ZLZL selections and signal
hypotheses.

Figure 22. Signal composition for the Gbulk, in the combination of all the considered channels.
From left to right we show respectively expected (dashed) and observed (continuous) limits, p-value
and best fitted cross section.

Gbulk ! ZLZL, while for r ! 1 one recovers the Gbulk ! WLWL limit. The results
obtained for generic values of r are much close to the ZLZL case, i.e., they point to an
overall excess. The size of the excess is reduced to 2 �, as a consequence of a best-fit cross
section reduced to ⇡ 4 fb�1. Particularly interesting is the case r = 2, corresponding to
a resonance with universal couplings to the pseudo-goldstone bosons. In this case, despite
the fact that BR(WLWL)=2BR(Z : Z :), the evidence of a signal is found to be ⇡ 2.4� of
significance for a cross section of ⇡ 4fb�1.

While more data are needed to clarify the situation, the combination of these six
results is unquestionably one of the most interesting outcome of the ATLAS and CMS
search programs during the first LHC run. The situation is even more intriguing if one add
to the picture the ⇡ 2� excess at 1.8-1.9 TeV observed by CMS in a WH resonance search.

– 25 –

• If one assumes BR(X->WW)=100%, the experimental results make no sense


• no signal in lνJ analyses, the strongest


• The lνJ result is then capable of excluding the JJ ATLAS excess


• If instead BR(X->ZZ)=100%, lνJ plays no role

• the small excess in llJ reinforce the JJ excess

• the signal xsec is reduced


• The W’->WZ is the ideal test of compatibility

• interestingly, the picture is similar to ZZ

F. Dias et al.

http://arxiv.org/abs/1512.03371

http://arxiv.org/abs/1512.03371
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Combination under WZ hypothesis
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Figure 20. Combination of ATLAS and CMS in all considered channels: Top: Gbulk ! ZLZL,
Middle line: Gbulk ! WLWL. The results of the combination (black) are compared with
individual results for JJ channel (red) and semi-leptonic channels (blue). Bottom: W’. Left:

Expected (dashed) and observed (continuous) limits. The green (yellow) bands represent the two
sigma (one sigma) limits for the ATLAS and CMS combination when the fudge factors are included
in limits setting. Middle column: p-value to the ATLAS and CMS combination including the
fudge factors in limits setting (continuous), and not including them (dashed). Right: The same
for best fitted cross section.

we use a common mass window for the ATLAS analysis that is chosen to be Z Z one as the
one that gives the best overall sensitivity (see Section 3).

This conclusion is reinforced by the results shown in Figure 22. In this case, one
considers a resonance that can both decay to WLWL and ZLZL . The relative branching
ratios are fixed by the r parameter, introduced in Eq.(??). For r ! 0 one recovers the

– 24 –

• Combination points to a signal strength 1/2 smaller than ATLAS JJ excess

• (Local) Significance ≈2.5σ 

F. Dias et al. http://arxiv.org/abs/1512.03371

http://arxiv.org/abs/1512.03371
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Adding BEH boson to 
final states



Boosted BEH bosons

14

• Boosted BEH bosons → bb are even cleaner 
than W/Z bosons


• larger mass means less QCD background


• possibility of tagging one or two b “subjets”


• More than bb final states


• gg/qq final states can be treated like for V 
mesons


• ττ decays offer special signatures (jets 
with few tracks)


• fully hadronic WW decays (massive jet with 
multiple subjets)

6

Scenarios considered for boosted 
topologies:

➔ subjet CSV:
● standard CSV b-tagger applied to 

subjets of the fat-jet (2 b-tags for 

Higgs-tagging, ≥1 for top-

tagging);
● standard track selection, ∆R<0.3.

➔ fat-jet CSV: 
● standard CSV b-tagger applied to 

the Higgs/top candidate fat-jet;
● extended track selection, ∆R<0.8 

or 1.5 according to jet size.

Boosted B-Tagging Scenarios

CMS-BTV-13-001
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8 5 Modelling of background and signal

expected background events than the electron channel due to the lower cut pmiss
T and the worse

momentum mass resolution at high transverse momenta.

Table 1: Observed and expected yields. The yields are quoted in the range 700 < mWH <
3000 GeV. The expected background is quoted from the sideband procedure. The uncertainties
in the background prediction from data are statistical in nature, as they depend on the number
of events in the sideband region.

µn+H-jet en+H-jet
Observed yield 16 9

Expected background 14.9 ± 4.6 11.5 ± 4.4

Figure 4 shows the final observed spectrum in mWH of the selected events in the two lepton
categories. The highest-mass data event is from the electron category and it has mWH ⇡ 1.9 TeV.
The observed data and the predicted background in the muon channel agree with each other.
In the electron channel an excess of 3 events are observed with mWH > 1.8 TeV, where less
than 0.3 events are expected, while in the muon channel no events with mWH > 1.8 TeV are
observed. The measured pseudo-rapidity values of the CA8 jet in the 3 electron channel events
with highest mWH are 0.44, 0.84, 1.87, while for a W0 resonance less than 2% of the events are
expected to have a pseudo-rapidity above 1.8. The significance of this excess is discussed after
the description of the systematic uncertainties.
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Figure 4: Final distributions in mWH for data and expected backgrounds for both the muon (left)
and the electron (right) categories. The 68% error bars for Poisson event counts are obtained
from the Neyman construction as described in Ref. [54]. Also shown is a hypothetical W0 signal
with mass of 1500 GeV, whose cross sections are given in Section. 7.

5.2 Modelling of the signal mass distribution

The shape of the reconstructed signal mass distribution is extracted from the signal MC sam-
ples. In the final analysis of the mWH spectrum, the discovery potential and exclusion power
both depend on an accurate description of the signal shape. We adopt an analytical description
of the signal shape, choosing a double-sided Crystal-Ball (CB) function (i.e. a Gaussian core
with power law tails on both sides) [55] to describe the CMS detector resolution. To take into
account differences between muon and electron pT resolutions at high pT, the signal mass dis-
tribution is parametrized separately for events with electrons and muons. The typical width of
the Gaussian core is about 4%–6% .

• Same analysis strategy as 
V(qq)W(lν). Better S/B


• Added b-tagging for Higgs: 
large suppression factor to 
bkg


• Tuned the jet mass window 
around 125 GeV: more bkg 
suppression


• Observed 4 events at MWH ≈ 
1800 GeV in electron channel 
(2.9σ local significance). Nothing 
in the muon channel 


• Combination gives 2σ significance 
for local significance

e
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https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/EXO-14-010/index.html
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Figure 6: Observed (solid) and expected (dashed) 95% CL upper limits (CLs) on the product
of the W’ production cross section and the branching fraction of W0 ! WH for muon (left)
and electron (right) channels. The cross section for the production of a W0 in the Little Higgs
model and the HVT scenario B multiplied by its branching fraction for the relevant process is
overlaid.
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Figure 7: Observed (solid) and expected (dashed) 95% CL upper limits on the product of the
W’ production cross section and the branching fraction of W0 ! WH. The cross section for
the production of a W0 in the Little Higgs model and the HVT scenario B multiplied by its
branching fraction for the relevant process is overlaid.

e+μ combined

ATLAS vs CMS comparison

e+μ combined

• Once divided by BR(Hbb), ATLAS limits 
is around observed CMS limit, i.e. 
ATLAS result cannot exclude the 
excess


• Two results are NOT in contradiction


• Other searches (e.g. in HZ and HH) 
don’t see an excess

• ATLAS plots stop right 
at the interesting 
region


• Highest observed 
HW mass is 1350 
GeV
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Seen in Other Searches?



18

Dijet

O
bs

er
ve

d/
Ex

pe
ct

ed
 

lim
it

0

1

2

Mass [GeV]
1000 1750 2500 3250 4000

0.82

1.46

0.14

1.17

0.80 0.78 0.72
0.56

1.84

0.80 0.80

1.17

1.43 1.34

CMS ATLAS

5

Dijet mass (GeV)
1000 1500 2000 2500 3000 3500 4000 4500 5000 5500

 (p
b/

G
eV

)
jj

/d
m

σd

-810

-710

-610

-510

-410

-310

-210

-110

1

10

Data

Fit

QCD MC

JES uncertainty

CMS

Wide jets (R = 1.1)

| < 1.3jjη∆| < 2.5 & | η|

 (8 TeV) -119.7 fb

q* (3.6 TeV)

W' (1.9 TeV)

Dijet mass (GeV)
1000 2000 3000 4000 5000

1000 2000 3000 4000 5000

R
es

id
ua

ls
  

-4
-2
0
2
4

Figure 2: Inclusive dijet mass spectrum from wide jets (points) compared to a fit (solid curve)
and to predictions including detector simulation of multijet events and signal resonances. The
predicted multijet shape (QCD MC) has been scaled to the data (see text). The vertical error
bars are statistical only and the horizontal error bars are the bin widths. For comparison,the
signal distributions for a W0 resonance of mass 1900 GeV and an excited quark of mass 3.6 TeV
are shown. The bin-by-bin fit residuals scaled to the statistical uncertainty of the data, (data �
fit)/sdata, are shown at the bottom and compared with the expected signal contributions.

5 Interpretation of the results

Upper limits are set on the production cross section for different resonance final states (qq, qg,
gg, qq/bb, gg/bb, and bg) as a function of the resonance mass. The limits are computed using
a binned likelihood L written as a product of Poisson probability density functions

L = ’
i

lni
i e�li

ni!
, (2)

where the product runs over the mjj bins. For the ith mjj bin, ni is the observed number of events
and li = µNi(S) + Ni(B) denotes the expected number of events. Here, Ni(B) is the expected
number of events from multijet background, Ni(S) is the expected number of signal events for
the benchmark models considered, and µ the ratio between the signal production cross section
and its corresponding benchmark value. The background term Ni(B) is estimated using the
parameterization of Eq. (1).

The dominant sources of systematic uncertainty are:

• uncertainty in the jet energy scale (JES) [39], which translates into a 1% relative un-
certainty in the dijet mass, roughly independent of the mass value. It is propagated
to the search by shifting the reconstructed dijet mass for signal events by ±1%;

• uncertainty in the JER [39], which translates into an uncertainty of 10% in the dijet
mass resolution [39]. This uncertainty is propagated to the search by increasing and
decreasing by 10% the reconstructed width of the dijet mass shape for the signal;

• the precision in the overall normalization for the signal is limited by an uncertainty
of 2.6% in the integrated luminosity [54];

3

Events are rejected if either the leading jets, or any of
the other jets with pT greater than 30% of the pT of the
subleading jet, are poorly measured or have a topology
characteristic of noncollision background or calorimeter
noise [52]. Poorly measured jets correspond to energy
depositions in regions where the energy measurement is
known to be inaccurate. Events are also rejected if one of
the jets relevant to this analysis falls into regions of the
calorimeter that were nonoperational during data taking.
An ine�ciency of roughly 10% due to this veto is emu-
lated in MC signal samples following the same conditions
as data. Central values and statistical errors of the dijet
mass spectra of both the data and MC signal samples are
scaled, in order to correct for this ine�ciency.

Additional kinematic selection criteria are used to en-
rich the dijet sample with events in the hard-scatter re-
gion of phase space. The rapidity y of the two leading
jets must be within |y| < 2.8. The leading and subleading
jets are required to have a pT > 50 GeV, ensuring a jet
reconstruction e�ciency of 100% [53] both for QCD back-
ground and for all benchmark models under considera-
tion. Events must satisfy |y⇤| = 1

2 |ylead � ysublead| < 0.6
and m

jj

> 250 GeV. The invariant mass cut of m
jj

>

250 GeV is chosen such that the dijet mass spectrum is
unbiased by the kinematic selection on pT.

IV. COMPARISON OF THE DIJET MASS
SPECTRUM TO A SMOOTH BACKGROUND

The observed dijet mass distribution in data, after all
selection requirements, is shown in Fig. 2. The bin width
varies with mass and is chosen to approximately equal
the dijet mass resolution derived from simulation of QCD
processes. The predictions for an excited quark q

⇤ with
three di↵erent mass hypotheses are also shown.

The search for resonances in m

jj

uses a data-driven
background estimate derived by fitting a smooth func-
tional form to the spectrum. An important feature of
this functional form is that it allows for smooth back-
ground variations, but does not accommodate localized
excesses that could indicate the presence of NP signals.
In previous studies, ATLAS and other experiments [54]
have found that the following function provides a satis-
factory fit to the QCD prediction of dijet production:

f(x) = p1(1� x)p2
x

p3+p4 ln x

, (1)

where the p
i

are fit parameters, and x ⌘ m

jj

/

p
s. The

uncertainty associated with the stability of the fit is car-
ried forward as a nuisance parameter in the statistical
analysis.

The functional form was selected using a data set con-
sisting of a quarter of the full data, a quantity known
to be insensitive to resonant new physics at dijet masses
above 1.5 TeV after the previous public result on 13 fb�1

of data [55]. A range of parametrizations were tested
on the blinded data set using a k-fold cross-validation

and there was found to be no substantial di↵erence be-
tween the standard function of Eq. 1 and higher-order
parametrizations, so the function with a simpler form
and a published precedent was selected. The �

2-value
of the fit to the blinded data set was 37 for 56 degrees
of freedom using the parameterisation of Eq. 1. The
fit function showed good agreement to both the fully
simulated dijet mass spectrum obtained from the sim-
ulated Pythia 8.160 QCD multijet events mentioned in
Sec. III, corrected for next-to-leading-order e↵ects using
the NLOJET++ v4.1.3 program [56,57] as described in
Ref. [11], and from a large-statistics sample of generator-
level events, for which the chi

2 of the fit was 58 for 55
degrees of freedom. While the number of data events is
matched or surpassed by the number of fully simulated
events starting from dijet masses of roughly 2 TeV, the
generator-level statistics is su�cient to reproduce that of
data. The �

2-value of the fit to data shown in Fig. 2 is
79 for 56 degrees of freedom.
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Figure 2. The reconstructed dijet mass distribution (filled
points) fitted with a smooth functional form (solid line).
Predictions for three q⇤ masses are shown above the back-
ground. The central panel shows the relative di↵erence be-
tween the data and the background fit with overlaid predic-
tions for the same q⇤ masses. The bin-by-bin significance of
the data-background di↵erence considering statistical uncer-
tainties only is shown in the bottom panel.

The center panel of Fig. 2 shows the relative di↵erence
between the data and the background fit, and overlays
the shapes that would be expected in the presence of
three sample q⇤ signals. The bottom panel of Fig. 2 shows
the significance of the di↵erence between the data and the
fit in each bin. The significance is calculated taking only
statistical uncertainties into account, and assuming that
the data follow a Poisson distribution with the expected
value given by the fit function.

• ≈2σ (local) in CMS

• much smaller “excess” in ATLAS

• Only place where both 

experiments have observed 
limit > expectation
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Figure 4. Observed (filled circles) and expected 95% C.L.
upper limits (dotted line) on � ⇥ A for color-octet scalars
as a function of particle mass. The green and yellow bands
represent the 68% and 95% contours of the expected limit.
The dashed curve is the theoretical prediction of � ⇥A. The
uncertainty on the nominal signal cross section due to the
beam energy uncertainty is also displayed as a band around
the theory prediction. The observed (expected) mass limit
occurs at the crossing of the dashed � ⇥ A curve with the
observed (expected) 95% C.L. upper limit curve.

expected mass limit at 95% C.L. is 2.80 TeV, and the
observed limit is 2.70 TeV.

The limits for heavy charged gauge bosons, W

0, are
shown in Fig. 5. The expected mass limit at 95% C.L. is
2.51 TeV, and the observed limit is 2.45 TeV.

The limits for the excited W

⇤ boson are shown in
Fig. 6. The plot shows the observed and expected lim-
its calculated for a leptophobic W

⇤ but includes the-
ory curves for both leptophobic and nonleptophobic W

⇤

given that the acceptances for the two samples are the
same to within 1%. The expected mass limit for the
leptophobic model at 95% C.L. is 1.95 TeV and the ob-
served limit is 1.75 TeV. The expected mass limit for the
nonleptophobic model at 95% C.L. is 1.66 TeV and the
observed limit is 1.65 TeV.

The limits for black holes generated using Qbh and
BlackMax are shown in Fig. 7. The observed limit is
consistent between the two generators, but the cross sec-
tions di↵er, hence the di↵erence in the mass limit. The
observed limits for the two models have visually matching
shapes and normalizations, so only one (BlackMax) is
selected for display. The limits for both models are, how-
ever, computed separately and recorded. The expected
mass limit for Qbh black holes at 95% C.L. is 5.66 TeV,
and the observed limit is 5.66 TeV. For BlackMax black
holes, the expected limit at 95% C.L. is 5.62 TeV and
the observed limit is 5.62 TeV. Above ⇠4.5 TeV the ob-
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upper limits (dotted line) on � ⇥ A for heavy vector bosons
as a function of particle mass. The green and yellow bands
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The dashed curve is the theoretical prediction of � ⇥A. The
uncertainty on the nominal signal cross section due to the
beam energy uncertainty is also displayed as a band around
the theory prediction. Additionally the uncertainty on the
calculation of the next-to-next-to-leading order cross section
is shown around the theory line. The observed (expected)
mass limit occurs at the crossing of the dashed � ⇥ A curve
with the observed (expected) 95% C.L. upper limit curve.

served and expected limits are driven by the absence of
any observed data events, leading to identical observed
and expected mass limits.
Although the search phase of the analysis starts at 250

GeV, � ⇥ A exclusion limits on benchmark NP models
are set starting at 800 GeV for the q

⇤, s8, and W

0 mod-
els, and at 1500 GeV for the W ⇤ model. In the first three
cases, this ensures that the rapid increase in the delayed
stream statistics from 800 GeV onwards does not shift
the search to be more sensitive to the tails of the model,
rather than to its peak. In the W ⇤ model, the limited ac-
ceptance distorts the peak shape below 1500 GeV so that
it cannot be adequately treated as a resonance. Exclu-
sion limits on quantum black holes are set starting from
1 TeV in light of the large cross section and of previous
exclusion limits [77,80].

C. Generic resonance limits on dijet production

The resulting limits on � ⇥ A for the Gaussian tem-
plate shape are shown in Fig. 8. Limits resulting from the
convolution of Breit-Wigner signals of di↵erent intrinsic
widths (�BW) with the appropriate parton distribution
function, parton shower, nonperturbative e↵ects and de-
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• Excess seen by CMS


• one flavor only (OK for this model)


• one bin only


• No excess in ATLAS


• To be checked, but not very promising

More exotic signatures
9
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Figure 2: Distribution of the invariant mass Meejj (left) and Mµµjj (right) for events in data
(points with error bars) with M`` > 200 GeV and for background contributions (hatched
stacked histograms) from data control samples (tt) and simulation. The signal mass point
MWR = 2.5 TeV, MN`

= 1.25 TeV, is included for comparison (open red histogram, and also
as a dotted line for the unbinned signal shape). The numbers of events from each background
process (and the expected number of signal events) are included in parentheses in the legend,
where the contributions from diboson and single top quark processes have been collected in
the “Other” background category. The data are compared with SM expectations in the lower
portion of the figure. The total background uncertainty (light red band) and the background
uncertainty after neglecting the uncertainty due to background modeling (dark blue band) are
included as a function of M``jj for M``jj > 600 GeV (dashed line).
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Figure 2: Distribution of the invariant mass Meejj (left) and Mµµjj (right) for events in data
(points with error bars) with M`` > 200 GeV and for background contributions (hatched
stacked histograms) from data control samples (tt) and simulation. The signal mass point
MWR = 2.5 TeV, MN`

= 1.25 TeV, is included for comparison (open red histogram, and also
as a dotted line for the unbinned signal shape). The numbers of events from each background
process (and the expected number of signal events) are included in parentheses in the legend,
where the contributions from diboson and single top quark processes have been collected in
the “Other” background category. The data are compared with SM expectations in the lower
portion of the figure. The total background uncertainty (light red band) and the background
uncertainty after neglecting the uncertainty due to background modeling (dark blue band) are
included as a function of M``jj for M``jj > 600 GeV (dashed line).
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Figure 9: Invariant mass of two leading leptons and up to two leading jets after applying additional WR selection
criteria (two same-sign leptons, at least one jet, m`` > 110 GeV and m`` j( j) > 400 GeV), for the ee-channel (a) and
µµ-channel (b). A finely binned LRSM signal sample is represented by the dashed (blue) histogram corresponding
to mWR = 2600 GeV and mN = 1950 GeV. The shaded bands indicate the total uncertainty, including all contribu-
tions described in section 6, on the total expected background and the lower plots show the ratio of data to the total
expected background.
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Figure 10: Invariant mass of two leading leptons and up to four leading jets after applying additional Z0 selection
criteria (two same-sign leptons, at least two jets, m`` > 110 GeV and m`` j j( j j) > 200 GeV), for the ee-channel (a) and
µµ-channel (b). A finely binned LRSM signal sample is represented by the dashed (blue) histogram corresponding
to mZ0 = 2200 GeV and mN = 550 GeV. The shaded bands indicate the total uncertainty, including all contributions
described in section 6, on the total expected background and the lower plots show the ratio of data to the total
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ATLAS arXiv:1506.06020 

CMS arXiv:1407.3683 
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Figure 2: The tree-level diagrams for the production of a heavy Majorana neutrino (N) in the LRSM model, in
which heavy gauge bosons WR and Z0 are also incorporated. Lepton flavour is denoted by ↵ and �. Lepton flavour
is assumed to be conserved, such that ↵ = �. The WR boson produced from the N decay is o↵-shell and, in this
case, decays hadronically.

mWR � mN > 0.3 TeV at 95% confidence level (CL) [17]. A more recent search performed by CMS has
excluded mWR < 3.0 TeVfor mWR � mN > 0.05 TeV at 95% CL [18]. There are no such limits for the
production of heavy neutrinos from Z0 boson decays.

Both the mTISM and LRSM models produce final states containing two same-sign leptons and high-pT
jets, but the kinematic characteristics of the events are quite di↵erent. In the mTISM final state, one can
reconstruct the resonant SM W boson from the jets originating from the tree-level qq̄ pair, whereas in
the LRSM final states, one can instead reconstruct the masses of the heavy gauge bosons. Furthermore,
the energy scales of the two models are largely separate. The energy scale of mTISM final states is set
by the heavy neutrino mass, which, based on the LEP constraints [10, 11], is assumed to be greater than
100 GeV. Instead, the energy scale of LRSM final states is set by the masses of the heavy bosons, which,
motivated by the earlier heavy neutrino searches, are assumed to be greater than 400 GeV. For these
reasons, the event selection criteria are optimised separately for each model, although a common object
selection is used in both cases.

2 The ATLAS detector

The ATLAS detector [19] surrounds the interaction point and covers nearly the entire solid angle. The
detector consists of an inner detector (ID) tracking system, electromagnetic and hadronic calorimeters,
and a muon spectrometer (MS) that surrounds the other detector systems. The ID tracking system consists
of a silicon pixel detector, a silicon microstrip tracker, both covering |⌘| < 2.5, and a transition radiation
tracker covering |⌘| < 2.0. The ID tracker is immersed in a 2 T axial magnetic field provided by a
superconducting solenoid magnet. The electromagnetic accordion calorimeter is composed of lead and
liquid-argon (LAr) and provides coverage for |⌘| < 3.2. Hadronic calorimetry is provided by steel and
scintillator tile calorimeters for |⌘| < 1.7 and copper and LAr calorimeters for 1.5 < |⌘| < 3.2. Additional
LAr calorimeters with copper and tungsten absorbers cover the forward region. The MS consists of
dedicated trigger chambers covering |⌘| < 2.4 and precision tracking detectors covering |⌘| < 2.7. A
system of three superconducting toroids (one in the barrel, two in the end-caps), with eight coils each,

4

No charge requirement here 

local significance of 2.8σ

SS analysis, sees no excess seen

http://arxiv.org/abs/1506.06020
http://arxiv.org/abs/1407.3683


Lesson from Run I
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• Interesting situation overall

• Level of attention raised. The full story made it to the press

• Interesting “exercise” in view off what happened after (e.g. 750 

GeV bump)

• The theory community shows immediate interest on the large 

excess. The series of small excesses becomes “THE ATLAS 
EXCESS”


• Everyone forget that the other channels are pushing the big 
excess down

• … despite individual averages by ATLAS and CMS

• eventually proven by the unofficial combination


• Lesson to be learned

• Let’s stay calm

• Let’s look around

• Don’t sit on the best case scenario ignoring the rest


• Lesson learned? Not really … 



Open questions
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• Is the overall VV/VH picture consistent?


• Excess is driven by a few channels (JJ for VV, lνJ for VH) but not seen in others (e.g., 

lνJ, the most sensitive VV search)


• (“unofficial”) combination brings the signal strength in VV down by a factor ≈2


• How solid is the background estimate? Is the jet-mass cut biasing the diboson 
mass shape?


• All all-jet analyses (VV and JJ) use essentially a common empirical function


• Other searches use instead MC-assisted bkg predictions


• different selection variables in different experiments: would be interesting to see an 
ATLAS-like search in CMS and vice versa


• Is jet substructure helping or biasing the search?


• Not essential @ 2 TeV (e.g., not used in some semileptonic searches)
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Run II results
(as presented in December)



From Run I to Run II
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3.6 fb-1 @13 TeV 
(ATLAS 2015 statistics) 

vs Run I luminosity

• Increase in energy compensates the lower luminosity


• Effectively, the new dataset should be comparable to what we saw in RunI


• While we are dealing with small numbers (small excesses), the result of 
RunII are already significative for a better understanding of the situation

G. Salam & A. Weiler 

http://collider-reach.web.cern.ch

CMS

ATLAS

Min MX value for gg→X production 
@ which Run I (2012)~ RunII (2015) 

http://collider-reach.web.cern.ch
http://collider-reach.web.cern.ch


From Run I to Run II

25

3.6 fb-1 @13 TeV 
(ATLAS 2015 statistics) 

vs Run I luminosity

• Increase in energy compensates the lower luminosity


• Effectively, the new dataset should be comparable to what we saw in RunI


• While we are dealing with small numbers (small excesses), the result of 
RunII are already significative for a better understanding of the situation

G. Salam & A. Weiler 

http://collider-reach.web.cern.ch

Min MX value for qq→X production 
@ which Run I (2012)~ RunII (2015) 

CMS

ATLAS

http://collider-reach.web.cern.ch
http://collider-reach.web.cern.ch


Dijet Resonance Search
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2

tons. The two leading jets are used as seeds and the four-vectors of all other jets, if within
DR =

p
(Dh)2 + (Df)2 < 1.1, are added to the nearest leading jet to obtain two wide jets,

which then form the dijet system. The background from t-channel dijet events is suppressed
by requiring the pseudorapidity separation of the two wide jets to satisfy |Dhjj| < 1.3. The
above requirements, originally developed for the analysis of Run 1 data, maximize the search
sensitivity for isotropic decays of dijet resonances in the presence of QCD dijet background.
It has been verified that these requirements remain optimal for collisions at

p
s = 13 TeV. We

select events with mjj > 1.2 TeV for which the combined L1 trigger and HLT are found to be
fully efficient.
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Figure 1: Dijet mass spectrum (points) compared to a fitted parameterization (solid curve) and
to the prediction of the PYTHIA 8 [35] QCD MC event generator including simulation of the
detector (dashed curve). The lower panel shows the difference between the data and the fitted
parametrization, divided by the statistical uncertainties. The predicted distributions of narrow
resonance signals for three models, with resonance mass values corresponding to the respective
95% confidence level exclusion limit, are shown in both panels (dash-dotted curves).

Figure 1 shows the dijet mass spectrum, defined as the observed number of events in each bin
divided by the integrated luminosity and bin width, with predefined bins of width correspond-
ing to the dijet mass resolution [3]. The highest dijet mass observed is 6.1 TeV. The data are

http://arxiv.org/abs/1512.01224 http://arxiv.org/abs/1512.01530
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• DiJet Run II results confirm the Run I picture


• moderate excess around 1.8 TeV. Nothing spectacular enough to claim anything


• Maybe Run II confirms too much of Run I. Are we seeing an issue with the analyses?

http://arxiv.org/abs/1512.01224
http://arxiv.org/abs/1512.01530
http://arxiv.org/abs/1512.01224


CMS Run I vs Run II
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• Up & Down fluctuations 
qualitatively “in sync” 
between Run I and Run 
II


• Are we seeing a 
discrepancy between fit 
lineshape and data?


• Not according to the 
QCD MC …


• Should we look for 
alternative background 
predictions?

Run II CMS expected and 
observed limits, with arbitrary 

scale (don’t look at the bands…), 
to be superimposed to Run I 

result
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\

12 6 Modelling of background and signal
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Figure 4: Final observed mjj distributions for the dijet analysis, in the signal regions. On the left
the HP and on the right the LP categories are shown for the WW, WZ, and ZZ categories from
top to bottom. The solid curve represents a background-only fit to the data distribution where
the filled red area corresponds to the 1 sigma statistical error of the fit. The data are shown as
black markers. For the ZZ high-purity category (bottom left), we also show the background-
only fit using the two-parameter functional form (blue solid line), for comparison.
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Figure 4: Final observed mjj distributions for the dijet analysis, in the signal regions. On the left
the HP and on the right the LP categories are shown for the WW, WZ, and ZZ categories from
top to bottom. The solid curve represents a background-only fit to the data distribution where
the filled red area corresponds to the 1 sigma statistical error of the fit. The data are shown as
black markers. For the ZZ high-purity category (bottom left), we also show the background-
only fit using the two-parameter functional form (blue solid line), for comparison.
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Figure 4: Final observed mjj distributions for the dijet analysis, in the signal regions. On the left
the HP and on the right the LP categories are shown for the WW, WZ, and ZZ categories from
top to bottom. The solid curve represents a background-only fit to the data distribution where
the filled red area corresponds to the 1 sigma statistical error of the fit. The data are shown as
black markers. For the ZZ high-purity category (bottom left), we also show the background-
only fit using the two-parameter functional form (blue solid line), for comparison.
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Diboson @13 TeV
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Figure 10: Top left: Observed (black solid) and expected (black dashed) 95% CL upper limits
on the product of the graviton production cross section and the branching fraction of Gbulk !
WW. Top right: Observed (black solid) and expected (black dashed) 95% CL upper limits on
the product of the graviton production cross section and the branching fraction of Gbulk !
ZZ. Bottom: Observed (black solid) and expected (black dashed) 95% CL upper limits on
the product of the HVT model B W0 production cross section and the branching fraction of
W0 ! WZ. In all cases, the theoretical cross section multiplied by the relevant branching ratio
is shown as a red solid line.
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Diboson @13 TeV

EXO-15-002

\
• Not much of an excess

• Still, not enough lumi to exclude the Run I excess or to confirm it


• (particularly the 1/2 reduced cross section after combination)

ATLAS-CONF-2015-073 
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ATLAS-CONF-2015-074 
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• No confirmation of the excess seen by CMS

• Some low-significance upper fluctuation in the “right" spot

• Still, not enough lumi to exclude the Run I excess or to confirm it



A VV/VH short summary
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• The physics lesson


• The 2 TeV Run I excess is not dead, but certainly it doesn’t live its best moment


• Run II data are giving us useful information


• gg/qq-> X -> WW/WZ hypothesis strongly challenged


• qq->X-> WZ scenario still alive


• search in ννJ final state puts string bounds


• Still, lumi is too small to conclude anything


• 2016 Data will be fundamental


• And the sociology one


• We should take a deep breath and stop jumping up and down at the minimal 
opportunity (to me the “ATLAS excess” thing was a very poor choice of words)


• This is a marathon. We just don’t know if we are at Km 1 or Km 38
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A few words on the 
diphoton excess @750 GeV
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• Repeat fits from digitised plots @13 TeV and @8TeV [Jamboree analyses]


• Compute significance vs experiment, energy, production mechanism, and width


• in general, quoted significance smaller than what experiments quote


• exercise is conservative and valid beyond just the qualitative level

3

After digitizing the binned m
��

data from each experiment, I fit to these functional forms, marginalizing over the two
free parameters assuming Poisson statistics. While the experiments themselves obviously have access to much more
information of the unbinned diphoton events, I am restricted to the public data, which is of course binned. This loss
of information will result in some degradation of statistical power, as will be seen, but at this stage the di↵erence is
not large. My resulting best-fit backgrounds are shown in Figure 1 overlaid with the experimental data for the four
experimental searches. In all cases, I can successfully reproduce the best-fit backgrounds found by the experimental
collaborations

It should be noted that these functional forms are data-driven, and out of four diphoton analyses, three di↵erent
functional forms were chosen. It has been noted that changing the functional forms to increase support at high
invariant mass could possibly reduce the significance of the observed excess [10]. This is made possible by the low
statistics of diphoton counts at large m

��

. To this I add that the 750 GeV diphoton excess sits near the tail of the
8 TeV ATLAS and CMS analyses. Thus, it is possible to “hide” the 13 TeV excess in the 8 TeV by lowering the
background function in this region and absorbing the excess into the signal. This is especially notable when the signal
is assumed to be a wide resonance, covering much of the high m

��

range.
After fitting the background functions to the digitized data, I then use these background-only fits to validate my

simulation pipeline. I simulate the primary irreducible background of pp ! ��+X using MadGraph5 [11], matched
up to two jets at p

T

= 10 GeV using Pythia6 [12]. Detector simulation is performed using Delphes3 [13], with
the default ATLAS and CMS detector cards. A K-factor of between 1.4� 1.8 was needed to match the experimental
yields. The resulting distributions, normalized using the K-factors, are also shown in Figure 1. While the simulated
m

��

distribution is largely in good agreement, some deviation is observed at low invariant masses. This deviation is
likely due to the lack of box diagrams in the MadGraph5 simulation. Fortunately this occurs far from the signal
region. Therefore, this simulation technique should be acceptable for the generation of signal events.

FIG. 1: Digitized data (red points) from Atlas13 [1] (top left), Cms13 [2] in the barrel-barrel (top center) and barrel-endcap
(top right) categories, Atlas8 [7] (lower left), and Cms8 [8] (lower right). Best-fit background functions Eqs. (1)–(3) are shown
in blue. MadGraph5 simulated background events are shown in green.

I now turn to the excess at 750 GeV in the 13 TeV data. I fit the data to two possibilities: either a spin-0 or spin-2
particle decaying to two photons with a mass near 750 GeV.2 In particular, I will discuss the agreement of the four
data sets, and the preference in the data (if any) for a wide or narrow resonance.

2 Spin-1 mediators decaying to diphotons are ruled out by the Landau-Yang theorem, though it may be possible to find gauge bosons
mediator solutions through su�cient theoretical model-building e↵orts [14].

ATLAS 13 TeV CMS Barrel-Barrel
13 TeV

CMS Barrel-Endcap
13 TeV

ATLAS 8 TeV CMS 8 TeV

M. Buckley, arXiv:1601.04751

http://arxiv.org/abs/1601.04751
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• Both for large and small width, the large ATLAS Run II excess is pushed down 
by CMS Run II + CMS/ATLAS Run I


• The average close to CMS central value, but with reduced uncertainty


• Overall, the significance increases (not as much the naive/wrong expectation

5

production cross section times branching ratio into photons �⇥BR
��

. In each case, I refit the background distributions
using the appropriate functional forms Eqs. (1)–(3), marginalizing over the background function parameters, and
maximizing the log likelihood assuming Poissonian statistics.

Production cross sections for the 8 TeV data are then reweighted to the 13 TeV results using MadGraph5 simu-
lation to obtain the necessary p.d.f. factors. All cross sections quoted in this paper are in terms of the 13 TeV data,
and are thus directly comparable. The ratio of 13 TeV cross sections to 8 TeV cross sections (for both wide and
narrow resonances), are nearly independent of resonance mass in the 700-800 GeV range considered here. For scalar
mediators coupling to gluons (�

g

), this ratio is ⇠ 4.5, for couplings to valance quarks (�
q

) it is ⇠ 3.1, for couplings
to s/c quarks (�

Q

) it is ⇠ 4.2, and ⇠ 4.0 for bottom quarks (�
b

). These cross section ratios come from two-jet
matching, and so include initial states other than those that couple directly to the mediator in question. Due to the
similarity of the �

g

, �
b

, and �
Q

p.d.f. ratios, I will show only �
g

in this section, and relegate the �
b

and �
Q

results
to Appendix A.

Using the fitting procedure described, in Figure 2, I show the best-fit values for the cross-sections time branching
ratios into photons, as a function of resonance mass (again, for both choices of overall width). The statistical
significance of these best-fit excesses are shown in Figure 3 (for �

Q

and �
b

interpretations, see Figures 8 and 9 in
Appendix A). The statistical significance is obtained from the � log likelihood assuming a single degree of freedom.
Best-fit �⇥BR and statistical significances are shown individually for the Atlas13 and Cms13 data-sets; as is by
now well-understood, both show an excess near 750 GeV.

FIG. 2: Best fit regions (1 and 2�) of a spin-0 mediator decaying to diphotons, as a function of mediator mass and 13 TeV
cross section, assuming the indicated mediator couplings to partons and mediator width. Red regions are the 1 and 2� best-fit
regions for the Atlas13 data, blue is the fit to Cms13 data. The combined best fit for both Atlas13 and Cms13 (Combo13)
are the regions outlined in black dashed lines. The 1 and 2� upper limits from the combined 8 TeV data (Combo8) are the
black dashed regions (with cross sections converted to 13 TeV-equivalents). The best-fit signal combination of all four data
sets (Combo) is the black solid regions.

My statistical fits must be compared with the quoted values from the ATLAS and CMS Collaborations themselves.
For Atlas13, I find a local statistics-only significance for a narrow signal of ⇠ 3.2� for a particle with a mass of
750 GeV. I further find a marginal improvement to the local significance (up to ⇠ 3.5�) for the � = 45 GeV hypothesis.
The full experimental analysis finds 3.6� for the narrow width and 3.9� for the wider resonance, using the unbinned
data and including systematic errors which are not replicable in a theory analysis. Similarly, for the Cms13 data,

A Private CMS+ATLAS Combination

M. Buckley, arXiv:1601.04751

http://arxiv.org/abs/1601.04751
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• Both for large and small width, the large ATLAS Run II excess is pushed down 
by CMS Run II + CMS/ATLAS Run I


• The average close to CMS central value, but with reduced uncertainty


• Overall, the significance increases (not as much the naive/wrong expectation

A Private CMS+ATLAS Combination

Spin 0 
Narrow

ATLAS 
narrow

CMS 
narrow

Combined 
narrow

ATLAS 
wide CMS wide Combined 

wide

8 TeV - 1.2 σ 1.2 σ - 1.7 σ 1.7 σ

13 TeV 3.2 σ 2.0 σ 3.4 σ 3.5 σ 2.0 σ 3.0 σ

Combined n.a. n.a. 3.4 σ n.a. n.a. 3.4 σ

M. Buckley, arXiv:1601.04751

http://arxiv.org/abs/1601.04751
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• Clearly very exiting, but with some open question


• Is the large-width scenario really preferred (larger LEE might compensate larger 
significance)


• Could we see a profile in width, at fixed or profiled mass? 


• Run I vs Run II


• CMS result more significant when Run I is added


• ATLAS claims “2σ compatibility” in absence of a Run I excess


• with which PDF assumption? gg or qq?


• What’s the local/global significance when Run I and Run II are combined


• In general, why do we present things so that people (i.e., theorists) feel allowed to 
forget about Run I?


• The paper I showed is quite a rare exception
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Backup Slides



 [GeV]VVM
1500 2000 2500 3000 3500

Ev
en

t/1
00

 G
eV

1

10

210
ATLAS data

 Background

0λσ 1± Background 

1λσ 1± Background 

2λσ 1± Background 

ATLAS JJ WW category

 [GeV]VVM
1500 2000 2500 3000 3500

Ev
en

t/1
00

 G
eV

1

10

210

ATLAS data

 Background

0λσ 1± Background 

1λσ 1± Background 

2λσ 1± Background 

ATLAS JJ WZ category

 [GeV]VVM
1500 2000 2500 3000 3500

Ev
en

t/1
00

 G
eV

1

10

210 ATLAS data

 Background

0λσ 1± Background 

1λσ 1± Background 

2λσ 1± Background 

ATLAS JJ ZZ category

ATLAS VV jj

(ZZ selection)

ATLAS VV jj

(WZ selection)

ATLAS VV jj

(WW selection)

38

Bkg estimate from bump-hunt fit

• fit in sideband vs full region give similar results

• Simpler function (expo) used for low-stat channels (llJ)

• For ATLAS VV fully hadronic, simplified function used 

according to ATLAS prescription


• Start from the published data (hep format or plots)

• Bkg estimate problematic

• missing correlations, which often matter

• (sometimes) bkg uncertainties not quoted


• When info missing, bkg estimate using a dijet-like bump hunt


• Diagonalize covariance matrix + Bkg systematic for eigenvalues
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Comparison with nominal result
ZZ selection WZ selection ZZ selection

ZZ selection WZ selection ZZ selection

JJ JJ JJ

JJ JJ JJ

• In general, nominal bkg (from ATLAS or CMS) within our fit+systematic


• Sometimes (e.g. ATLAS ZZ) larger deviations observed

• We use the nominal result as a background estimate

• We rescale the systematic variations by nominal/our fit ratio


•  Rescaling not always needed (e.g. CMS lνJ & llJ) 
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• Nominal+systematics estimate used in a template 
fit


• Signal parameterized from available information

• signal efficiency

• benchmark models for specific mass values

• linear interpolation within benchmarks for 

generic mass values

• Limit extraction with asymptotic CLs 

reproduces trends in nominal result

• Discrepancies between nominal results & 

out fit (channel dependent)

• approximately mass independent


• Rescale the expected limit by constant 
factor to match nominal


• Good agreement observed after rescaling 
(fudge factor)

Limit Comparison

The limit setting procedure gives expected limits that are typically 50% more stringent
than the ones publicly provided by ATLAS. We performed a list of tests, discussed in the
Appendix A, that lead us to the conclusion that within the limits of what we can do using
the public data we cannot reduce this difference. Consequently we decided to correct our
limits by a fudge factor defined as the ratio of public expected limits and the limits we
obtained in THETA framework: (see Figure 2). After this operation our observed limits
are in good agreement with the public ATLAS results as shown on Figure 3.
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Figure 1. Comparison between our fit, the nominal ATLAS fit and data. From left to right we
show respectively the data and fit for WW, WZ and ZZ selections.
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Figure 2. Ratios of observed limits between our fit and nominal ATLAS result in the VV ! JJ

channel. The black, red and magenta correspond respectively to WW, ZZ and WZ selections.

3.1.3 Usage of the categories for different signal hypotheses

Based on the the mass shape of longitudinal V-jets, released in Figure 1 of [20], we calculated
the signal efficiency of each signal hypothesis in the different combinations of jet-mass
selections, as shown in Table 2. Due to the small mass difference between W and Z, the
V-tagging is not capable to differentiate between a fat jet coming from a W or a Z boson.
However the difference in tagging efficiencies by a factor of up to ⇡ 30% in selections,
mainly due the selections in the bosons masses. Assuming that the mass shape in mjj is
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Figure 13. Ratios of observed limits between our fit and nominal ATLAS result in the `⌫J and
``J channels. Black and red correspond respectively to W0 ! WLZL and Gbulk ! ZLZL in the ``J

channel. Magenta and orange correspond respectively to W0 ! WLZL and Gbulk ! WLWL in the
`⌫J channel.

The analysis is performed taking the Gbulk graviton as the benchmark signal model. In
order to facilitate the interpretation of the result in other models, the CMS collaboration
provides the reconstruction efficiency of leptonic and hadronic WL and ZL in the High
Purity category, as function of the boson pT and ⌘. Those maps account for the efficiency
of the pruned jet mass and ⌧21 selections, as well as for the resonance mass reconstruction.

4.2.2 Statistical analysis and systematics

The background model is extracted by fitting the data distributions for each lepton flavor
with a leveled exponential

f(x) = exp


� x

� + kx

�
(4.1)

for the HP category and an exponential function for the LP category. For the ``J channel
we ignore data points below mVV < 700 GeV, and we merge the 50 GeV wide bins to obtain
a uniform, 100 GeV wide binning everywhere. We use the diagonalized uncertainties from
the fit as background uncertainties. Figures 15 and 16 show the comparison of our fit with
data and the nominal CMS fit.

Signal distributions are modelled using a Gaussian function. The signal yield is com-
puted from the integrated luminosity and the efficiency, calculated according to the algo-
rithm described in [25] and using the Madgraph5 samples described in Section 2. We apply
acceptance selections on leptons and generator level jets, and apply the efficiency maps to
emulate the V-boson reconstruction and tagging. We also apply a factor of 90% to account
for b-jet veto. Considering both statistical and extrapolation errors this procedure is ex-
pected to be accurate up to 10%. The efficiencies we get by this method are consistent with
the nominal Gbulk ! WLWL efficiencies for mX = 1.2 TeV within 6%.

– 17 –
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Limit Comparison
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Figure 3. Comparison between the results of our fit including the fudge factors in signal (black),
with our fit not including those (red) and the nominal ATLAS results (grey) a in the VV ! JJ

channel. From left to right we show respectively the results for Gbulk ! WLWL, W0 ! WLZL

and Gbulk ! ZLZL selections and signal hypotheses. The green (yellow) bands represent the two
sigma (one sigma) limits from our fit including the fudge factors in signal.

not correlated to the mass window, we can recalculate the signal efficiency and compare the
limits in each mass window. For each theory the window that provides the most stringent
expected limit is chosen.

Table 2. Correction in efficiency for each benchmark using different mass windows selection in
data.

W W signal W Z signal Z Z signal
W W window 1.0 0.65 0.42
W Z window 0.84 1.0 0.65
Z Z window 0.70 0.84 1.0

The effect of applying the different selections to each signal hypotheses is shown in
Figure 4. We assume that the signal shape in mjj does not depend on the jet mass selection,
i.e. that the same shape describes the three event categories WW, WZ, and ZZ. For a
given signal hypothesis at a given resonance mass, we derive our results for each of three
event categories. Since the three categories have common events, they cannot be combined.
Instead, we choose the result providing the most stringent expected limit. The WZ category
gives the best result for the W0 model, while the ZZ category gives the best result for the
WLWL and ZLZL decays of a Gbulk graviton.

3.2 CMS methodology and results

3.2.1 Description of the analysis

The strategy followed for the CMS fully hadronic search is very similar to the corresponding
ATLAS analysis. The jet acceptance was restricted to |⌘| < 2.5 and |�⌘| < 1.3 to reduce
the contamination from multijet events. Detector noise is removed requiring tight quality
criteria on jets.
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Figure 6. Left: Comparison of the results of our fit (black) with the the nominal CMS results in
the JJ channel when we assume as benchmark a W0 signal decaying to bosons. The green (yellow)
bands represent the two sigma (one sigma) limits from our fit. The dashed green (yellow) lines
represent the nominal two sigma (one sigma) limits from CMS result. Right Comparison of the
expected (dashed) and observed (continuous) limits between the W0 ! WLZL benchmark with
Gbulk ! WLWL and Gbulk ! ZLZL hypotheses.

one. For each theory hypothesis the associated ATLAS mass window is used. The estimate
of the effect and the derivation of the numerical value for the scale factor are described in
Appendix B.

In a first step we combine the THETA data cards and obtain the expected and observed
limits in Figure 7. The combined result is presented together with individual channels. In
the excess region (1.7 < mX < 2.2 TeV), the exclusion limits of the two analyses are worse
than the expectation, due to the presence of the excess. Since the excess is much smaller in
the CMS analysis, the CMS limit stays below the ATLAS one and the combined exclusion
stays between the two. Far from the region of the signal-like excess, the CMS analysis
drives the sensitivity.

The impact of the combination on the p-value is shown in Figure 8. The CMS z-value
in the excess region is of the order of 1�, independently of the theory hypothesis. The
ATLAS z-value ranges from less than 3 � for Gbulk ! WLWL hypotheses to nearly 4 �

for Gbulk ! ZLZL hypotheses due to different data population in different mass windows.
The significance of the combined result is very close to the ATLAS value, although slightly
reduced, quantifying the fact that the two results are not in contradiction: due to the
presence of a small excess in the same region, the CMS result cannot exclude the ATLAS
excess.

In order to further characterize the interplay between the ATLAS and the CMS results
in the combination, we show in Figure 9 the best-fit signal cross section and the corre-
sponding uncertainty, as a function of the mX value. As a reference, the corresponding
best-fit values are shown for the ATLAS and CMS analyses, separately. The largest excess
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Figure 14. Comparison of the results of our limit setting procedure (black) with the the nominal
ATLAS public results (red). The green (yellow) bands represent the one (two) � limits from our
limits setting, with the fudge factors. From left to right: Gbulk and W’ signal hypotheses. Top:

``J channel. Bottom: `⌫J channel.

The ratio of yields in the LP/HP categories for a Gbulk signal with mX = 1.2 TeV is
0.47 (0.25), both for electron and muon categories in ``J (`⌫J); the reason for the difference
between the two cases lies on the different selection applied to the boosted jet. It is a
good approximation to assume the same ratio to all the investigated mass points. The ⌧21
categorization is not sensitive to the nature of the resonance, therefore we use the same
LP/HP ratio also to W0 signal. We include the same signal systematics as the nominal
result.

We consider the following systematic uncertainties treated as fully correlated across
histogram bins:

• Background uncertainty, extracted from data fit .

• Signal Normalization, which is separated into two further sub-categories: 2% for
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Figure 14. Comparison of the results of our limit setting procedure (black) with the the nominal
ATLAS public results (red). The green (yellow) bands represent the one (two) � limits from our
limits setting, with the fudge factors. From left to right: Gbulk and W’ signal hypotheses. Top:

``J channel. Bottom: `⌫J channel.

The ratio of yields in the LP/HP categories for a Gbulk signal with mX = 1.2 TeV is
0.47 (0.25), both for electron and muon categories in ``J (`⌫J); the reason for the difference
between the two cases lies on the different selection applied to the boosted jet. It is a
good approximation to assume the same ratio to all the investigated mass points. The ⌧21
categorization is not sensitive to the nature of the resonance, therefore we use the same
LP/HP ratio also to W0 signal. We include the same signal systematics as the nominal
result.

We consider the following systematic uncertainties treated as fully correlated across
histogram bins:

• Background uncertainty, extracted from data fit .

• Signal Normalization, which is separated into two further sub-categories: 2% for
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Figure 16. Comparison between our fit, the nominal CMS fit and data, for the ``J channel. From

left to right: High purity and low purity categories. Top: Electron channel. Bottom: Muon
channel.
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Figure 17. Left: Ratios of observed limits between our fit and nominal CMS result for the
Gbulk ! WLWL (red) and Gbulk ! ZLZL (black) semi-leptonic analyses. Center: Comparison
of nominal CMS result (red) and the result of our limit setting (black) for the Gbulk ! WLWL

analysis in the `⌫J channel. Right: The same for the Gbulk ! ZLZL analysis in the ``J channel.

Figure 18 shows the comparison of the expected and observed limits obtained for the
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Figure 13. Ratios of observed limits between our fit and nominal ATLAS result in the `⌫J and
``J channels. Black and red correspond respectively to W0 ! WLZL and Gbulk ! ZLZL in the ``J

channel. Magenta and orange correspond respectively to W0 ! WLZL and Gbulk ! WLWL in the
`⌫J channel.
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Figure 14. Comparison of the results of our limit setting procedure (black) with the the nominal
ATLAS public results (red). The green (yellow) bands represent the one (two) � limits from our
limits setting, with the fudge factors. From left to right: Gbulk and W’ signal hypotheses. Top:

``J channel. Bottom: `⌫J channel.
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ATLAS+CMS “unofficial” combo: WW hypothesis
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Figure 20. Combination of ATLAS and CMS in all considered channels: Top: Gbulk ! ZLZL,
Middle line: Gbulk ! WLWL. The results of the combination (black) are compared with
individual results for JJ channel (red) and semi-leptonic channels (blue). Bottom: W’. Left:

Expected (dashed) and observed (continuous) limits. The green (yellow) bands represent the two
sigma (one sigma) limits for the ATLAS and CMS combination when the fudge factors are included
in limits setting. Middle column: p-value to the ATLAS and CMS combination including the
fudge factors in limits setting (continuous), and not including them (dashed). Right: The same
for best fitted cross section.

we use a common mass window for the ATLAS analysis that is chosen to be Z Z one as the
one that gives the best overall sensitivity (see Section 3).

This conclusion is reinforced by the results shown in Figure 22. In this case, one
considers a resonance that can both decay to WLWL and ZLZL . The relative branching
ratios are fixed by the r parameter, introduced in Eq.(??). For r ! 0 one recovers the

– 24 –
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ATLAS+CMS “unofficial” combo: ZZ hypothesis
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Figure 20. Combination of ATLAS and CMS in all considered channels: Top: Gbulk ! ZLZL,
Middle line: Gbulk ! WLWL. The results of the combination (black) are compared with
individual results for JJ channel (red) and semi-leptonic channels (blue). Bottom: W’. Left:

Expected (dashed) and observed (continuous) limits. The green (yellow) bands represent the two
sigma (one sigma) limits for the ATLAS and CMS combination when the fudge factors are included
in limits setting. Middle column: p-value to the ATLAS and CMS combination including the
fudge factors in limits setting (continuous), and not including them (dashed). Right: The same
for best fitted cross section.

we use a common mass window for the ATLAS analysis that is chosen to be Z Z one as the
one that gives the best overall sensitivity (see Section 3).

This conclusion is reinforced by the results shown in Figure 22. In this case, one
considers a resonance that can both decay to WLWL and ZLZL . The relative branching
ratios are fixed by the r parameter, introduced in Eq.(??). For r ! 0 one recovers the
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Table 1: The number of expected and observed events for the three final states. The expectation is shown after the
profile likelihood fit to the data. The quoted uncertainties are the combined systematic and statistical uncertainties.

Two b-tags
⌫⌫bb̄ `⌫bb̄ ``bb̄

Z+jets 224 ± 14 3.2 ± 0.2 1198 ± 47
W+jets 82 ± 29 61 ± 21 –
tt̄ 166 ± 10 718 ± 42 321 ± 14
Single top 23.2 ± 2.6 71.3 ± 8.1 –
Diboson 10.1 ± 1.1 2.8 ± 0.6 25.9 ± 5.8
SM VH 20.3 ± 8.1 4.6 ± 1.9 24.4 ± 6.1
Multijet < 3 29 ± 13 12.1 ± 9.1
Total bkg. 524 ± 20 889 ± 28 1581 ± 39
Data 511 879 1593

One b-tag
Z+jets 2120 ± 150 53.6 ± 4.7 9120 ± 550
W+jets 1450 ± 360 1892 ± 590 –
tt̄ 928 ± 43 4650 ± 370 425 ± 10
Single top 221 ± 25 832 ± 94 –
Diboson 48.2 ± 3.8 32.1 ± 2.5 124 ± 17
SM VH 13.4 ± 5.2 6.9 ± 2.7 17.6 ± 7.0
Multijet < 10 316 ± 83 139 ± 70
Total bkg. 4761 ± 69 7782 ± 97 9830 ± 100
Data 4758 7854 9827
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Figure 2: Combined upper limits at the 95% CL for (a) the production cross section of R0
1 (V 00) times its branching

ratio to ZH and branching ratio of H to bb̄ and (b) the production cross section of R±1 (V 0±) times its branching ratio
to WH and branching ratio of H to bb̄ . The experimental limits are obtained using samples with a single resonance
R1; however, the theory curve line for MWT includes both R1 and R2. The dip near 500 GeV in this theory curve is
due to the interference between R1 and R2 [7].

8 Results and limit extraction

The reconstructed mass distributions for events passing the selection are shown in Fig. 1. The background
expectation is shown after the profile likelihood fit to the data. Table 1 shows the number of events
expected and observed in each final state.

No significant excess of events is observed in the data compared to the prediction from SM background

9

X→H(bb)W(lν)/Z(ll)/Z(νν) ATLAS search  
• ATLAS searched for X→VH final states with resolved H→bb


• Several V final states combined: Z(lν)/Z(ll)/Z(νν)


• No dedicated boosted topology. Use instead dijet system (with Anti-kT jets with 
R=0.4)


• Analysis sensitive to resonances ≲ 2 TeV


• result quoted as cross section exclusion for masses up to 1900 GeV


• no evidence for a signal ATLAS 1503.08089 


Table 1: The number of expected and observed events for the three final states. The expectation is shown after the
profile likelihood fit to the data. The quoted uncertainties are the combined systematic and statistical uncertainties.
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⌫⌫bb̄ `⌫bb̄ ``bb̄

Z+jets 224 ± 14 3.2 ± 0.2 1198 ± 47
W+jets 82 ± 29 61 ± 21 –
tt̄ 166 ± 10 718 ± 42 321 ± 14
Single top 23.2 ± 2.6 71.3 ± 8.1 –
Diboson 10.1 ± 1.1 2.8 ± 0.6 25.9 ± 5.8
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Figure 2: Combined upper limits at the 95% CL for (a) the production cross section of R0
1 (V 00) times its branching

ratio to ZH and branching ratio of H to bb̄ and (b) the production cross section of R±1 (V 0±) times its branching ratio
to WH and branching ratio of H to bb̄ . The experimental limits are obtained using samples with a single resonance
R1; however, the theory curve line for MWT includes both R1 and R2. The dip near 500 GeV in this theory curve is
due to the interference between R1 and R2 [7].

8 Results and limit extraction

The reconstructed mass distributions for events passing the selection are shown in Fig. 1. The background
expectation is shown after the profile likelihood fit to the data. Table 1 shows the number of events
expected and observed in each final state.

No significant excess of events is observed in the data compared to the prediction from SM background
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10 9 Summary

Table 2: Summary of the signal efficiencies, number of expected background events, and num-
ber of observed events for the six tt channels. Only statistical uncertainties are included. For
the all-leptonic and semileptonic channels, numbers of expected background events and ob-
served events are evaluated for each mass point in mZH intervals corresponding to ±2.5 times
the expected resolution. For the all-hadronic channel we consider the number of expected
background, signal, and observed events for mZH > 800 GeV. When the expected background
is zero, the 68% confidence level upper limit is listed.

Mass (TeV) tete tetµ tµtµ teth tµth thth
B(tt) 3.2% 6.2% 3.0% 23.1% 22.6% 41.9%
#sig(%) 0.8 2.8 ± 0.7 3.4 ± 0.5 4.2 ± 0.7 3.3 ± 0.3 4.4 ± 0.3 2.2 ± 0.2

0.9 11 ± 1 16 ± 1 20 ± 2 14.3 ± 0.5 18.7 ± 0.6 11.5 ± 0.4
1.0 17 ± 2 24 ± 1 38 ± 2 21.2 ± 0.6 29.3 ± 0.7 18.0 ± 0.5
1.2 26 ± 2 30 ± 1 39 ± 2 28.3 ± 0.7 35.8 ± 0.7 23.0 ± 0.5
1.5 30 ± 2 42 ± 2 53 ± 2 29.2 ± 0.8 38.1 ± 0.9 29.1 ± 0.7
2.0 28 ± 2 39 ± 2 56 ± 3 31.1 ± 0.8 39.2 ± 0.9 31.9 ± 0.7
2.5 27 ± 2 37 ± 2 42 ± 2 26.8 ± 0.8 37.0 ± 0.8 30.1 ± 0.7

Nbkg 0.8 0.3 ± 0.5 1.1 ± 0.8 1.6 ± 1.2 6.1 ± 2.0 6.7 ± 2.1

6.1+3.2
�2.5

0.9 0.5 ± 0.4 1.7 ± 1.2 3.8 ± 2.1 9.8 ± 3.2 9.2 ± 2.9
1.0 1.4 ± 1.4 1.7 ± 1.0 2.0 ± 0.9 9.5 ± 3.5 7.6 ± 2.2
1.2 1.2 ± 1.2 1.2 ± 0.8 1.4 ± 0.6 5.0 ± 2.0 6.6 ± 2.3
1.5 0.4 ± 0.4 0.07 ± 0.04 0.9 ± 0.4 4.3 ± 1.8 2.6 ± 0.9
2.0 <0.5 <0.4 0.7 ± 0.4 0.1 ± 0.1 <0.4
2.5 <2.1 <0.3 0.3 ± 0.1 0.18 ± 0.05 <0.5

Nobs 0.8 1 1 2 3 10
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Figure 4: Expected and observed upper limits on the quantity s(Z0) B(Z0 ! ZH) for the six
analysis channels combined. Green and yellow bands correspond to ±1 or ±2s variations on
the expected upper limit, respectively.

9 Summary

The first search for a highly massive (�0.8 TeV) and narrow resonance decaying to Z and H
bosons that decay in turn to merged dijet and t+t� final states has been conducted with data
samples collected in 8 TeV proton-proton collisions by the CMS experiment in 2012. For a high-
mass resonance decaying to much lighter Z and H bosons, the final state particles must be

X→H(ττ)V(qq) CMS search  

CMS-EXO-13-007 

• Same V tagger as other analyses 


• Special reconstruction of boosted taus


• Background predicted from data sidebands


• low jet mass window


• ditau mass window below the Z 


• No excess observed

7

using an alternative background estimation technique, where tt, W+jets and Z+jets background
contributions are given by Eq. (2), while the QCD multijet background is estimated from a con-
trol sample of events where at least one t candidate fails the isolation requirement. The same
control sample is used to obtain the shape of the QCD distribution in the signal region pre-
sented in Fig. 3.
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Figure 1: Observed distributions of mZH for the all-leptonic channels along with the corre-
sponding MC expectations for signal and background, as well as background estimation de-
rived from data: (top left) tete category; (top right) tetµ category; (bottom) tµtµ category. The
shaded bands indicate the statistical uncertainty from MC background. The signal cross section
is scaled by a factor of 5.

7 Systematic uncertainties

The sources of systematic uncertainty in this analysis, which affect either the background esti-
mation or the signal efficiencies, are described below.

For the signal efficiency, the main uncertainties come from the limited number of signal MC
events (3–10%), the integrated luminosity (2.5%) [43], and the uncertainty on the modeling of
pileup (0.2–2.2%). Hereafter, the ranges indicate the different channels and mass regions used
in the evaluation of the upper limits. The scale factors for lepton identification are derived from
dedicated analyses of observed and simulated Z ! `+`� events, using the “tag-and-probe”
method [36, 38, 44]. The uncertainties in these factors are taken as systematic uncertainties and
amount to 1–4% for electrons, 1–6% for muons and 9–26% for t leptons decaying hadronically.
The jet and lepton four-momenta are varied over a range given by the energy scale and resolu-
tion uncertainties [28]. In this process, variations in the lepton and jet four-momenta are prop-
agated consistently to ~pmiss

T . For the all-leptonic and semileptonic channels, additional uncer-
tainties come from the procedure of removing nearby tracks and leptons used in the hadronic t
reconstruction, and from the isolation variable computation in the case of boosted topologies.

eμ 
channel

8 7 Systematic uncertainties
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Figure 2: Observed distributions of mZH for the semileptonic channels along with the cor-
responding MC expectations for signal and background, as well as background estimation
derived from data: (left) teth category; (right) tµth category. The shaded bands indicate the
statistical uncertainty from MC background. The signal cross section is scaled by a factor of 5.
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Fig. 1 Reconstructed ℓℓjj or ℓℓJ mass distributions in the
data and for background after all the selection cuts are ap-
plied in the three kinematic regions referred to as the LR
(top), HR (middle) and MR (bottom) in the text. The shaded
regions show the full background uncertainty obtained by
adding statistical and systematic uncertainties in quadrature,
including the constraints on the background from the data
control regions and before the fit to the data in the signal re-
gions (cf. unconstrained case in Table 2). Also shown are the
G∗ signal yields expected for masses of 500, 800 and 1400 GeV
with the production cross sections scaled by a factor 10.

shown in the figure, allow the extraction of observed
(expected) lower mass limits of 1590 (1540) GeV for
the W ′, and 740 and 540 (700 and 490) GeV for the
G∗ with k/M̄Pl = 1.0 and 0.5 respectively. The most
powerful search regions are the LR for masses below
550 GeV, the HR from 500 to 850 GeV and the MR for
higher masses.
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Fig. 2 Observed and expected 95% CL upper limits on the
cross section times branching fraction as a function of the res-
onance pole mass for the G∗ (top) and EGM W ′ (bottom).
The LO (NNLO) theoretical cross sections for G∗ (EGM W ′)
production with k/M̄Pl = 0.5 and 1.0 (c = 1) are also shown.
The band around the W ′ cross section represents the theo-
retical uncertainty on the NNLO calculation. The inner and
outer bands on the expected limits represent ±1σ and ±2σ
variations respectively.

4 Conclusion

In summary, a search for narrow, heavy resonances pro-
duced in pp collisions and decaying to diboson final
states at the Large Hadron Collider has been performed.
The data sample analysed, corresponding to an inte-
grated luminosity of 20 fb−1 at

√
s = 8 TeV, was recorded

with the ATLAS detector. No significant excess over the
Standard Model background expectation was found.
Upper limits on the production cross section times branch-
ing ratio and mass exclusion limits are derived for W ′

bosons in the theoretical framework of an Extended
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Fig. 1 Reconstructed ℓℓjj or ℓℓJ mass distributions in the
data and for background after all the selection cuts are ap-
plied in the three kinematic regions referred to as the LR
(top), HR (middle) and MR (bottom) in the text. The shaded
regions show the full background uncertainty obtained by
adding statistical and systematic uncertainties in quadrature,
including the constraints on the background from the data
control regions and before the fit to the data in the signal re-
gions (cf. unconstrained case in Table 2). Also shown are the
G∗ signal yields expected for masses of 500, 800 and 1400 GeV
with the production cross sections scaled by a factor 10.

shown in the figure, allow the extraction of observed
(expected) lower mass limits of 1590 (1540) GeV for
the W ′, and 740 and 540 (700 and 490) GeV for the
G∗ with k/M̄Pl = 1.0 and 0.5 respectively. The most
powerful search regions are the LR for masses below
550 GeV, the HR from 500 to 850 GeV and the MR for
higher masses.
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Fig. 2 Observed and expected 95% CL upper limits on the
cross section times branching fraction as a function of the res-
onance pole mass for the G∗ (top) and EGM W ′ (bottom).
The LO (NNLO) theoretical cross sections for G∗ (EGM W ′)
production with k/M̄Pl = 0.5 and 1.0 (c = 1) are also shown.
The band around the W ′ cross section represents the theo-
retical uncertainty on the NNLO calculation. The inner and
outer bands on the expected limits represent ±1σ and ±2σ
variations respectively.

4 Conclusion

In summary, a search for narrow, heavy resonances pro-
duced in pp collisions and decaying to diboson final
states at the Large Hadron Collider has been performed.
The data sample analysed, corresponding to an inte-
grated luminosity of 20 fb−1 at

√
s = 8 TeV, was recorded

with the ATLAS detector. No significant excess over the
Standard Model background expectation was found.
Upper limits on the production cross section times branch-
ing ratio and mass exclusion limits are derived for W ′

bosons in the theoretical framework of an Extended
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Figure 2: Observed and expected 95% CL upper limits on the cross section times branching fraction as a function of
the resonance pole mass for the G⇤ (top) and EGM W 0 (bottom). The LO (NNLO) theoretical cross section for the
G⇤ (EGM W 0) production is also shown. The inner and outer bands around the expected limits represent ±1� and
±2� variations respectively. The band around the W 0 cross section corresponds to the NNLO theory uncertainty.
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Figure 1: Reconstructed mass distributions in data and the predicted backgrounds in the three kinematic regions
referred to in the text as the low-pT resolved region (top left), high-pT resolved region (top right) and merged
region (bottom). G⇤ and W 0 signal hypotheses of masses 400, 800 and 1200 GeV are also shown. The band denotes
the statistical and systematic uncertainty on the background before the fit to the data. The lower panels show the
ratio of data to the SM background estimate.

HRR and 800–2000 GeV for the MR. Overlapping regions are fit simultaneously. Figure 2 shows 95% CL
upper limits on the production cross section multiplied by the branching fraction into WW (WZ) for the
bulk RS G⇤ (EGM W0) as a function of the resonance pole mass. The theoretical predictions for the EGM
W0 with a scale factor c = 1 and the bulk RS G⇤ with coupling constant k/M̄Pl = 1, shown in the figure,
allow observed lower mass limits of 1490 GeV for the W0 and 700 GeV for the G⇤ to be extracted.
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• One should see something in the leptonic channels

• at least if we are seeing vector bosons
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10 5 Resonance search in the dijet mass spectrum
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Figure 7: Distributions in mjj are shown for VHPHbb category (left), VLPHbb category (right).
The solid curves represent the results of fitting Eq. (2) to the data. The distributions for H !
bb, W/Z ! qq0contributions, scaled to their corresponding cross sections, are given by the
dashed curves. Y axis displays the number of events per bin, divided by bin width. Horizontal
bars in data indicates the bin width. The corresponding pull distributions ( Data�Fit

sData
, where sData

represents the statistical uncertainty in the data in a bin in mjj) are shown below each mjj plot.
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Figure 8: Distributions in mjj are shown for VHPHHP
WW (top), VLPHHP

WW (bottom left), and
VHPHLP

WW (bottom right). The solid curves represent the results of fitting Eq. (2) to the data.
The distributions for H ! WW⇤ ! 4q, W/Z ! qq0contributions, scaled to their correspond-
ing cross sections, are given by the dashed and dash-dotted curves. Y axis displays the number
of events per bin, divided by bin width. Horizontal bars in data indicates the bin width. The
corresponding pull distributions ( Data�Fit

sData
, where sData represents the statistical uncertainty in

the data in a bin in mjj) are shown below each mjj plot.
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Figure 9: Expected and observed limits for Z0 ! HZ (left) and W0 ! HW (right),including all
five categories. Branching fractions of H and V decays are already taken into account.
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Figure 10: Expected and observed limits for V0 ! HV by combining W’ and Z’ together.
Branching fractions of H and V decays are already taken into account.

• Same strategy as fully hadronic VV search 


• Sensitive to both WH and ZH (no 
discrimination) 


• No significant excess seen: some hint of a 
bump, but uncertainty on bkg shape “covers” it


• Results combined assuming Higgs SM BRs

CMS-EXO-14-009 
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X→H(bb)W(lν) CMS search  
• Jet mass compatible with bkg-only distribution for muon sample


• expected, since the bkg is from fake Hbb candidates


• Interestingly, the excess events translate into a signal-like bump also 
in the Higgs mass
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Dilepton
Limits on spin-1 Z′

Figure 3 shows the 95% C.L. observed and expected exclusion limits on σB for the dielectron and
dimuon channels, using the Z′SSM width for the signal templates. It also shows the theoretical cross
section times branching ratio for the Z′SSM and for the two E6-motivated Z′ models with the highest and
lowest σB. Figure 4 shows the 95% C.L. exclusion limit on σB for the combination of the electron
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Figure 3: Median expected (dashed line) and observed (solid red line) 95% C.L. limits on σB and
expected σB for Z′SSM production and the two E6-motivated Z′ models with lowest and highest σB for
the dielectron (left) and dimuon channel (right). The limits are conservative for the E6-motivated Z′

models due to their narrower intrinsic width. The inner and outer bands show the range in which the
limit is expected to lie in 68% and 95% of pseudo-experiments, respectively. The thickness of the Z′SSM
theory curve represents all theoretical uncertainties and holds for the other theory curves.

and muon channels, assuming an equal branching ratio. The combination is performed by defining the
likelihood function in terms of σB(Z′ → ℓ+ℓ−) in both channels.

The rise of the σB limits at high invariant mass is due mainly to the fast fall of the parton luminosity
at high momentum transfer which enhances the low-mass tail, causing a distortion in the resonance peak
shape. The effect is reduced for narrower resonances like the Randall-Sundrum graviton G∗ . The 95%
C.L. limits on σB are used to set mass limits for each of the considered models. Mass limits obtained
for the Z′SSM are displayed in Table 4. The combined mass limit for the Z′SSM is 2.86 TeV (observed) and
2.85 TeV (expected). The combined mass limits on the E6-motivated models are given in Table 5.

Table 4: e+e−, µ+µ− and combined 95% C.L. mass limits on Z′SSM.

Z′SSM → e+e− Z′SSM → µ+µ− Z′SSM → ℓ+ℓ−

Observed mass limit [TeV] 2.79 2.48 2.86
Expected mass limit [TeV] 2.76 2.52 2.85

Limits on spin-2 Randall-Sundrum gravitons

Figure 5 shows the 95% C.L. observed and expected exclusion limits on σB(G∗ → e+e−) and σB(G∗ →
µ+µ−), obtained with a k/MPl = 0.1 signal template, together with the theoretical cross section times
branching ratio for couplings (k/MPl) in the range 0.01-0.1. The curves for the different k/MPl cases are

10

• CMS sees excess around 2 TeV vs ATLAS sees no excess

• Many other excesses seen (narrow resonance, each fluctuation is 

signal like, i.e. LEE)

• Two statements are not in contradiction: same observed limits

• Not very conclusive

http://arxiv.org/abs/arXiv:1402.443149

http://arxiv.org/abs/arXiv:1402.4431
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FIG. 3: Statistical significance for a spin-0 mediator decaying to diphoton, as a function of mediator mass, assuming the
indicated mediator couplings to partons and mediator width. At each mass, the cross section is set to the value that maximizes
statistical significance for a signal (see Figure 2). The solid red line is the statistical significance of the Atlas13 data alone,
solid blue is Cms13, and dotted red and blue lines are Atlas8 and Cms8, respectively. When comparing across experiments,
note that these significances do not correspond to the same value of the cross section. The dashed (dotted) black line is the
combination of 13(8) TeV data, requiring the same cross section in both ATLAS and CMS. The solid black line is the combined
significance of all four data sets.

I find a local statistical significance of 2.0� for the narrow width hypothesis, while the CMS Collaboration found a
local significance of 2.6�. Thus, my results combining the data sets are also likely to be underestimations of the true
significance of various combinations of data sets (despite the fact that I have neglected systematic errors), though of
course one cannot be sure barring a full experimental analysis.

Going further, I next consider the evidence for an excess in combinations of the data sets. Looking first at the
13 TeV data, I test the statistical significance of a single resonance with a common �⇥BR in both the Atlas13 and
Cms13 data. This “Combo13” result prefers a signal at 750 GeV with a cross section between the Atlas13 and
Cms13 value, as expected. More interesting perhaps is the change in the statistical significance of this excess: for
narrow widths, the Combo13 best-fit cross section of ⇠ 6 fb is preferred at ⇠ 3.4�. This is an increase from the
Atlas13 individual fit, but below the naive expectation one might have from combining the Atlas13 and Cms13

significances (⇠
p

(3.2�)2 + (2.0�)2 = 3.8�), as the best-fit cross sections for the two experiments disagree. For wide
resonances, combining the Atlas13 and Cms13 data results in a net decrease in the statistical significance, to ⇠ 3�.
This is the first indication that the wide resonance seen by ATLAS is disfavored by the CMS results.

The preceding set of statements is largely independent of the type of the coupling between the mediator and the
proton’s partons. However, when adding in the 8 TeV data, I must specify the coupling in order to determine the
8 TeV cross section which is equivalent to the 13 TeV value. For my purposes, it su�ces to discuss the coupling to
gluons and compare to the coupling to the valence u/d quarks, as couplings to other quark flavors have similar pd.f.s
to gluons and thus have very similar conclusions. As can be seen in Figure 2, the combined 8 TeV data disfavors the
Atlas13 best-fit cross section narrow width at 2�, assuming gluon couplings. Couplings to light quarks disfavors the
narrow interpretation of Atlas13 at a much larger significance, as the 8 TeV cross sections are only a factor of 3
smaller for u/d, rather than 4–4.5 for gluons and heavy quarks.

M. Buckley, arXiv:1601.04751

http://arxiv.org/abs/1601.04751

