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Last year activities on one page 

‣ Grid Operation and development  

‣ Participation of Chinese & French 
colleagues to monthly ATLAS and 
technical computing French 
meetings + vidyo/Skype/… 

‣ Sharing of expertise and tools : grid 
middleware and experiment specific 
(Xiaofei YAN (闫晓飞) 

‣ Network monitoring (Fazhi QI/齐法
制) 

 

 

‣ HPCs for ATLAS simulation  

‣ Collaboration between IHEP, CNIC 
and European partners  

‣ IHEP Wenjing WU (伍 文静), 
(Xiaofei YAN (闫晓飞) 

‣ ATLAS@home: Volunteer 
computing project Wenjing WU (伍 文
静) 
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Beijing Tier-2 - status  
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From 2015/03~2016/03 
Site reliability: 99.09%, ranked at 37th of 138 ATLAS sites. 
Site availability: maintenance period  across July and August. 

   



Data Processed at Beijing Site  
‣ 5.6Million CPU hours.  
‣ 1.5 Million jobs completed  
‣ 3PB data, 3.5Billion events processed . 

 

 



Seeking extra CPU 
resources 

‣ LHC experiments need and use more CPU 
than pledged resources 

‣ LHC Run-2 : CPU needs x 2 

‣ Every possible options are investigated to get 
extra resources 

- Cloud computing 

- HPC (High Performance Computing) 
centres 

- Volunteer computing 

‣ Our collaboration is active in these areas 
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http://atlasphysathome.web.cern.ch/ 

http://atlasphysathome.web.cern.ch/


What is volunteer 
computing? 

‣ Use of personal computer spare 
cycles (when computer sleeps) to 
run jobs for a community 

‣ Initial project SETI (Search for 
Extra-Terrestrial Intelligence) 
launched in 1999 

‣ Standard interfaces provided by 
BOINC project (Berkeley Open 
Infrastructure for Network 
Computing) 

‣ Pioneer project in Asia : 
CAS@home 
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ATLAS@home : a visible project 

‣ Numerous contributions to  

- ATLAS & LHC meetings,  

- Computing workshops  

‣ 2 contributions at CHEP-2015 
conference 

‣ Visible on the Web 

 

 

‣ Part of ATLAS outreach strategy 

‣ Fully integrated in ATLAS 
production system 

- First and only LHC experiment ! 

8 



Volunteer growth since March 2015 
Currently 72k volunteers: 
- 7500 ran at least one job 
- 2500 currently active 
 
Einstein@Home: 300k volunteers, 47k active 
Seti@Home: 5 million volunteers, 150k active 
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Users 

Hosts 



Job statistics since May 2014 
• Continuous increase in running jobs 
• Now 11k parallel running jobs 
• 4M completed jobs 
• 5.6M CPU hours, 64M events 
• Gaps are due to technical issues, not lack of volunteers 
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MC Simulation on all Grid sites  
[Mar. 2015, Mar. 2016] 
ATLAS@home : 3rd site 



Long… ATLAS@home work-plan for 2016 

‣ Multi-core: run dynamically multi-core jobs on volunteer machines based on 
no cores assigned to ATLAS 

‣ Event Service: integration with event service for continuous upload of events 
as they are produced 

‣ New task types: start running event generation and other low I/O workloads 

‣ Scaleability: investigate how infrastructure could scale with a 10 or 100-fold 
increase in volunteers 

‣ Outreach: Challenger, web design, “screensaver”, volunteer recruitment, … 
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HPCs for HEP 
simulations 

‣ The jar on the right is full of rocks 

‣ Nevertheless it is not full 

‣ Often when supercomputers are “full”, there 
are empty nodes 

‣ We developed a program to use those 
empty nodes for ATLAS simulation 

‣ Pioneer work  

- that can be used for other experiments 
and future projects 

- in light of developing large initiatives in 
the area of big data and computing at 
the exascale 
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HPC (High-Performance 
Computing) resources 

‣ Large investments in many countries : 
from Peta to Exa scales initiatives[1]  

‣ Latest competitive supercomputers are 
familiar Linux clusters 

‣  Large number of spare CPU cycles 
are available at HPCs which are not 
used by ‘standard’ HPC applications  

‣  China host some of the largest HPC 
facilities worldwide 
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PRACE, the Partnership for Advanced Computing in Europe 

SuperMUC a PRACE Tier-0 centre :  
155,000 Sandy Bridge cores   2.8M HS06  
WLCG  2013 T0/1/2 pledges ~2.0M HS06 

[1] : http://www.eesi-project.eu/pages/menu/eesi-1/publications/investigation-of-hpc-initiatives.php 
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Interface of HPCs from 
CAS 

‣ Collaboration between European 
collaborators, IHEP and CNIC (Computer 
Network Information Center) 

‣ HPC centres from CAS inter-connected 
through ScGrid ! 

- Unique in the world! 

‣ Jan. 2015 workshop at CNIC to define the 
interface between WLCG and ScGrid 

‣ Fall 2015, the interface is installed in IHEP 

- Event simulation on HPCs 

- Storage at IHEP 

‣ Prototype is working now! 
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IHEP (ATLAS) Tier 2 site simulation 
activity since Jan. 2015 
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Grid 
HPC 
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Tianhe-1A :TOP500 2nd, June 
2011 

Huairou campus of CNIC 



Our activity won the 2015 CAS HPC prize! 
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2016 work-plan on HPCs 

‣ Scalability tests, it is just the beginning ! 

‣ Publish our work and present at conferences 

‣ Test and use more HPC centres 

‣ Use of ScGrid as a whole, no just a few HPCs independently  

18 



Meetings and workshops 
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Annual workshop of the French-cloud in Tokyo 
Participants from : Beijing, Honk-kong, Tokyo, France  

Visit of ATLAS and participation to ATLAS 
computing workshop 

+ many others…. 



Summary & Outlook 

‣ A very healthy collaboration ! with visible contributions  

‣ Prospects for the forthcoming year 

- ATLAS@home : Born in FCPPL, not yet at full scale, many optimisations to be done 

- HPC : from prototype to production 

‣ Long term and substantial support needed 

- Collaboration need regular face to face meetings 

• Dedicated meeting next week @IHEP, Beijing 

- Opportunities come from small talks and not through Skype/Video-conf. 
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