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OUTLINE

I will only deal with observations which seem to defy expectations about (Galactic) cosmic 
rays, focusing on direct detection range (rather than EAS/UHECRs) and on charged 

particles only (neutrinos & photons out of my talk)

• Direct techniques for cosmic ray observations have reached an unprecedented level of 
precision, unveiling fine-details of the energy spectra (notably spectral breaks and elemental 
spectra non-universality)

• After reviewing the evidence for new spectral features accumulated by recent experiments, 
I will discuss the main ideas invoked in their theoretical explanations

• Some implications for the antimatter (positron/antiproton) channels will be highlighted, 
notably in the context of indirect WIMP dark matter searches (depending on time)

For more details and an extensive list of references, see 

PS “Possible physics scenarios behind cosmic-ray “anomalies”,” 

PoS ICRC2015 (2015) [arXiv:1509.04233]

based on an invited Highlight talk at ICRC 2015, The Hague



BACK TO BASICS, FLUXES

up to ~100 TeV one can use particle detectors flying on balloons or in space, 
indirect techniques are the only ones viable above that energy

Fluxes:

• @ 1 GeV: �1 particle cm

�2
s

�1

• @ 100 TeV: �1 particle m

�2
d

�1

• @ 10

20
eV: �1 particle km

�2
century

�1



BACK TO BASICS, (DIRECT) DETECTORS

•spectrometers, magnets & trackers: 
determine Q and p of the particles

•Calorimeters: measure E of particles & do 
particle discrimination.

•Cherenkov detector: measure the particle v 
from width of cone

•Transition radiation detector: measures the 
cone opening angle thus the mass of particles

•Time of flight: measure the time difference 
and the velocity

In principle, “ordinary” particle physics detectors can be used to measure the relevant 
information on CRs: direction, charge, momentum, energy, velocity...

With some difficulties & differences wrt colliders: 
• weight and size matter! 
• “Specific” backgrounds (for example # e.m. particles << # hadrons), 
• Alignment in space (can’t go out there to measure...), etc.

ex. 
PAMELA



BACK TO BASICS, SOME UNITS
R =

p c

Z e

Ek =
Ek

A

J(Ek) � A��1J(Ek)

! Rigidity
Why useful? In magnetic fields, particles of same R behave
the same way, useful when collisions are negligible

! (Kinetic) Energy per nucleon
Why useful? In spallation reactions, Ek/A is conserved to very 
good approximation (CR energies >> nuclear binding energies)
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FIG. 2: Di�erential intensities, plotted as a function of kinetic energy per nucleon (left) and total kinetic energy (right) for the
two most abundant CR species: protons and He nuclei. While the He intensity is a factor of � 10 smaller than that of protons
at, say, � 1 TeV/nucleon, the two are comparable, at � 1 TeV, when binned in total kinetic energy. See next section for more
details about the data points and the dashed lines.

are really the same thing—modulo the speed of light c—
and one does not need to bother about the di�erences.
But for, e.g., protons and heavier nuclei below ⇥ 10 GeV
the spectra do look di�erent depending on the variable
they are binned in (see figure 2).

Since we are at it, here is a few other relativistic for-
mulæ that we shall occasionally use in the following—
they express �, ⇥ and �⇥ as a function of momentum,
total energy and kinetic energy:

� =
pc�

m2c4 + p2c2
=

⇥
1� m2c4

E2
=

�
E2

k + 2Ekmc2

Ek +mc2

(4)

⇥ =

⇥
1 +

p2c2

m2c4
=

E

mc2
= 1 +

Ek

mc2
(5)

�⇥ =
p

mc
=

⇥
E2

m2c4
� 1 =

⇤
Ek

2 + 2Ekmc2

m2c4
. (6)

The rigidity R is essentially the ratio between the mo-
mentum and the charge Z (measured in units of the elec-

tron charge e) of a particle5:

R =
pc

Ze
(7)

Since we shall deal with magnetic fields—and it is easy
to realize that particles with the same rigidity behave the
same way in a magnetic field—this is a useful concept.
Finally, the CR spectra for He and heavier nuclei are

more conveniently expressed as a function of the kinetic
energy per nucleon

Ek =
Ek

A
. (8)

The kinetic energy per nucleon is a useful concept be-
cause, from the standpoint of the hadronic interactions,
a nucleus with mass number A and kinetic energy Ek be-
haves, to a large extent, as the superposition of A nucle-
ons with kinetic energy Ek/A. (As a matter of fact, this is
equally true—and relevant—in the interstellar medium,
in the Earth atmosphere and in the calorimeter of a
particle-physics detector.) It goes without saying that

5 Don’t get confused by the extra factors: a proton (Z = 1) with
a momentum p = 1 GeV/c has rigidity of 1 GV.

When looking at spectra, beware of units! For a power-law  of index Γ



BACK TO BASICS, SPECTRA

2 27. Cosmic rays

The intensity of primary nucleons in the energy range from several GeV to somewhat
beyond 100 TeV is given approximately by

IN (E) ≈ 1.8 × 104 (E/1 GeV)−α nucleons

m2 s sr GeV
, (27.2)

where E is the energy-per-nucleon (including rest mass energy) and α (≡ γ + 1) = 2.7
is the differential spectral index of the cosmic-ray flux and γ is the integral spectral
index. About 79% of the primary nucleons are free protons and about 70% of the rest are
nucleons bound in helium nuclei. The fractions of the primary nuclei are nearly constant
over this energy range (possibly with small but interesting variations). Fractions of both
primary and secondary incident nuclei are listed in Table 27.1. Figure 27.1 shows the
major components for energies greater than 2 GeV/nucleon. A useful compendium of
experimental data for cosmic-ray nuclei and electrons is described in [1].

Figure 27.1: Fluxes of nuclei of the primary cosmic radiation in particles per
energy-per-nucleus are plotted vs energy-per-nucleus using data from Refs. [2–13].
The figure was created by P. Boyle and D. Muller.

The composition and energy spectra of nuclei are typically interpreted in the context
of propagation models, in which the sources of the primary cosmic radiation are located

December 18, 2013 11:57

From PDB,  created by 
P. Boyle and D. Muller

Probably the most obvious expectation about cosmic rays (0th order picture we teach in CR 101) is 
that, above a few GeV, they have a  “featureless & universal power-law energy spectra”

Lots of work rely on/predict e.g. self-similarity (e.g. Fermi Theory, Kolmogorov spectrum...)

Important to test for departures from basic features: may provide clues on specific scales & 
phenomena shedding light on non-universal features of injection, acceleration, escape, propagation



HISTORICAL ANALOGY
“Perfect” Gas (Clayperon, 1834) p V = nRT

Universal: valid for low pressure and “warm” gas, no detail of “atomic scales” enters



HISTORICAL ANALOGY
“Perfect” Gas (Clayperon, 1834)

Van der Waals (PhD, 1873)

p V = nRT
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Universal: valid for low pressure and “warm” gas, no detail of “atomic scales” enters

correction for 
intermolecular forces

correction for 
finite molecular size 

 Nobel Prize 1910

“Atomic” scales!
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 Nobel Prize 1910

not “mere improvement in fits”,  but conceptual “step forward”!

“Atomic” scales!

[…] It does not seem to me superfluous, perhaps it is even necessary, to make a general 
observation […] in all my studies I was quite convinced of the real existence of molecules, 
that I never regarded them as a figment of my imagination […] When I began my studies 
I had the feeling that I was almost alone in holding that view […] now I do not think it 
any exaggeration to state that the real existence of molecules is universally assumed by 
physicists. Many of those who opposed it most have ultimately been won over, and         
my theory may have been a contributory factor.  And precisely this, I feel, is a step forward



HINTS OF POSSIBLE SURPRISES
When the TeV/n range became to be explored with sufficient precision-notably with 

ATIC-2 (A. Panov et al 2009, Bull. Russ. Acad. Sci. Phys, 73, 564) & CREAM (Y. S. Yoon et al 2011 ApJ 728 122)-
hints of possible departures from extrapolations of lower energies spectra clearly emerging 

in p, He... but also seen in nuclei!  

19 

 

H. S. Ahn et al,             
ApJ 714 (2010) L89-L93

Yet, conceivable concerns: systematics, possibly related 
to different experimental technologies?

The Astrophysical Journal, 728:122 (8pp), 2011 February 20 Yoon et al.
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Figure 3. CREAM proton and helium differential F lux·E2.75 in GeV nucleon−1

at the top of the atmosphere. The CREAM proton and helium spectra (filled
circles) are shown together with previous measurements: BESS (squares),
CAPRICE98 (downward triangles), AMS (open circles), ATIC-2 (diamonds),
JACEE (stars), and RUNJOB (crosses). The lines represent power-law fits with
spectral indices of −2.66 ± 0.02 for protons and −2.58 ± 0.02 for helium
nuclei, respectively.

The proton to helium ratio as a function of energy provides
insight into whether the proton and helium spectra have the
same spectral index. This has long been a tantalizing question,
mainly because of the limited energy range individual experi-
ments could cover. The ratio from the first CREAM flight pro-
vides a much needed higher energy, low-statistical uncertainty,
measurement. The ratio is compared with previous measure-
ments in Figure 4: ATIC-2, CAPRICE94 (Boezio et al. 1999),
CAPRICE98, JACEE (Asakimori et al. 1993b), LEAP (Seo et al.
1991), and RUNJOB. The CREAM ratios are consistent with
JACEE where its measurement energy range overlaps. The mea-
sured CREAM ratio at the top of the atmosphere is on average
9.1 ± 0.5 for the range from 2.5 TeV nucleon−1 to 63 TeV
nucleon−1, which is significantly lower than the ratio of ∼20
obtained from the lower-energy measurements.

5. DISCUSSION AND CONCLUSION

The energy spectra of primary cosmic rays are known with
good precision up to energies around 1011 eV, where magnetic
spectrometers have been able to carry out such measurements.
Above this energy the composition and energy spectra are not
accurately known, although there have been some pioneering
measurements (Müller et al. 1991; Asakimori et al. 1998;
Apanasenko et al. 2001). The collecting power of CREAM
is about a factor of two larger than that of ATIC for protons
and helium nuclei and, considering the much larger geometry
factor of the TRD, about a factor of 10 larger for heavier nuclei.
TRACER has a larger geometry factor than CREAM, but a
smaller dynamic charge range (Z = 8–26) was reported for its
10 day Antarctic flight. Although its dynamic charge range was
improved to Z = 3–26 for its ∼4 day flight from Sweden to
Canada in 2006, it is still insensitive to protons and helium
nuclei.

The CREAM payload maintained a high altitude, correspond-
ing to an atmospheric overburden of 3.9 g cm−2 for vertically
incident particles. That implies about 6.8 g cm−2 at the maxi-
mum acceptance angle for this analysis, which is the smallest
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Figure 4. Ratio of protons to helium nuclei as a function of energy in
GeV nucleon−1. The CREAM (filled circles) ratio of proton to helium is
compared with previous measurements: ATIC-2 (diamonds), CAPRICE94
(upward triangles), CAPRICE98 (downward triangles), LEAP (open circles),
JACEE (stars), and RUNJOB (crosses).

among comparable experiments. For example, the average ver-
tical depth for RUNJOB was more than twice that of CREAM,
due to its low flight altitude. Considering the RUNJOB accep-
tance of particles at large zenith angles, its effective atmospheric
depth was as large as 50 g cm−2. For that depth, large corrections
are required to account for the fact that 41% of protons would
have interacted before reaching the detector.

The CREAM calorimeter is much deeper than either that of
JACEE or RUNJOB, so it provides better energy measurements.
CREAM also has excellent charge resolution, sufficient to
clearly identify individual nuclei, whereas JACEE and RUNJOB
reported elemental groups. Our observation did not confirm a
softer spectrum of protons above 2 TeV reported by Grigorov
et al. (1970) or a bend around 40 TeV (Asakimori et al.
1993a). An increase in the flux of helium relative to protons
could be interpreted as evidence for two different types of
sources for protons and helium nuclei as proposed by Biermann
(1993). The observed harder spectra compared to prior low-
energy measurements may require a significant modification
of conventional acceleration and propagation models, with
significant impact for the interpretation of other experimental
observations.

The CREAM experiment was planned for Ultra Long Du-
ration Balloon (ULDB) flights lasting about 100 days with
super-pressure balloons. While waiting for development of
these exceptionally long flights, the CREAM instrument has
flown five times on LDB flights in Antarctica. It should be
noted that a 7 million cubic foot (∼0.2 million cubic meters)
super-pressure balloon was flown successfully for 54 days dur-
ing the 2008–2009 austral summer season. As ULDB flights
become available for large science payloads, long-duration ex-
posures can be achieved faster and more efficiently with reduced
payload refurbishment and launch efforts. Whatever the flight
duration, data from each flight reduces the statistical uncertain-
ties and extends the reach of measurements to energies higher
than previously possible.

This work was supported in the U.S. by NASA grants
NNX07AN54H, NNX08AC11G, NNX08AC15G,
NNX08AC16G, and their predecessor grants, in Italy by INFN,
and in Korea by the Creative Research Initiatives of MEST/
NRF. The authors wish to acknowledge NASA/WFF for
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1ST ANOMALY: BROKEN PL’S BELOW KNEE!

E (GeV/n)
1 10 210 310 410

2.
7

 (G
eV

/n
)

× 
 -1

 s
 s

r G
eV

/n
 )

2
 ( 

m
2.

7
 E×

Fl
ux

 

210

310

410

IMAX (1992) CAPRICE (1994)

CAPRICE (1998) AMS (1998)

ATIC-2 (2007) BESS (2002)

CREAM (2004-2006) JACEE (1994)

RUNJOB (1995-1999) PAMELA 

PAMELA systematic error band

IMAX (1992) CAPRICE (1994)

CAPRICE (1998) AMS (1998)

ATIC-2 (2007) BESS (2002)

CREAM (2004-2006) JACEE (1994)

RUNJOB (1995-1999) PAMELA 

PAMELA systematic error band

Figure 1: Proton and helium absolute fluxes measured by PAMELA above 1 GeV/n, compared
with a few of the previous measurements (14–22). All previous measurements but one (17)
come from balloon-borne experiments. Previous data up to few hundred GeV/n were collected
by magnetic spectrometer experiments (14–17,19) while higher energy data come from calori-
metric measurements. PAMELA data cover the energy range 1 GeV -1.2 TeV (1-600 GeV/n
for He). The fluxes are expressed in terms of kinetic energy per nucleon, converted from the
rigidity measured in the tracker and neglecting any contribution from less abundant deuterium
(d/p ≃ 1%) and 3He (3He/4He ≃ 10%). Pure proton and 4He samples are therefore assumed.
Error bars are statistical, the shaded area represents the estimated systematic uncertainty.

modulation) and 1.2 TV, the resulting spectral indices are:

γR
30−1000 GV,p = 2.820± 0.003(stat)± 0.005(syst),

γR
30−1000 GV,He = 2.732± 0.005(stat)+0.008

−0.003(syst),

5

 O. Adriani et al., “PAMELA Measurements of Cosmic-ray Proton and Helium Spectra,'' Science 332, 69 (2011)  [arXiv:1103.4055]

Soon after, PAMELA seemed for the first time to have a glimpse at the transition in p & He

Evidence in a single instrument seemed to settle the issue!



NOT YET! LIKE IN A GOOD THRILLER...

Preliminary results by AMS-02 
@ ICRC 2013 did not confirm 
the picture!!!  

How to make sense 
of the situation? 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FINALLY, HAPPY ENDING

This verifies that the detector performance is stable over
time and that the flux above 45 GV shows no observable
effect from solar modulation fluctuations for this measure-
ment period. The variation of the proton flux due to solar
modulation will be the subject of a separate publication.
Figure 2(c) shows that the ratios of fluxes obtained using
events which pass through different sections of L1 to the
average flux are in good agreement and within the assigned
systematic errors; this verifies the errors assigned to the
tracker alignment. Lastly, as seen from Fig. 2(d), the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm; this verifies the systematic errors
assigned from the unfolding procedures and the rigidity
resolution function for two extreme and important cases.
First, at the inner tracker MDR (∼300 GV) where the
unfolding effects and resolution functions of the inner
tracker and the full lever arm (2 TV MDR) are very
different. Second, at low rigidities (1 to 10 GV) where the
unfolding effects and the tails in the resolution functions of
the inner tracker and full lever arm are also very different
due to large multiple and nuclear scattering.
Most importantly, several independent analyses were

performed on the same data sample by different study
groups. The results of those analyses are consistent with
this Letter.
Results.—The measured proton flux Φ including stat-

istical errors and systematic errors is tabulated in Ref. [25]
as a function of the rigidity at the top of the AMS detector.
The contributions to the systematic errors come from (i) the
trigger, (ii) the acceptance, background contamination,
geomagnetic cutoff, and event selection, (iii) the rigidity
resolution function and unfolding, and (iv) the absolute
rigidity scale. The contributions of individual sources to the
systematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 3(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [26]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [27]. Figure 3(b) shows
the AMS flux as a function of kinetic energy EK together
with the most recent results (i.e., from experiments after the
year 2000).
A power law with a constant spectral index γ

Φ ¼ CRγ ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [25] and shown in Fig. 3(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [28] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore fit
the flux with a modified spectral index [29]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 1.8 TV yields a χ2=d:f: ¼
25=26 with C ¼ 0.4544% 0.0004ðfitÞþ0.0037

−0.0047ðsysÞþ0.0027
−0.0025

ðsolÞ m−2sr−1sec−1GV−1, γ ¼ −2.849 % 0.002ðfitÞþ0.004
−0.003

ðsysÞþ0.004
−0.003ðsolÞ, Δγ ¼ 0.133þ0.032

−0.021ðfitÞþ0.046
−0.030ðsysÞ %

0.005ðsolÞ, s ¼ 0.024þ0.020
−0.013ðfitÞþ0.027

−0.016ðsysÞ
þ0.006
−0.004ðsolÞ, and

R0 ¼ 336þ68
−44ðfitÞþ66

−28ðsysÞ % 1ðsolÞ GV. The first error
quoted (fit) takes into account the statistical and uncorre-
lated systematic errors from the flux reported in this work
[25]. The second (sys) is the error from the remaining
systematic errors, namely, from the rigidity resolution
function and unfolding, and from the absolute rigidity
scale, with their bin-to-bin correlations accounted for using
the migration matrix Mij. The third (sol) is the uncertainty
due to the variation of the solar potential ϕ ¼ 0.50 to
0.62 GV [30]. The fit confirms that above 45 GV the flux is
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FIG. 3 (color). (a) The AMS proton flux multiplied by ~R2.7 and
the total error as a function of rigidity. (b) The flux as a function
of kinetic energy EK as multiplied by E2.7

K compared with recent

measurements [3–6]. For the AMS results EK ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~R2þM2

p

q
−Mp

where Mp is the proton mass.

PRL 114, 171103 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
1 MAY 2015

171103-6

M. Aguilar et al. (AMS Collaboration) 
Phys. Rev. Lett. 114, 171103 (2015)

For p, agreement among AMS-02, PAMELA, 
CREAM (to some extent also quantitatively) 

Exp. hardening (AMS)=0.13(~±0.05, sys. dom)

For He, the published analysis agrees at 
least qualitatively with a change of spectral 

slope of ~0.12 (although less prominent than 
PAMELA reports), at a rigidity ~250 GV 

comparable to the p one

The ball is in the theorists’ court!

M. Aguilar et al. (AMS Collaboration) 
Phys. Rev. Lett. 115, 211101 (2015)

performance is stable over time and that the flux above
45 GV shows no observable effect from solar modulation
fluctuations. Figure SM2(c) in Ref. [22] shows that the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm. The flux ratio uses the two different event
samples corresponding to the inner tracker acceptance and
to the L1 to L9 acceptance used for the results in this Letter.
This verifies the systematic errors from the acceptance, the
unfolding procedure, and the rigidity resolution function
for two extreme and important cases. First, at the MDR of
the inner tracker, 0.55 TV, where the unfolding effects and
resolution functions of the inner tracker and the full lever
arm are very different. Second, at low rigidities (2 to
10 GV) where the unfolding effects and the tails in the
resolution functions of the inner tracker and full lever arm
are also very different due to multiple and nuclear scatter-
ing. Figure SM2(d) in Ref. [22] shows the good agreement
between the flux obtained using the rigidity measured by
tracker L1 to L8, MDR 1.4 TV, and the full lever arm, MDR
3.2 TV, again using different event samples, thus verifying
the systematic errors on the rigidity resolution function
over the extended rigidity range.
Most importantly, several independent analyses were

performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.—The measured He flux Φ including statistical

errors and systematic errors is tabulated in Ref. [22],
Table I, as a function of the rigidity at the top of the
AMS detector. The contributions to the systematic errors
come from (i) the trigger, (ii) the geomagnetic cutoff,
the acceptance, and background contamination, (iii) the
rigidity resolution function and unfolding which take into
account the small differences between the two unfolding
procedures described above, and (iv) the absolute rigidity
scale. The contribution of individual sources to the sys-
tematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 1(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [25]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [26]. Figure 1(b) shows
the AMS flux as a function of kinetic energy per nucleon
EK together with the most recent results (i.e., from experi-
ments after the year 2000).
A power law with a constant spectral index γ,

Φ ¼ CRγ; ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [22] and shown in Fig. 1(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [27] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore

fit the flux with a double power law function [8]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 3 TV yields a χ2=d:f: ¼
25=27 with C¼ 0.0948%0.0002ðfitÞ%0.0010ðsysÞ %
0.0006ðsolÞm−2 sr−1 sec−1GV−1, γ¼−2.780%0.005ðfitÞ%
0.001ðsysÞ%0.004ðsolÞ, Δγ ¼ 0.119þ0.013

−0.010ðfitÞþ0.033
−0.028ðsysÞ%

0.004ðsolÞ, s ¼ 0.027þ0.014
−0.010ðfitÞþ0.017

−0.013ðsysÞ % 0.002ðsolÞ,
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FIG. 1 (color). (a) The AMS helium flux [22] multiplied by ~R2.7

with its total error as a function of rigidity. (b) The flux as a
function of kinetic energy per nucleon EK multiplied by E2.7

K
compared with measurements since the year 2000 [3–6]. For the
AMS results EK ≡ ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ~R2 þM2

p
−MÞ=4 where M is the 4He

mass as the AMS flux was treated as containing only 4He. (c) Fit
of Eq. (3) to the AMS helium flux. For illustration, the dashed
curve uses the same fit values but with R0 set to infinity.
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HOW DO CRS PROPAGATE?
Charged particles deflected in a B-field. Their “Larmor Radius” is

B ⊗

rL

Even for protons, this distance is comparable to distance between neighboring stars up to 
~PeV and smaller than Galactic Sizes up to EeV.
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HOW DO CRS PROPAGATE?
Charged particles deflected in a B-field. Their “Larmor Radius” is

B ⊗

rL

CRs probe thus “small-scale inhomogeneities” in the 
field, changing direction by what appear “random 
kicks”, similar to brownian motion

Even for protons, this distance is comparable to distance between neighboring stars up to 
~PeV and smaller than Galactic Sizes up to EeV.

Macroscopically, described as diffusion (+ possibly a drift)

Fick’s law

Let’s get a closer look to some properties of this diffusion

Continuity Equation



ON CR DIFFUSION
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If one treats the B-field as regular component B0 + magnetostatic wave perturbations with an 
energy power spectrum E(k), one can prove that the angular diffusion (pitch angle scattering) 
has a diffusion coefficient depending (~resonantly) on the power stored in perturbation at the 
wavenumber corresponding to the CR Larmor radius
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If one treats the B-field as regular component B0 + magnetostatic wave perturbations with an 
energy power spectrum E(k), one can prove that the angular diffusion (pitch angle scattering) 
has a diffusion coefficient depending (~resonantly) on the power stored in perturbation at the 
wavenumber corresponding to the CR Larmor radius

The resonance condition tells us that:

if k-1>> rL the CRs surf adiabatically the 
waves, 

if k-1<< rL the CRs hardly feel their 
presence

Each time a resonance occurs, the CR 
changes pitch angle by δB/B with random 
sign. The spatial diffusion is inversely 
proportional to ν

k-1>> rL

k-1<< rL

k-1~ rL



STANDARD DESCRIPTION: DIFFUSION-LOSS EQ.
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Source term (t, x, p -dep.)

Includes dec./frag. for heavier nuclei

Could either use Flux Φ or the 
CR density in phase space f
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Source term (t, x, p -dep.)

Includes dec./frag. for heavier nuclei

Could either use Flux Φ or the 
CR density in phase space f

For experts: “hybrid frame”, momentum in scattering 
centers frame, position in the lab



HOW TO DEAL WITH IT? NUMERICAL CODES…

http://lpsc.in2p3.fr/usine/

http://galprop.stanford.edu/
http://www.dragonproject.org/Home.html

… but one can grasp main physics 
with some simplification!  
Most effects relevant only at low energies.  
Diffusion & source effects probably the 
dominant ones at high-energies
For most observables, “geometry” can be 
recast in an effective description
(after all, we observe ~ isotropic flux!)

http://lpsc.in2p3.fr/usine/
http://galprop.stanford.edu
http://www.dragonproject.org/Home.html
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problems & observations at a single location, the 
diffusion operator can be effectively replaced by 
an effective “diffusive confinement” time τdiff



LEAKY BOX APPROXIMATION
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� �

�di�(E)
= Q

� = Q(E)�di�(E)

For stationary, homogeneous & isotropic 
problems & observations at a single location, the 
diffusion operator can be effectively replaced by 
an effective “diffusive confinement” time τdiff

At steady state

If diffusion dominates, we can infer that: 
• source spectra are in general different than those CR observed at the Earth
• the (multiplicative) difference should be universal



SEC/PRIMARY AS DIAGNOSTICS
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/ �di�(E) / D(E)�1 / E�
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cm2/s

If a type of nucleus is not present as primary, but 
only produced as secondary via collisions (this 
includes e.g. antiprotons), then 

G. Di Bernardo, C. Evoli, D. Gaggero, D. Grasso and 
L. Maccione,  Astropart. Phys.  34, 274 (2010)

typical empirical fitting form



COMING BACK TO 
POSSIBLE SOLUTIONS



1. PROPAGATION
Power-law injection, feature reflects corresponding one in the diffusion coefficient, K (naturally 

account for universality in rigidity). Different models differ in what causes the feature in K, e.g.

  N. Tomassetti,
  Astrophys.  J.  752, L13 (2012)
  [arXiv:1204.4492].

Pheno model loosely inspired to arguments raised e.g. in
Erlykin & Wolfendale J.Phys. G28 (2002) 2329-2348

K not separable into energy and space variables:

Qualitatively reflecting the fact that that turbulence in the halo (mostly 
CR-driven) should be different than close to the disk (mostly SNR driven)

2 Nicola Tomassetti

lems in the CR acceleration/propagation physics.

2. CALCULATIONS
We use a simple model of CR diffusion and nuclear inter-

actions. The effects of energy changes and convection are
disregarded. The Galaxy is modeled to be a disk, with half-
thickness h, containing the interstellar gas (number density n)
and the CR sources. The disk is surrounded by a diffusive halo
of half-thicknessL and zero matter density. For simplicity we
give a one-dimensional description (infinite disk radius) in the
thin disk limit (h ≪ L) and we restrict to stable species. For
each CR nucleus, the transport equation reads
∂N

∂t
=

∂

∂z

(

K(z)
∂N

∂z

)

− 2hδ(z)ΓinelN + 2hδ(z)Q , (1)

where N(z) is its number density as function of the z-
coordinate, K(z) is the position-dependent diffusion coeffi-
cient, and Γinel = βcnσinel is the destruction rate in the ISM
at velocity βc and cross section σinel. The source term Q
can be split into a primary term Qpri, from SNRs, and a sec-
ondary production term Qsec =

∑

j Γ
spall
j Nj, from spallation

of heavier (j) nuclei with rate Γspall
j . The quantities N , K ,

Q, and Γinel depend on energy too. Since no energy changes
are considered, such a dependence is only implicit and can be
ignored for the moment. To solve Eq. 1 we assume steady-
state conditions (∂N/∂t = 0). We define α1(z) ≡ K ′/K ,
α2 ≡ −2hΓinel/K0, and α3 ≡ 2hQ/K0, where we have de-
noted K ′ = ∂K/∂z and K0 = K(z=0). In the halo (z ≶ 0)
the equation reads N ′′ + α1N ′ = 0, which is readily solved
as N±(z) = p± + u±λ̂(z), where the subscripts ∓ indicate
the solutions in the z ≶ 0 half-planes. The function λ̂(z) is
defined as

λ̂(z) =

∫ z

0
e−

∫
z
′

0
α1(z

′′)dz′′

dz′ . (2)

The boundary conditions, N(±L) = 0, provide the relation
u± = −p/Λ±, where Λ± ≡ λ̂(±L). From the continuity
condition in the disk, N−(0) ≡ N+(0), one obtains p+ =
p− ≡ p. Assuming that K(z) is an even function, one can
see that λ̂(z) must be odd. Thus we define λ(z) ≡ λ̂(|z|) and
Λ ≡ λ(L), so that u± = ∓p/Λ. To determine p, we integrate
the transport equation in a thin region across the disk

N ′
+(ϵ)−N ′

−(−ϵ)+

∫ +ϵ

−ϵ
α1N

′dz+α2N(0)+α3 = 0 . (3)

The limit ϵ → 0 gives p = α3/
(

2Λ−1 − α2

)

. After replacing
α1, α2, and α3 with the original quantities, the solution reads

N(z) =
Q

K0

hΛ + Γinel

[

1−
λ(z)

Λ

]

. (4)

The function λ(z) can be expressed as

λ(z) =

∫ |z|

0
e−

∫
z
′

0
K′/Kdzdz′ = K0

∫ |z|

0

dz

K(z)
. (5)

From this toy model, one can recover the homogeneous
diffusion model (HM) by settingK ′ ≡ 0, which gives λ = |z|
and Λ = L. Simple models of inhomogeneous diffusion
can be described by a diffusion coefficient of the type
K(z, E) ≡ f(z)K0(E). For example, Di Bernardo et al.

(2010) adopt f(z) = e|z|/zt . In this case one finds
λ = zt

(

1− e−|z|/zt
)

, where the limit zt ≫ L recovers
the HM, and the limit zt ≪ L gives Λ ≈ zt. The latter
case provides a more natural description of the latitudinal
CR density profile, as it is insensitive to the halo bound-
aries ±L. However, the model predictions in terms of CR
spectra at Earth remain equivalent to those of the HM after
a proper choice of Λ. This is a general property of Eq. 5:
as long as K(z, E) is separable in z and E, the function
λ is independent on energy and the spectra at z=0 are
equivalent to a mere rescaling of the model parameters.
We remark that the energy–space variable separation is
implicitly assumed in all CR propagation models. Physi-
cally, it describes a unique diffusion regime in the whole
halo, given by K0(E), while f(z) allows for spatial varia-
tions in its normalization. The quantity Λ can be regarded
as an effective halo height experienced by CRs at equilibrium.

We now put into practice our hypothesis on the latitudinal
variations of the CR diffusion properties, which implies that
K(z, E) is not separable as f(z)K0(E) everywhere. We fol-
low the arguments given in Erlykin & Wolfendale (2002), but
our aim is not to inspect the astrophysical plausibility of their
suggestions. Rather, we consider a phenomenological sce-
nario in order to illustrate the effect and its consequences for
the main CR observables. We adopt a simple two-halo model
(THM) consisting in two diffusive zones. The inner halo, rep-
resenting the region influenced by SNRs, is taken to surround
the disk for a typical size ξL of a few hundred pc (ξ ∼ 0.1).
The outer halo, representing a wider region where the turbu-
lence is driven by CRs, is defined by ξL < |z| < L. The
diffusion coefficient is taken of the type

K(z, ρ) =

{

k0βρδ for |z| < ξL (inner halo)
k0βρδ+∆ for |z| > ξL (outer halo) ,

(6)

where ρ = R/R0 and k0 specifies its normalization at the ref-
erence rigidity R0. We use the same k0 values on both halos,
as their relative normalization can be controlled by R0. For
R > R0, the diffusion coefficient of Eq. 6 produces a higher
CR confinement in the inner halo (with δ ∼ 1/3), whereas the
outer halo (with ∆ ∼ 0.5 – 1) represents a reservoir from
which CRs leak out rapidly and can re-enter the inner halo.
From Eq. 5, one can compute λ = λ(z, ρ) and Λ = Λ(ρ).
The latter reads

Λ(ρ) = L
[

ξ + (1− ξ)ρ−∆
]

. (7)

That is, the effective halo height is a rigidity-dependent quan-
tity that affects the model predictions at z = 0. This effect can
be better understood if one neglects the term Γinel and takes a
source term Qpri ∼ ρ−ν . From Eq. 4 and Eq. 7 one finds

N0 ≡ N(z = 0) ∼
L

k0

{

ξρ−ν−δ + (1 − ξ)ρ−ν−δ−∆
}

,

(8)
which describes the CR spectrum as a result of two compo-
nents. Its differential log-slope as a function of rigidity reads

γ(ρ) = −
d logN0

d log ρ
≈ ν + δ +

∆

1 + ξ
1−ξρ

∆
, (9)

which indicates a clear transition between two regimes. In
practice, the low-energy regime (γ ≈ ν + δ + ∆) is never
reached due to spallation (neglected in the above equations)
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FIG. 1.— CR spectra for H, He, CNO and Fe from our calculations and data as function of kinetic energy. The data are from PAMELA (Adriani et al. 2011),
ATIC-2 (Panov et al. 2009), CREAM (Ahn et al. 2010; Yoon et al. 2011), JACEE (Asakimori et al. 1998), and KASCADE (Antoni et al. 2005).

that becomes relevant and even dominant over escape (Γinel !
K0

hΛ ). In this case the log-slope is better approximated by γ ∼
ν + 1

2 (δ +∆) (Blasi & Amato 2012a). The hard high-energy
regime (γ ≈ ν + δ) is determined by the diffusion properties
of the inner halo only, because the outer halo is characterized
by a much fast particle leakage. In this limit one has Λ ≈ ξL.
The effect vanishes at all rigidities when passing to the HM
limit of ξ → 1 (one-halo) or ∆ → 0 (identical halos), where
one recovers the usual relation γ = ν + δ. Furthermore, from
Eq. 4, it can be seen that the intensity of the harder component
diminishes gradually with increasing |z|, i.e., the CR spectra
at high energies are steeper in the outer halo.

3. RESULTS AND DISCUSSIONS
We compute the THM spectra at Earth by

J(E) = βc
4πN0(E), from Eq. 4, at kinetic energies

above 10GeV. The SNR energy spectra are taken as
Qpri = Y β−1 (R/R0)

−ν e−R/Rmax , where Rmax rep-
resents the maximum acceleration rigidity attainable by
SNRs. The constants Y are determined from the data at
∼ 100GeV/nucleon. The indices ν are taken as Z-dependent
to account for the observed discrepancies among elements.
Malkov et al. (2012) and Ohira & Ioka (2011) gave strong
arguments for ascribing such discrepancies to SNRs. The
ISM surface density is taken as h × n ∼= 100 pc× 1 cm−3.
The two halos are defined by L ∼= 5 kpc and ξL ∼= 0.5 kpc,
but the physical parameters that enter the model are k0/L
and ξ, where both quantities are also degenerated with R0.
Concerning the diffusion parameters, we consider two case
studies: THMa (δ ∼= 1/3 and ∆ ∼= 0.55) which adopts a
Kolmogorov-type diffusion in the inner halo, and THMb

TABLE 1
MODEL PARAMETERS

parameters THMa THMb
ν (H; He; CNO; Fe) 2.29; 2.17; 2.17; 2.20 2.43; 2.31; 2.31; 2.34
R0; Rmax . . . . . . . . 2GV; 2.5·106 GV 2GV; 2.5·106 GV
k0/L . . . . . . . . . . . . . . 0.007 kpc/Myr 0.010 kpc/Myr
δ; ∆; ξ . . . . . . . . . . . . 1/3; 0.55; 0.1 1/6; 0.55; 0.1

(δ ∼= 1/6 and ∆ ∼= 0.55) to test the extreme case of a very
slow diffusivity. The main parameters are summarized in
Tab. 1. The practical implementation of the model follows
Tomassetti & Donato (2012), see also Maurin et al. (2001).

The energy spectra of H, He, CNO and Fe are shown in
Fig. 1 in comparison with the data. Results are shown for
THMb only (THMa and THMb predictions are indistinguish-
able for primary CRs). Our calculations (solid lines) are in
good agreement with the data within their uncertainties. At
low energies (" 10GeV/nucleon) the solar modulation is ap-
parent and it is described using a force-field modulation po-
tential φ ∼= 400MV (Gleeson & Axford 1968). Note, how-
ever, that our model may be inadequate in this energy region
due to the low-energy approximations. At higher energies,
our model reproduces well the observed changes in slope, in
agreement with the trends indicated by the data. It should be
noted, however, that the sharp spectral structures suggested
by the PAMELA data at ∼ 300GeV cannot be recovered. The
THM predictions are also compared with HM power-law ex-
trapolations (dashed line) to better illustrate the differences. It
can be seen that the spectral upturn is slightly less pronounced

ξ~0.1 

L~5 kpc
~.55
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lems in the CR acceleration/propagation physics.

2. CALCULATIONS
We use a simple model of CR diffusion and nuclear inter-

actions. The effects of energy changes and convection are
disregarded. The Galaxy is modeled to be a disk, with half-
thickness h, containing the interstellar gas (number density n)
and the CR sources. The disk is surrounded by a diffusive halo
of half-thicknessL and zero matter density. For simplicity we
give a one-dimensional description (infinite disk radius) in the
thin disk limit (h ≪ L) and we restrict to stable species. For
each CR nucleus, the transport equation reads
∂N

∂t
=

∂

∂z

(

K(z)
∂N

∂z

)

− 2hδ(z)ΓinelN + 2hδ(z)Q , (1)

where N(z) is its number density as function of the z-
coordinate, K(z) is the position-dependent diffusion coeffi-
cient, and Γinel = βcnσinel is the destruction rate in the ISM
at velocity βc and cross section σinel. The source term Q
can be split into a primary term Qpri, from SNRs, and a sec-
ondary production term Qsec =

∑

j Γ
spall
j Nj, from spallation

of heavier (j) nuclei with rate Γspall
j . The quantities N , K ,

Q, and Γinel depend on energy too. Since no energy changes
are considered, such a dependence is only implicit and can be
ignored for the moment. To solve Eq. 1 we assume steady-
state conditions (∂N/∂t = 0). We define α1(z) ≡ K ′/K ,
α2 ≡ −2hΓinel/K0, and α3 ≡ 2hQ/K0, where we have de-
noted K ′ = ∂K/∂z and K0 = K(z=0). In the halo (z ≶ 0)
the equation reads N ′′ + α1N ′ = 0, which is readily solved
as N±(z) = p± + u±λ̂(z), where the subscripts ∓ indicate
the solutions in the z ≶ 0 half-planes. The function λ̂(z) is
defined as

λ̂(z) =

∫ z

0
e−

∫
z
′

0
α1(z

′′)dz′′

dz′ . (2)

The boundary conditions, N(±L) = 0, provide the relation
u± = −p/Λ±, where Λ± ≡ λ̂(±L). From the continuity
condition in the disk, N−(0) ≡ N+(0), one obtains p+ =
p− ≡ p. Assuming that K(z) is an even function, one can
see that λ̂(z) must be odd. Thus we define λ(z) ≡ λ̂(|z|) and
Λ ≡ λ(L), so that u± = ∓p/Λ. To determine p, we integrate
the transport equation in a thin region across the disk

N ′
+(ϵ)−N ′

−(−ϵ)+

∫ +ϵ

−ϵ
α1N

′dz+α2N(0)+α3 = 0 . (3)

The limit ϵ → 0 gives p = α3/
(

2Λ−1 − α2

)

. After replacing
α1, α2, and α3 with the original quantities, the solution reads

N(z) =
Q

K0

hΛ + Γinel

[

1−
λ(z)

Λ

]

. (4)

The function λ(z) can be expressed as

λ(z) =

∫ |z|

0
e−

∫
z
′

0
K′/Kdzdz′ = K0

∫ |z|

0

dz

K(z)
. (5)

From this toy model, one can recover the homogeneous
diffusion model (HM) by settingK ′ ≡ 0, which gives λ = |z|
and Λ = L. Simple models of inhomogeneous diffusion
can be described by a diffusion coefficient of the type
K(z, E) ≡ f(z)K0(E). For example, Di Bernardo et al.

(2010) adopt f(z) = e|z|/zt . In this case one finds
λ = zt

(

1− e−|z|/zt
)

, where the limit zt ≫ L recovers
the HM, and the limit zt ≪ L gives Λ ≈ zt. The latter
case provides a more natural description of the latitudinal
CR density profile, as it is insensitive to the halo bound-
aries ±L. However, the model predictions in terms of CR
spectra at Earth remain equivalent to those of the HM after
a proper choice of Λ. This is a general property of Eq. 5:
as long as K(z, E) is separable in z and E, the function
λ is independent on energy and the spectra at z=0 are
equivalent to a mere rescaling of the model parameters.
We remark that the energy–space variable separation is
implicitly assumed in all CR propagation models. Physi-
cally, it describes a unique diffusion regime in the whole
halo, given by K0(E), while f(z) allows for spatial varia-
tions in its normalization. The quantity Λ can be regarded
as an effective halo height experienced by CRs at equilibrium.

We now put into practice our hypothesis on the latitudinal
variations of the CR diffusion properties, which implies that
K(z, E) is not separable as f(z)K0(E) everywhere. We fol-
low the arguments given in Erlykin & Wolfendale (2002), but
our aim is not to inspect the astrophysical plausibility of their
suggestions. Rather, we consider a phenomenological sce-
nario in order to illustrate the effect and its consequences for
the main CR observables. We adopt a simple two-halo model
(THM) consisting in two diffusive zones. The inner halo, rep-
resenting the region influenced by SNRs, is taken to surround
the disk for a typical size ξL of a few hundred pc (ξ ∼ 0.1).
The outer halo, representing a wider region where the turbu-
lence is driven by CRs, is defined by ξL < |z| < L. The
diffusion coefficient is taken of the type

K(z, ρ) =

{

k0βρδ for |z| < ξL (inner halo)
k0βρδ+∆ for |z| > ξL (outer halo) ,

(6)

where ρ = R/R0 and k0 specifies its normalization at the ref-
erence rigidity R0. We use the same k0 values on both halos,
as their relative normalization can be controlled by R0. For
R > R0, the diffusion coefficient of Eq. 6 produces a higher
CR confinement in the inner halo (with δ ∼ 1/3), whereas the
outer halo (with ∆ ∼ 0.5 – 1) represents a reservoir from
which CRs leak out rapidly and can re-enter the inner halo.
From Eq. 5, one can compute λ = λ(z, ρ) and Λ = Λ(ρ).
The latter reads

Λ(ρ) = L
[

ξ + (1− ξ)ρ−∆
]

. (7)

That is, the effective halo height is a rigidity-dependent quan-
tity that affects the model predictions at z = 0. This effect can
be better understood if one neglects the term Γinel and takes a
source term Qpri ∼ ρ−ν . From Eq. 4 and Eq. 7 one finds

N0 ≡ N(z = 0) ∼
L

k0

{

ξρ−ν−δ + (1 − ξ)ρ−ν−δ−∆
}

,

(8)
which describes the CR spectrum as a result of two compo-
nents. Its differential log-slope as a function of rigidity reads

γ(ρ) = −
d logN0

d log ρ
≈ ν + δ +

∆

1 + ξ
1−ξρ

∆
, (9)

which indicates a clear transition between two regimes. In
practice, the low-energy regime (γ ≈ ν + δ + ∆) is never
reached due to spallation (neglected in the above equations)
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FIG. 1.— CR spectra for H, He, CNO and Fe from our calculations and data as function of kinetic energy. The data are from PAMELA (Adriani et al. 2011),
ATIC-2 (Panov et al. 2009), CREAM (Ahn et al. 2010; Yoon et al. 2011), JACEE (Asakimori et al. 1998), and KASCADE (Antoni et al. 2005).

that becomes relevant and even dominant over escape (Γinel !
K0

hΛ ). In this case the log-slope is better approximated by γ ∼
ν + 1

2 (δ +∆) (Blasi & Amato 2012a). The hard high-energy
regime (γ ≈ ν + δ) is determined by the diffusion properties
of the inner halo only, because the outer halo is characterized
by a much fast particle leakage. In this limit one has Λ ≈ ξL.
The effect vanishes at all rigidities when passing to the HM
limit of ξ → 1 (one-halo) or ∆ → 0 (identical halos), where
one recovers the usual relation γ = ν + δ. Furthermore, from
Eq. 4, it can be seen that the intensity of the harder component
diminishes gradually with increasing |z|, i.e., the CR spectra
at high energies are steeper in the outer halo.

3. RESULTS AND DISCUSSIONS
We compute the THM spectra at Earth by

J(E) = βc
4πN0(E), from Eq. 4, at kinetic energies

above 10GeV. The SNR energy spectra are taken as
Qpri = Y β−1 (R/R0)

−ν e−R/Rmax , where Rmax rep-
resents the maximum acceleration rigidity attainable by
SNRs. The constants Y are determined from the data at
∼ 100GeV/nucleon. The indices ν are taken as Z-dependent
to account for the observed discrepancies among elements.
Malkov et al. (2012) and Ohira & Ioka (2011) gave strong
arguments for ascribing such discrepancies to SNRs. The
ISM surface density is taken as h × n ∼= 100 pc× 1 cm−3.
The two halos are defined by L ∼= 5 kpc and ξL ∼= 0.5 kpc,
but the physical parameters that enter the model are k0/L
and ξ, where both quantities are also degenerated with R0.
Concerning the diffusion parameters, we consider two case
studies: THMa (δ ∼= 1/3 and ∆ ∼= 0.55) which adopts a
Kolmogorov-type diffusion in the inner halo, and THMb

TABLE 1
MODEL PARAMETERS

parameters THMa THMb
ν (H; He; CNO; Fe) 2.29; 2.17; 2.17; 2.20 2.43; 2.31; 2.31; 2.34
R0; Rmax . . . . . . . . 2GV; 2.5·106 GV 2GV; 2.5·106 GV
k0/L . . . . . . . . . . . . . . 0.007 kpc/Myr 0.010 kpc/Myr
δ; ∆; ξ . . . . . . . . . . . . 1/3; 0.55; 0.1 1/6; 0.55; 0.1

(δ ∼= 1/6 and ∆ ∼= 0.55) to test the extreme case of a very
slow diffusivity. The main parameters are summarized in
Tab. 1. The practical implementation of the model follows
Tomassetti & Donato (2012), see also Maurin et al. (2001).

The energy spectra of H, He, CNO and Fe are shown in
Fig. 1 in comparison with the data. Results are shown for
THMb only (THMa and THMb predictions are indistinguish-
able for primary CRs). Our calculations (solid lines) are in
good agreement with the data within their uncertainties. At
low energies (" 10GeV/nucleon) the solar modulation is ap-
parent and it is described using a force-field modulation po-
tential φ ∼= 400MV (Gleeson & Axford 1968). Note, how-
ever, that our model may be inadequate in this energy region
due to the low-energy approximations. At higher energies,
our model reproduces well the observed changes in slope, in
agreement with the trends indicated by the data. It should be
noted, however, that the sharp spectral structures suggested
by the PAMELA data at ∼ 300GeV cannot be recovered. The
THM predictions are also compared with HM power-law ex-
trapolations (dashed line) to better illustrate the differences. It
can be seen that the spectral upturn is slightly less pronounced

ξ~0.1 

L~5 kpc
~.55

Non-linear coupling of CRs with K:

CR below the break diffuse on waves generated by CRs themselves, 
above the break onto external turbulence.

P .Blasi, E. Amato, PDS,  
Phys. Rev. Lett. 109, 061101 (2012) 
[arXiv:1207.3706].
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revisit this issue in order to determine the relative importance of various e�ects: some have been already considered in the past,
some apparently never quantified. We also found that the main theoretical biases or errors are related to phenomena that can be
described in a very simple 1D di�usive model. We thus adopt it as benchmark for our description, reporting the key formulae which
thus have a pedagogical usefulness, too. In fact, we focus on the determination of the di�usion coe⇥cient which we parameterise
as conventionally in the literature:

D (R) = D0 �

� R
R0 = 1 GV

⇥⇥
, (1)

where D0 and ⇥ are determined by the level and power-spectrum of hydromagnetic turbulences, R is the rigidity, and the velocity
� = v/c ⌃ 1 in the high-energy regime of interest here (kinetic energy/nucleon � 10 GeV/nuc). In fact, at lower energies numerous
e�ects, in principle of comparable magnitude, are present, such as convective winds, reacceleration, and collisional losses. At high-
energy, there is a large consensus that only di�usion and source-related e�ects are important. We focus on the high-energy region
since it is the most “clean” to extract di�usion parameters, i.e. the least subject to parameter degeneracies. While adding lower-
energy data can lead to better constraints from a statistical point of view, the model dependence cannot but grow. Since our purpose
is to compare theoretical with statistical uncertainties from observations, our choice is thus conservative: in a global analysis, the
weight of the former with respect to the latter is probably larger. In order to deal with a realistic level of statistical errors of the data
that will be available for the forthcoming analyses, we will base our analyses on preliminary AMS-02 data of the B/C ratio (33rd
Intern. Cosmic Ray Conf. 2013).

This paper is organised as follows. In Sec. 2 we recall a simple 1D di�usion model providing our benchmark for the following
analyses. This model has certainly pedagogical value, since it allows to encode in simple analytical formulae the main dependences
of the B/C ratio on input as well as astrophysical parameters. At the same time, it provides a realistic description of the data, at
least if one limits the analysis to su⇥ciently high energies. Relevant formulae are introduced in Sec. 2.1, while in subsection 2.2
we recall the main statistical tools used for the analysis. In Sec. 3 we describe the main degeneracy a�ecting the analysis, the one
with possible injection of boron nuclei at the sources. The next-to-most important source of error is associated to cross section
uncertainties, to which we devote Sec 4. In Sec. 5 we discuss relatively minor e�ects linked to modelling of the geometry of the
di�usion volume, source distribution, or the presence of convective winds. In Sec. 6 we report our conclusions.

2. B/C fit with an 1D Model

2.1. 1D diffusion model

Fig. 1. Sketch of the 1D slab model of the Galaxy, with matter homogeneously distributed inside an infinite plane of thickness 2h sandwiched
between two thick di�usive layers of thickness 2H.

The simplest approach to model the transport of cosmic-ray nuclei inside the Galaxy is to assume that their production is
confined inside an infinite plane of thickness 2h, sandwiched inside an infinite di�usion volume of thickness 2H, symmetric above
and below the plane. The former region stands for the Galactic disk, which comprises the gas and the massive stars of the Milky
Way, whereas the latter domain represents its magnetic halo. A sketch of this model is given in Fig. 1. The boundary conditions
fix the density of cosmic rays at the halo edges z = ±H to zero, while the condition h ⌅ H (in practice, h is almost two orders of
magnitude smaller than H) allows us to model the Galactic matter distribution as an infinitely thin disk whose vertical distribution is
accounted for by the Dirac function 2h⇥(z). Our focus on energies above 10 GeV/nuc allows us to neglect continuous (ionisation and
Coulomb) energy losses, electronic capture and reacceleration. These subleading e�ects cannot be truly considered as theoretical
uncertainties, since they can be introduced by a suitable upgrade of the model. However, taking them into account at this stage
would imply a significant loss in simplicity and transparency.

The well known propagation equation for the (isotropic part of the gyrophase averaged) phase space density ⇧a of a stable
nucleus a, with charge (atomic number) Za, expressed in units of particles cm�3 (GeV/nuc)�1, takes the form

�⇧a

�t
� �
�z

�
D
�⇧a

�z

⇥
= 2h⇥(z) · qa + ⇥(z)

Zmax⇤

Zb⇥Za

⌅b⇧a · v
µ

mISM
⇧b

� ⇥(z) · ⌅a · v
µ

mISM
⇧a, (2)
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revisit this issue in order to determine the relative importance of various e�ects: some have been already considered in the past,
some apparently never quantified. We also found that the main theoretical biases or errors are related to phenomena that can be
described in a very simple 1D di�usive model. We thus adopt it as benchmark for our description, reporting the key formulae which
thus have a pedagogical usefulness, too. In fact, we focus on the determination of the di�usion coe⇥cient which we parameterise
as conventionally in the literature:
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where D0 and ⇥ are determined by the level and power-spectrum of hydromagnetic turbulences, R is the rigidity, and the velocity
� = v/c ⌃ 1 in the high-energy regime of interest here (kinetic energy/nucleon � 10 GeV/nuc). In fact, at lower energies numerous
e�ects, in principle of comparable magnitude, are present, such as convective winds, reacceleration, and collisional losses. At high-
energy, there is a large consensus that only di�usion and source-related e�ects are important. We focus on the high-energy region
since it is the most “clean” to extract di�usion parameters, i.e. the least subject to parameter degeneracies. While adding lower-
energy data can lead to better constraints from a statistical point of view, the model dependence cannot but grow. Since our purpose
is to compare theoretical with statistical uncertainties from observations, our choice is thus conservative: in a global analysis, the
weight of the former with respect to the latter is probably larger. In order to deal with a realistic level of statistical errors of the data
that will be available for the forthcoming analyses, we will base our analyses on preliminary AMS-02 data of the B/C ratio (33rd
Intern. Cosmic Ray Conf. 2013).

This paper is organised as follows. In Sec. 2 we recall a simple 1D di�usion model providing our benchmark for the following
analyses. This model has certainly pedagogical value, since it allows to encode in simple analytical formulae the main dependences
of the B/C ratio on input as well as astrophysical parameters. At the same time, it provides a realistic description of the data, at
least if one limits the analysis to su⇥ciently high energies. Relevant formulae are introduced in Sec. 2.1, while in subsection 2.2
we recall the main statistical tools used for the analysis. In Sec. 3 we describe the main degeneracy a�ecting the analysis, the one
with possible injection of boron nuclei at the sources. The next-to-most important source of error is associated to cross section
uncertainties, to which we devote Sec 4. In Sec. 5 we discuss relatively minor e�ects linked to modelling of the geometry of the
di�usion volume, source distribution, or the presence of convective winds. In Sec. 6 we report our conclusions.

2. B/C fit with an 1D Model

2.1. 1D diffusion model

Fig. 1. Sketch of the 1D slab model of the Galaxy, with matter homogeneously distributed inside an infinite plane of thickness 2h sandwiched
between two thick di�usive layers of thickness 2H.

The simplest approach to model the transport of cosmic-ray nuclei inside the Galaxy is to assume that their production is
confined inside an infinite plane of thickness 2h, sandwiched inside an infinite di�usion volume of thickness 2H, symmetric above
and below the plane. The former region stands for the Galactic disk, which comprises the gas and the massive stars of the Milky
Way, whereas the latter domain represents its magnetic halo. A sketch of this model is given in Fig. 1. The boundary conditions
fix the density of cosmic rays at the halo edges z = ±H to zero, while the condition h ⌅ H (in practice, h is almost two orders of
magnitude smaller than H) allows us to model the Galactic matter distribution as an infinitely thin disk whose vertical distribution is
accounted for by the Dirac function 2h⇥(z). Our focus on energies above 10 GeV/nuc allows us to neglect continuous (ionisation and
Coulomb) energy losses, electronic capture and reacceleration. These subleading e�ects cannot be truly considered as theoretical
uncertainties, since they can be introduced by a suitable upgrade of the model. However, taking them into account at this stage
would imply a significant loss in simplicity and transparency.

The well known propagation equation for the (isotropic part of the gyrophase averaged) phase space density ⇧a of a stable
nucleus a, with charge (atomic number) Za, expressed in units of particles cm�3 (GeV/nuc)�1, takes the form
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Figure 1. Spectra of protons and helium nuclei for the values of parameters as indicated. The solid
(red) lines show the spectra at the Earth, while the dotted (blue) lines show the spectra in the ISM,
namely before correction for solar modulation. Data points are from PAMELA (open squares) [9],
CREAM (filled squares) [10] and ATIC-2 (open circles) [43].

equals the result that one would obtain with a pure Kolmogorov spectrum for W (k) (green
long-dashed line). Finally, the reader should appreciate that in the low energy regime where
advection dominates, the distribution function of CRs has a spatial gradient that asymptoti-
cally vanishes (for E ≪ 10 GeV), therefore the growth rate also vanishes in the same regime:
CR induced wave growth is present only if CRs drift faster that Alfvén waves. This is the
reason why the expression for the growth rate that is most commonly found in the literature
is Γcr ∝ ncr(p > pres)(vD − vA) for drift velocity vD > vA and Γcr = 0 for vD > vA. The
latter condition becomes increasingly more satisfied in realistic calculations when advection
of CRs with the waves becomes prominent. In other words, for very low energies (large values
of k) waves are not generated by CRs but rather produced by the cascading process from
smaller k’s. The self-generated growth appears to be a potentially very important process
for CR propagation only for energies between ∼ 10 GeV and ∼ 1000 GeV.

In the range of energies 10 ! E ! 200 GeV/n the self-generation is so effective as to
make the diffusion coefficient have a steep energy dependence (see below). As a consequence
the injection spectrum that is needed to fit the data is p2q(p) ∝ p−2.2, which is not far from
what can be accounted for in terms of DSA if the velocity of the scattering centers is taken
into account [26, 27, 28]. No break in the injection spectrum is imposed by hand throughout
our calculations.

In Fig. 3 we show the predicted ratio of fluxes of protons and He. The ratio is compared
with the one measured by PAMELA. The agreement between the two is very good, with the
possible exception of the last two high energy points where however the error bars are rather
large. At even higher rigidity, the discrepancy increases, reflecting the fact that our predicted
helium flux is lower than the one measured by CREAM in the TeV range.

The spectra of primary nuclei are shown in Fig. 4. The agreement between the predicted
and the observed spectra is reasonably good. All spectra have the same trend, steeper below
a few hundred GV and harder at higher rigidity, with a hardening below ∼ 10 GV, which is
again due to the effect of advection with waves, namely the term vA∂fα/∂z in the trasport
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1968), while the dashed lines are the spectra in the ISM. The
data points are the spectra measured by the Voyager (empty cir-
cles) (Stone et al. 2013), AMS-02 (filled circles) (Aguilar et al.
2015), PAMELA (empty squares) (Adriani 2011) and CREAM
(filled squares) (Yoon et al. 2011). Figs. 1 and 2 show several
interesting aspects: 1) both the spectra of protons and helium nu-
clei show a pronounced change of slope at few hundred GeV/n,
where self-generation of waves becomes less important than pre-
existing turbulence (in fact, the change of slope takes place in
rigidity). 2) We confirm that injecting He with a slightly harder
spectrum with respect to protons (p−4.15 versus p−4.2) improves
the fit to the data. 3) The spectra calculated to optimise the fit to
the AMS-02 and PAMELA data is in excellent agreement with
the Voyager data (see dashed lines). This is all but trivial: in our
model, at sufficiently low energies (below ∼ 10 GeV/n), particle
transport is dominated by advection (at the Alfén speed) with
self-generated waves rather than diffusion. This reflects into a
weak energy dependence of the propagated spectra that is ex-
actly what Voyager measured (see also (Potgieter 2013)). 4) At
low energies, the agreement of the predicted spectra with those
measured by Voyager is actually better than the agreement with
the modulated spectra, as observed with AMS–02; this suggests
that probably the prescriptions used to describe solar modula-
tion are somewhat oversimplified, either when applied to data
collected over extended periods of time, when the effective solar
potential may change appreciably, or because of intrinsic limita-
tions of the force-field approximation.

For each heavier nucleus, we assume the same injected spec-
tral shape in rigidity as for helium, keeping as only free param-
eter the normalization, chosen to match the data. In Fig. 3 we il-
lustrate the prediction for Carbon nuclei (which is also a needed
ingredient to compute the B/C ratio), compared with data by
PAMELA and CREAM, as well as preliminary data by AMS-
02. The free normalization is chosen to match more closely the
AMS-02 data. Clearly, the phenomenon of transition from self-
generated to pre-existing waves manifests itself in the transport
of all nuclei, hence we should expect a spectral break at the
same rigidity as for helium and protons. This prediction appears
currently in agreement with Carbon spectrum observations, al-
though it is hard to judge to what extent a break is present in
AMS-02 data alone, giving the growing error bars and the lim-
ited dynamical range at high energy. Note that a break would
appear more prominent if one were to combine PAMELA and
CREAM data, which do seem to differ from AMS-02 data in the
10 to ∼ 200 GeV/n range beyond the reported errors. Definitely,
the forthcoming AMS-02 publication of nuclear fluxes should
help in clarifying the situation.

In Fig. 4 we show the calculated B/C ratio (solid black line)
as compared with data from CREAM (blue squares), PAMELA
(green squares), and the still preliminary ones from AMS-02
(black circles). Even if the injected Carbon flux is normalized
to the preliminary Carbon data reported by AMS-02, the B/C
ratio is still in satisfactory agreement with both PAMELA and
CREAM data, as for our previous result (Aloisio 2013). The
B/C ratio also fits the AMS data up to ∼ 100GeV/n. At higher
energy, the AMS-02 analysis seems to suggest a B/C ratio some-
what higher than our prediction. While its significance is uncer-
tain, given the preliminary nature of AMS data, if this “excess”
is interpreted as physical, it would suggest the presence of an
additional contribution to the grammage traversed by CRs. The
most straightforward possibility to account for such a grammage
is that it may be due to the matter traversed by CRs while es-
caping the source, for instance a SNR. The grammage due to
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confinement inside a SNR can be easily estimated as

XSNR ≈ 1.4rsmpnISMcTSNR ≈ 0.17 g cm−2
nISM
cm−3

TSNR
2 × 104yr

, (10)

where nISM is the density of the interstellar gas upstream of a
SNR shock and rs = 4 is the compression factor at the shock
and TSNR is the duration of the SNR event (or better, the lifetime
“useful” to confine particles up to E ∼TeV/n), assumed here to
be of order twenty thousand years. The factor 1.4 in Eq. (10) has
been introduced to account for the presence of elements heavier
than hydrogen in the target. While Eq. (10) is only a rough es-
timate of the grammage at the source, in that several (in general
energy dependent) factors may affect such an estimate, at least
it provides us with a reasonable benchmark value. The solid red
curve in Fig. 4 shows the result of adding the grammage accu-
mulated by CRs inside the source to the one due to propagation
in the Galaxy. It is clear that by eye it fits better the AMS-02
data at high rigidity, while being also compatible with the older
CREAM data. The forthcoming publication by AMS-02 of the
fluxes of nuclei and secondary to primary ratios should hope-
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in the light of AMS-02 and Voyager (E. C. Stone et al..  Science, 341 (2013) 150) data

despite its simplicity & the low number of free 
parameters, remarkable level of agreement over 

6 decades of energy!

(notably even with the “unmodulated” data at 
low-E, where transport is essentially advective)
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injected on a scale lc ∼ 50 − 100 pc, for instance by super-
nova explosions. This means that qW(k) ∝ δ(k − 1/lc). The
level of pre-existing turbulence is normalized to the total power
ηB = δB2/B20 =

∫

dkW(k). Strictly speaking the wave number
that appears in this formalism is the one in the direction parallel
to that of the ordered magnetic field. In a more realistic situation
in which most power is on large spatial scales, the role of the
ordered field is probably played by the local magnetic field on
the largest scale.

The term ΓCRW in Eq. (6) describes the generation of wave
power through CR induced streaming instability, with a growth
rate (Skilling 1975):

Γcr(k) =
16π2

3
vA

kW(k)B20

∑

α

[

p4v(p)
∂ fα
∂z

]

p=ZαeB0/kc
, (7)

where α is the index labeling nuclei of different types. All nu-
clei, including all stable isotopes for a given value of charge,
are included in the calculations. As discussed in much previous
literature, this is very important to compute properly the diffu-
sion coefficient and thus for a meaningful comparison with the
flux spectra and secondary to primary ratios, notably B/C. The
growth rate, written as in Eq. (7), refers to waves with wave num-
ber k along the ordered magnetic field. It is basically impossible
to generalize the growth rate to a more realistic field geometry
by operating in the context of quasi-linear theory, therefore we
will use here this expression but keeping in mind its limitations.

The solution of Eq. (6) can be written in an implicit form

W(k) =
⎡

⎢

⎢

⎢

⎢

⎢

⎣

W1+α2
0

(

k
k0

)1−α1
+

+
1 + α2
CKvA

∫ ∞

k

dk′

k′α2

∫ k′

k0
dk̃ΓCR(k̃)W(k̃)

]

1
1+α2

, (8)

being k0 = 1/lc. In the present paper we assume a Kolmogorov
phenomenology for the cascading turbulence, so that α1 = 7/2
and α2 = 1/2, and an unperturbed magnetic field B0 = 1µG.
The two terms in Eq. (8) refer respectively to the pre-existing
magnetic turbulence and the CR induced turbulence. In the limit
in which there are no CRs (or CRs do not play an appreciable
role) one finds the standard Kolmogorov wave spectrum

W(k) = W0

(

k
k0

)−s

s =
α1 − 1
α2 + 1

=
5
3

(9)

normalized, as discussed above, to the total power W0 = (s −
1)lcηB.

The equations for the waves and for CR transport are solved
together in an iterative way, so as to return the spectra of par-
ticles and the diffusion coefficient for each nuclear species and
the associated grammage. The procedure is started by choosing
guess injection factors for each type of nuclei, and a guess for
the diffusion coefficient, which is assumed to coincide with the
one predicted by quasi-linear theory in the presence of a back-
ground turbulence. The first iteration returns the spectra of each
nuclear specie and a spectrum of waves, that can be used now
to calculate the diffusion coefficient self-consistently. The pro-
cedure is repeated until convergence, which is typically reached
in a few steps, and the resulting fluxes and ratios are compared
with available data. This allows us to renormalize the injection
rates and restart the whole procedure, which is repeated until a
satisfactory fit is achieved. Since the fluxes of individual nuclei
affect the grammage through the rate of excitation of stream-
ing instability and viceversa the grammage affects the fluxes, the
procedure is all but trivial.
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Fig. 1. Spectrum of protons measured by Voyager (blue empty cir-
cles), AMS-02 (black filled circles) (Aguilar et al. 2015), PAMELA
(green empty squares) (Adriani 2011) and CREAM (blue filled squares)
(Yoon et al. 2011), compared with the prediction of our calculations
(lines). The solid line is the flux at the Earth after the correction due to
solar modulation, while the dashed line is the spectrum in the ISM.
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3. Results

The main evidence for a transition from self-generated waves to
pre-existing turbulence can be searched for in the spectra of the
light elements, protons and helium nuclei. A spectral break was
in fact found by the PAMELA experiment (Adriani 2011) in both
spectra and later confirmed by AMS-02, although at the time
of writing this paper only the results of AMS on protons have
been published (Aguilar et al. 2015), while a preliminary version
of the spectrum of helium has been presented (AMS-02 2015).
The spectra of both elements were also measured by the Voyager
(Stone et al. 2013) outside the heliosphere, so as to make this
the first measurement in human history of the CR spectra in the
interstellar medium. This is a very important results in that it
also allows us to refine our understanding of the effects of solar
modulation (Potgieter 2013).

The spectrum of protons and helium nuclei as calculated
in this paper is shown in Figs. 1 and 2, respectively: the solid
lines indicate the spectra at the Earth, namely after solar mod-
ulation modelled using the force-free approximation (Gleeson
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nova explosions. This means that qW(k) ∝ δ(k − 1/lc). The
level of pre-existing turbulence is normalized to the total power
ηB = δB2/B20 =

∫

dkW(k). Strictly speaking the wave number
that appears in this formalism is the one in the direction parallel
to that of the ordered magnetic field. In a more realistic situation
in which most power is on large spatial scales, the role of the
ordered field is probably played by the local magnetic field on
the largest scale.

The term ΓCRW in Eq. (6) describes the generation of wave
power through CR induced streaming instability, with a growth
rate (Skilling 1975):
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where α is the index labeling nuclei of different types. All nu-
clei, including all stable isotopes for a given value of charge,
are included in the calculations. As discussed in much previous
literature, this is very important to compute properly the diffu-
sion coefficient and thus for a meaningful comparison with the
flux spectra and secondary to primary ratios, notably B/C. The
growth rate, written as in Eq. (7), refers to waves with wave num-
ber k along the ordered magnetic field. It is basically impossible
to generalize the growth rate to a more realistic field geometry
by operating in the context of quasi-linear theory, therefore we
will use here this expression but keeping in mind its limitations.
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being k0 = 1/lc. In the present paper we assume a Kolmogorov
phenomenology for the cascading turbulence, so that α1 = 7/2
and α2 = 1/2, and an unperturbed magnetic field B0 = 1µG.
The two terms in Eq. (8) refer respectively to the pre-existing
magnetic turbulence and the CR induced turbulence. In the limit
in which there are no CRs (or CRs do not play an appreciable
role) one finds the standard Kolmogorov wave spectrum
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)−s
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=
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normalized, as discussed above, to the total power W0 = (s −
1)lcηB.

The equations for the waves and for CR transport are solved
together in an iterative way, so as to return the spectra of par-
ticles and the diffusion coefficient for each nuclear species and
the associated grammage. The procedure is started by choosing
guess injection factors for each type of nuclei, and a guess for
the diffusion coefficient, which is assumed to coincide with the
one predicted by quasi-linear theory in the presence of a back-
ground turbulence. The first iteration returns the spectra of each
nuclear specie and a spectrum of waves, that can be used now
to calculate the diffusion coefficient self-consistently. The pro-
cedure is repeated until convergence, which is typically reached
in a few steps, and the resulting fluxes and ratios are compared
with available data. This allows us to renormalize the injection
rates and restart the whole procedure, which is repeated until a
satisfactory fit is achieved. Since the fluxes of individual nuclei
affect the grammage through the rate of excitation of stream-
ing instability and viceversa the grammage affects the fluxes, the
procedure is all but trivial.
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3. Results

The main evidence for a transition from self-generated waves to
pre-existing turbulence can be searched for in the spectra of the
light elements, protons and helium nuclei. A spectral break was
in fact found by the PAMELA experiment (Adriani 2011) in both
spectra and later confirmed by AMS-02, although at the time
of writing this paper only the results of AMS on protons have
been published (Aguilar et al. 2015), while a preliminary version
of the spectrum of helium has been presented (AMS-02 2015).
The spectra of both elements were also measured by the Voyager
(Stone et al. 2013) outside the heliosphere, so as to make this
the first measurement in human history of the CR spectra in the
interstellar medium. This is a very important results in that it
also allows us to refine our understanding of the effects of solar
modulation (Potgieter 2013).

The spectrum of protons and helium nuclei as calculated
in this paper is shown in Figs. 1 and 2, respectively: the solid
lines indicate the spectra at the Earth, namely after solar mod-
ulation modelled using the force-free approximation (Gleeson

Article number, page 3 of 5



II. AT ACCELERATION SITE
One can play with acceleration population(s), acceleration mechanisms, or escape.

DETOUR ON THE STANDARD THEORY: 
1ST ORDER FERMI THEORY OR DIFFUSIVE 

SHOCK ACCELERATION



A SKETCH
 Vsh

E’’> E

E

A shock (e.g. from a supernova 
remnant) can sweep the 

interstellar medium. 

The shock front brings with it 
magnetic turbulence, causing 
change of particle momenta

plenty of shocks available in the Galaxy…
(beautiful and numerous enough to 

regularly sell magazines)



A SKETCH
 Vsh

E’’> E

E

A shock (e.g. from a supernova 
remnant) can sweep the 

interstellar medium. 

The shock front brings with it 
magnetic turbulence, causing 
change of particle momenta

v’=-v-V

v’’=+v+V
“shock”

No gain of energy in the shock frame
-v

v+2V

+V

Lab

Gain of energy in the Lab frame

When the “mirror” is magnetic, in the Lab there is a moving B-field, i.e. an 
electric field is available to accelerate the particles wrt the Lab frame

Please note

plenty of shocks available in the Galaxy…
(beautiful and numerous enough to 

regularly sell magazines)



A SKETCH, CONTINUED
 Vsh

E’’> E

E

Some fraction of particle can 
enter the shock again… a 

smaller and smaller fraction of 
them enters the shock more 

and more often…

together with the E-independence 
of the fractional E gain, explains 

the power-law shape of the 
spectrum



A SKETCH, CONTINUED
 Vsh

E’’> E

E

Some fraction of particle can 
enter the shock again… a 

smaller and smaller fraction of 
them enters the shock more 

and more often…

I. Acceleration 1st order in the large shock velocity: efficient! 

II. spectral index is universal for strong (M>>1) shocks in ordinary 
matter (does not depend on chemical composition, for instance)

III. Spectral index value for cumulative E spectra Ok with inferred~1

IV. estimated E-budget stored in kinetic energy of SNRs ~1 o.o.m. 
larger than what stored in CRs (efficiency of O(10%) ok)

Good features of the model

together with the E-independence 
of the fractional E gain, explains 

the power-law shape of the 
spectrum



II. AT ACCELERATION SITE
One can play with acceleration population(s), acceleration mechanisms, or escape. For instance:

• “Natural” evolution of Mach number, ℳ, within DSA

  E. Parizot et al. A&A 424, 747 (2004)

• (Weak) reacceleration

• “Natural” consequence of non-linear DSA
  V. Ptuskin, V. Zirakashvili, E. S. Seo,
  ApJ  763, 47 (2013) concavity of spectrum resulting from the nonlinear nature of DSA

(but why reflected in escaping particles? Why universality?)

• Multiple sources/sites

↵ = 2
M2 + 1

M2 � 1

E.g. harder high-E component involving OB associations -  
Superbubbles, explosion of stars into magnetized winds 
(like Wolf-Rayet), as proposed in the past, e.g. 

T. Stanev, P. L. Biermann & T. K. Gaisser, 
A&A 274, 902 (1993)

Associated to the volume of ISM occupied by SNR shocks (mostly old, 
low ℳ),  parameters too extreme? (e.g. p & He spectrum too steep)

S. Thoudam and J. R. Hörandel,  
A&A. 567, A33 (2014)

Key (common) questions:                                                                                        
how easily reproduce the observed spectral shapes? How universal is the mechanism?

  In the sense of  E. Seo & V. Ptuskin,   ApJ  431, 705 (1994) 

High-E CR accelerated/escape early on when ℳ>>1, spectral index α~2, 
while low-E later when ℳ is relatively low, α steeper, remembering



III. DUE TO EFFECT OF LOCAL SOURCES

  G. Bernard, T. Delahaye, P. Salati & R. Taillet,
  A&A 544,  A92 (2012) [arXiv:1204.6289]

  W. Liu, P. Salati and X. Chen,
 Res. Astron. Astrophys. 15, 1 (2015)
 [arXiv:1405.2835].

I.e. hardening due to CR released from local young CR sources, but typically needs fast diffusion 
and low SN rate, in tension with other observations

G. Bernard et al.: TeV cosmic-ray proton and helium spectra

model K0 [kpc2/yr] � L [kpc] Vc [kpc/yr] q0p
⇥
GeV�1

⇤
q0He

⇥
(GeV/n)�1

⇤

A 2.4⇥ 10�9 0.85 1.5 1.38⇥ 10�8 1.17⇥ 1052 3.22⇥ 1051

B 2.4⇥ 10�9 0.85 1.5 1.38⇥ 10�8 0.53⇥ 1052 1.06⇥ 1051

MED 1.12⇥ 10�9 0.7 4 1.23⇥ 10�8 15.8⇥ 1051 3.14⇥ 1051

model ↵p + � ↵He + � ⌫ [century�1] H injection He injection �2/dof
A 2.9 2.8 0.8 0.19 0.05 0.61
B 2.85 2.7 1.4 0.12 0.07 1.09

MED 2.85 2.7 0.8 0.148 0.07 1.3

Table 1. Sets of CR injection and propagation parameters discussed in the text.
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Fig. 1. Proton (upper curve) and helium (lower curve)
spectra in the range extending from 50 GeV/nuc to
100 TeV/nuc, for the propagation parameters of model A
(see Table 1), giving the best fit to the PAMELA (Adriani
et al. 2011) and CREAM (Ahn et al. 2010) data : super-
novae explosion rate � = 0.8 century�1. Solid lines show
the total flux, short-dashed lines show the flux due to the
sources of the catalog, and the long-dashed curve the flux
due to the rest of the sources.

The average supernova explosion rate per century is de-
noted by �. The results of the fits to the proton and helium
spectra are gauged by the total reduced chi-square ⇥2

red (see
Table 1).

3. Discussion of the results.

This excellent agreement makes us confident that the pro-
ton and helium anomaly can actually be explained by exist-
ing local sources which have been extracted from SNR and
pulsar surveys. The model which we have presented here
is quite simple. Refining it is beyond the scope of this pa-
per. Some directions can nevertheless be given in order to
improve the solution which we have just sketched. To com-
mence, the best fits are obtained for a rather small value
of the magnetic halo thickness L. This trend can be un-
derstood as follows. As already explained, the thinner the
magnetic halo, the smaller the number N of sources which
contribute to the total signal and the larger the injection
rate q of individual sources. The contributions �cat and
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Fig. 2. Same as previous figures for models A and B (see
Table 1), for two values of the supernovae explosion rate,
� = 0.8 century�1 and � = 1.4 century�1.
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Fig. 3. Same as before, for the MED propagation param-
eters (see Table 1).

�̄loc from the local region are no longer swamped in the
total flux when L is small. This may be a problem as re-

4

S. Thoudam and J. R. Horandel, 
MNRAS 421, 1209 (2012) [1112.3020]
MNRAS 435, 2532 (2013) [1304.1400]

 G. Bernard et al.
 A&A 555, A48 (2013) 
[arXiv:1207.4670]
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Figure 6. Proton (×E2.75, top) and helium (×E2.7, bottom) energy spec-
tra. Data: CREAM (Yoon et al. 2011), ATIC (Panov et al. 2007), PAMELA
(Adriani et al. 2011), and AMS (Alcaraz et al. 2000; Aguilar et al. 2002).
Thick-dashed line: Background spectrum. Thin-solid line: Total nearby
component. Thick-solid line: Total nearby plus background. Thin-dashed
lines: Dominant nearby supernova remnants.

Table 2. Source spectral indices Γ and injection efficiencies f for the vari-
ous cosmic-ray nuclei considered in our study.

Nuclei Γ f (×1049 ergs)

Proton 2.27 17.5

Helium 2.21 1.75

Carbon 2.31 0.063

Oxygen 2.31 0.063

Iron 2.31 0.011

background spectrum is steeper in the present case. At high en-
ergies, the proton background follows a spectral index of 2.82 and
the helium background has an index of 2.75. To be compared, the
background indices were obtained as 2.75 and 2.68 respectively
in Paper I. It may be recalled that in Paper I, the backgrounds were
obtained by fitting the measured spectra between (20−200)GeV/n
and their consistency with the low energy data below ∼ 20 GeV/n
was not checked. From Figure 6, it can be noticed that the back-
ground adopted in the present study agrees nicely (in fact, even
better when the small local component has been added) with the
data down to 1 GeV/n.

Second, in Paper I, the source index for the nearby sources
were obtained as (Γb− δ), where Γb is the background index and δ

is the diffusion index. So, for the proton background of Γb = 2.75
and δ = 0.6 adopted in Paper I, the source index was found to be
2.15. This is flatter than the proton source index of 2.27 adopted in
the present study. Adopting a steeper source index suppresses the
contribution from nearby sources at high energies. For the same
amount of total energy injected into protons, a source with an in-
dex of 2.27 produces∼ 1.8 times less number of source particles at
∼ 10 TeV than a source with an index of 2.15. A similar difference
is also expected in the case of helium. On the other hand, taking a
smaller value of D enhances the flux from a nearby source. This
is clear from the discussion on Eq. (8), given in section 3 which
showed that at very high energies, the particle spectrum depends
onD as N ∝ D−3/2. After detailed investigation, we find that the
increase in the particle flux in the present study due to smaller D
is almost equal to the decrease in the flux due to the steeper source
index. Because of these two almost equal and opposite effects, we
can still explain the spectral hardening of helium with an injection
efficiency very close to that used in Paper I. For protons, we need
an injection efficiency of 17.5% in the present study, which is ap-
proximately twice the value obtained in Paper I. This difference is
because of the lower proton background in the present study at en-
ergies above ∼ 1 TeV as compared to the background in Paper I.
For helium, the background does not differ too much at TeV ener-
gies in the two studies.

Another difference results from the difference in the cosmic-
ray escape parameter and the diffusion index. A smaller α produces
a sharper low-energy cut-off and a larger δ leads to a steeper fall-
off in the high-energy spectrum from a nearby source. In Paper I,
where we took α = 2.2 and δ = 0.6, this led to sharper peaks
in the individual contributions of the nearby remnants, thereby re-
sulted into stronger structures in the resultant total spectrum. In the
present study, the slightly larger value of α = 2.4 and the smaller
value of δ = 0.54 produce broader peaks in the individual contri-
butions leading to weaker structures in the overall total spectrum.

9 DISCUSSION

We have shown that the spectral hardening of cosmic rays at TeV
energies recently observed by the ATIC, CREAM, and PAMELA
experiments can be due to nearby supernova remnants. Consider-
ing that cosmic rays escape from supernova remnants in an energy-
dependent manner, we also show that heavier elements should ex-
hibit spectral hardening at relatively lower energies/nucleon with
respect to protons, and that the hardening might not continue up to
very high energies. These results also seem to agree with the mea-
sured data.

In general, the results obtained in this paper agree very well
with those presented in Paper I. Our present study involves a de-
tailed calculation of the background cosmic rays unlike in Paper I,
and also follow a consistent treatment of the cosmic-ray source
spectrum for the background and the nearby sources. Our results
are found to be consistent with the observed data over a wide range
in energy from 1 GeV/n to ∼ 105 GeV/n for a reasonable set of
model parameters. Our calculation requires a supernova explosion
rate of ∼ 1 per century in the Galaxy, and cosmic-ray injection ef-
ficiencies of fP = 17.5% for protons, fHe = 1.75% for helium
nuclei which is exactly 10% of the proton value, fC(O) = 0.063%
for carbon and oxygen, and fFe = 0.011% for iron. The re-
quired source index for protons is ΓP = 2.27 and for helium nu-
clei, ΓHe = 2.21. For carbon, oxygen and iron, we determined
the same source index of 2.31. The required source indices of
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G. Bernard et al.: TeV cosmic-ray proton and helium spectra

model K0 [kpc2/yr] � L [kpc] Vc [kpc/yr] q0p
⇥
GeV�1

⇤
q0He

⇥
(GeV/n)�1

⇤

A 2.4⇥ 10�9 0.85 1.5 1.38⇥ 10�8 1.17⇥ 1052 3.22⇥ 1051

B 2.4⇥ 10�9 0.85 1.5 1.38⇥ 10�8 0.53⇥ 1052 1.06⇥ 1051

MED 1.12⇥ 10�9 0.7 4 1.23⇥ 10�8 15.8⇥ 1051 3.14⇥ 1051

model ↵p + � ↵He + � ⌫ [century�1] H injection He injection �2/dof
A 2.9 2.8 0.8 0.19 0.05 0.61
B 2.85 2.7 1.4 0.12 0.07 1.09

MED 2.85 2.7 0.8 0.148 0.07 1.3

Table 1. Sets of CR injection and propagation parameters discussed in the text.
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Fig. 1. Proton (upper curve) and helium (lower curve)
spectra in the range extending from 50 GeV/nuc to
100 TeV/nuc, for the propagation parameters of model A
(see Table 1), giving the best fit to the PAMELA (Adriani
et al. 2011) and CREAM (Ahn et al. 2010) data : super-
novae explosion rate � = 0.8 century�1. Solid lines show
the total flux, short-dashed lines show the flux due to the
sources of the catalog, and the long-dashed curve the flux
due to the rest of the sources.

The average supernova explosion rate per century is de-
noted by �. The results of the fits to the proton and helium
spectra are gauged by the total reduced chi-square ⇥2

red (see
Table 1).

3. Discussion of the results.

This excellent agreement makes us confident that the pro-
ton and helium anomaly can actually be explained by exist-
ing local sources which have been extracted from SNR and
pulsar surveys. The model which we have presented here
is quite simple. Refining it is beyond the scope of this pa-
per. Some directions can nevertheless be given in order to
improve the solution which we have just sketched. To com-
mence, the best fits are obtained for a rather small value
of the magnetic halo thickness L. This trend can be un-
derstood as follows. As already explained, the thinner the
magnetic halo, the smaller the number N of sources which
contribute to the total signal and the larger the injection
rate q of individual sources. The contributions �cat and
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� = 0.8 century�1 and � = 1.4 century�1.
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�̄loc from the local region are no longer swamped in the
total flux when L is small. This may be a problem as re-

4

+ Easily allows for a hadronic origin of the e+ excess    
- “breaking” a link, loses predictivity                               
- how likely is such a configuration? (Not estimated)
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MNRAS 435, 2532 (2013) [1304.1400]
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Figure 6. Proton (×E2.75, top) and helium (×E2.7, bottom) energy spec-
tra. Data: CREAM (Yoon et al. 2011), ATIC (Panov et al. 2007), PAMELA
(Adriani et al. 2011), and AMS (Alcaraz et al. 2000; Aguilar et al. 2002).
Thick-dashed line: Background spectrum. Thin-solid line: Total nearby
component. Thick-solid line: Total nearby plus background. Thin-dashed
lines: Dominant nearby supernova remnants.

Table 2. Source spectral indices Γ and injection efficiencies f for the vari-
ous cosmic-ray nuclei considered in our study.

Nuclei Γ f (×1049 ergs)

Proton 2.27 17.5

Helium 2.21 1.75

Carbon 2.31 0.063

Oxygen 2.31 0.063

Iron 2.31 0.011

background spectrum is steeper in the present case. At high en-
ergies, the proton background follows a spectral index of 2.82 and
the helium background has an index of 2.75. To be compared, the
background indices were obtained as 2.75 and 2.68 respectively
in Paper I. It may be recalled that in Paper I, the backgrounds were
obtained by fitting the measured spectra between (20−200)GeV/n
and their consistency with the low energy data below ∼ 20 GeV/n
was not checked. From Figure 6, it can be noticed that the back-
ground adopted in the present study agrees nicely (in fact, even
better when the small local component has been added) with the
data down to 1 GeV/n.

Second, in Paper I, the source index for the nearby sources
were obtained as (Γb− δ), where Γb is the background index and δ

is the diffusion index. So, for the proton background of Γb = 2.75
and δ = 0.6 adopted in Paper I, the source index was found to be
2.15. This is flatter than the proton source index of 2.27 adopted in
the present study. Adopting a steeper source index suppresses the
contribution from nearby sources at high energies. For the same
amount of total energy injected into protons, a source with an in-
dex of 2.27 produces∼ 1.8 times less number of source particles at
∼ 10 TeV than a source with an index of 2.15. A similar difference
is also expected in the case of helium. On the other hand, taking a
smaller value of D enhances the flux from a nearby source. This
is clear from the discussion on Eq. (8), given in section 3 which
showed that at very high energies, the particle spectrum depends
onD as N ∝ D−3/2. After detailed investigation, we find that the
increase in the particle flux in the present study due to smaller D
is almost equal to the decrease in the flux due to the steeper source
index. Because of these two almost equal and opposite effects, we
can still explain the spectral hardening of helium with an injection
efficiency very close to that used in Paper I. For protons, we need
an injection efficiency of 17.5% in the present study, which is ap-
proximately twice the value obtained in Paper I. This difference is
because of the lower proton background in the present study at en-
ergies above ∼ 1 TeV as compared to the background in Paper I.
For helium, the background does not differ too much at TeV ener-
gies in the two studies.

Another difference results from the difference in the cosmic-
ray escape parameter and the diffusion index. A smaller α produces
a sharper low-energy cut-off and a larger δ leads to a steeper fall-
off in the high-energy spectrum from a nearby source. In Paper I,
where we took α = 2.2 and δ = 0.6, this led to sharper peaks
in the individual contributions of the nearby remnants, thereby re-
sulted into stronger structures in the resultant total spectrum. In the
present study, the slightly larger value of α = 2.4 and the smaller
value of δ = 0.54 produce broader peaks in the individual contri-
butions leading to weaker structures in the overall total spectrum.

9 DISCUSSION

We have shown that the spectral hardening of cosmic rays at TeV
energies recently observed by the ATIC, CREAM, and PAMELA
experiments can be due to nearby supernova remnants. Consider-
ing that cosmic rays escape from supernova remnants in an energy-
dependent manner, we also show that heavier elements should ex-
hibit spectral hardening at relatively lower energies/nucleon with
respect to protons, and that the hardening might not continue up to
very high energies. These results also seem to agree with the mea-
sured data.

In general, the results obtained in this paper agree very well
with those presented in Paper I. Our present study involves a de-
tailed calculation of the background cosmic rays unlike in Paper I,
and also follow a consistent treatment of the cosmic-ray source
spectrum for the background and the nearby sources. Our results
are found to be consistent with the observed data over a wide range
in energy from 1 GeV/n to ∼ 105 GeV/n for a reasonable set of
model parameters. Our calculation requires a supernova explosion
rate of ∼ 1 per century in the Galaxy, and cosmic-ray injection ef-
ficiencies of fP = 17.5% for protons, fHe = 1.75% for helium
nuclei which is exactly 10% of the proton value, fC(O) = 0.063%
for carbon and oxygen, and fFe = 0.011% for iron. The re-
quired source index for protons is ΓP = 2.27 and for helium nu-
clei, ΓHe = 2.21. For carbon, oxygen and iron, we determined
the same source index of 2.31. The required source indices of
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FIG. 1.— Energy spectrum of CR positrons multiplied by E3. The three
models of Mertsch & Sarkar (2014) (lines) are compared with the new data
from AMS (Aguilar et al. 2014).

βK0(R/R0)δ, spatially homogeneous, where K0 expresses
its normalization at R0 ≡ 4GV. We solve Eq. 5 for all nu-
clei (from Fe to H) after assuming stationarity (∂N/∂t = 0),
boundary conditions (N(±L) ≡ 0), and continuity condi-
tion across the disc. The differential fluxes at Earth are given
by φ(E) = βc

4πN0(E), where N0, evaluated at z = 0, is of

the type N0 ≈ S
(

K
hL + Γ̃inel

)−1
. The quantities N , K , S

and Γ̃ depend on energy or rigidity too. To account for the
solar modulation, we employ the force-field approximation
(Gleeson & Axford 1968) using the parameter Φ = 500MV
for a medium-level modulation strength.

3. RESULTS AND DISCUSSION
There are many parameters that determine the OSNR

source spectra. We follow the benchmark model of
Mertsch & Sarkar (2014), that provides good fits to the AMS
leptonic data, assuming that the bulk of the e± flux is pro-
duced by this type of OSNRs. All relevant parame-

TABLE 1
SOURCE AND TRANSPORT PARAMETER SETS.

OSNR parameters Propagation parameters
u1 5×107 cm s−1 K0 0.1 kpc2Myr−1

B / κB 1µG / 16 δ 0.50
αH /αZ>1 4.65/4.55 L 5 kpc

n1 2 cm−3 h 0.1 kpc
Rmax 1 TV nism 1 cm−3

τ snr 50 kyr Φ 0.5GV

ters are listed in Tab. 1. In particular we adopt B = 1µG,
Rmax = 1TV, κB = 16, and u1 = 5× 107 cm s−1, where
κB parametrizes the deviation of D(p) from the Bohm
value due to magnetic damping. These values are typi-
cal for SNRs at their late evolutionary stages. The au-
thors in Mertsch & Sarkar (2014) considered also scenar-
ios with higher values of Rmax, fixed at 3 TV and 10 TV,
which can in principle discriminated with e+ data at higher
energy. In Fig. 1 we compare these predictions with the
new high-energy data released by AMS (Accardo et al. 2014;
Aguilar et al. 2014). The data suggest that models with high
Rmax (∼ 10TV or higher) are disfavored. We also note that
the value Rmax= 1TV is consistent with the naive estimate
made from equating Γacc with 1/τ snr. At this point it is clear
that a pure OSNR scenario, which describes well the ∼GV
- TV observations, cannot account for the CR hadronic flux
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The data are from PAMELA (Adriani et al. 2011), ATIC-2 (Panov et al.
2009) and CREAM (Yoon et al. 2010).

observed at ∼TV - PV rigidities. This is also the rigidity re-
gion where the spectra are found to be harder. This considera-
tion motivated us to introduce a second component for the CR
hadron spectra at high energies, i.e., the GSNR component,
representing the large-scale population of distant SNRs. Typ-
ical parameters for GSNRs with strong shock and amplified
magnetic fields are u1 ∼ 109 cm s−1, B/κB ∼ 100µG, and
Rmax ∼ 5 PV. It is easy to see that, from these values, GSNRs
are unable to produce and accelerate secondary e± or Li-Be-
B. Furthermore, the resulting CR spectra are totally insensi-
tive to their exact values (and to the type of diffusion) so that
the only relevant GSNR parameters are the source spectral in-
dices. For both components, OSNR and GSNR, the slope α
and theirnor normalization are chosen to match the data on
primary spectra after propagation. The source parameter α
is degenerated with the transport parameter δ, but the latter
can been tested against the B/C ratio. As in Mertsch & Sarkar
(2014) and related works, for Z = 1 we use a source spectral
index steeper by 0.1 compared to that of heavier nuclei. This
is a known issue, possibly ascribed to an A/Z–dependent in-
jection efficiency in SNR shocks (Malkov et al. 2012). The
relative source abundances are those adopted from previous
studies (Tomassetti 2012; Tomassetti & Donato 2012) and we
use the same values for the two SNR components. The con-
tributions of the two components, determined from the data,
are taken as 85% for the OSNR and 15% for the GSNR flux
at 1GeV/n, for all elements. Leptonic spectra from GSNR
are expected not to contribute significantly to the high-energy
flux, which is the case if these sources are placed at distances
d ! kpc (Delahaye et al. 2010). The data at !TeV energies
require the GSNR spectra to be harder than those from the
OSNR: we adopt αH = 4.1 and αZ>1 = 4.0. This is in fact
encouraging, because the basic DSA predictions, supported
by γ–ray observations of young SNRs, favor α ∼ 4.0 – 4.2
(Blasi 2013). With this setup, in Fig. 2 we plot the model
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2ND ANOMALY: NON-UNIVERSALITY
Above O(10) GeV/n, He spectrum ~0.1 harder than the p one

CREAM (filled circles), ATIC-2 (diamonds), CAPRICE94 (upward triangles), CAPRICE98 
(downward triangles), LEAP (open circles), JACEE (stars), and RUNJOB (crosses)

ATIC-2 (Panov, A. D., et al. 2009, Bull. Russ. Acad. Sci. Phys, 73, 564) and CREAM (Y. S. Yoon et al. 2011 ApJ 728 122)

as well older experiments already offering strong indications in that sense...
The Astrophysical Journal, 728:122 (8pp), 2011 February 20 Yoon et al.
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Figure 3. CREAM proton and helium differential F lux·E2.75 in GeV nucleon−1

at the top of the atmosphere. The CREAM proton and helium spectra (filled
circles) are shown together with previous measurements: BESS (squares),
CAPRICE98 (downward triangles), AMS (open circles), ATIC-2 (diamonds),
JACEE (stars), and RUNJOB (crosses). The lines represent power-law fits with
spectral indices of −2.66 ± 0.02 for protons and −2.58 ± 0.02 for helium
nuclei, respectively.

The proton to helium ratio as a function of energy provides
insight into whether the proton and helium spectra have the
same spectral index. This has long been a tantalizing question,
mainly because of the limited energy range individual experi-
ments could cover. The ratio from the first CREAM flight pro-
vides a much needed higher energy, low-statistical uncertainty,
measurement. The ratio is compared with previous measure-
ments in Figure 4: ATIC-2, CAPRICE94 (Boezio et al. 1999),
CAPRICE98, JACEE (Asakimori et al. 1993b), LEAP (Seo et al.
1991), and RUNJOB. The CREAM ratios are consistent with
JACEE where its measurement energy range overlaps. The mea-
sured CREAM ratio at the top of the atmosphere is on average
9.1 ± 0.5 for the range from 2.5 TeV nucleon−1 to 63 TeV
nucleon−1, which is significantly lower than the ratio of ∼20
obtained from the lower-energy measurements.

5. DISCUSSION AND CONCLUSION

The energy spectra of primary cosmic rays are known with
good precision up to energies around 1011 eV, where magnetic
spectrometers have been able to carry out such measurements.
Above this energy the composition and energy spectra are not
accurately known, although there have been some pioneering
measurements (Müller et al. 1991; Asakimori et al. 1998;
Apanasenko et al. 2001). The collecting power of CREAM
is about a factor of two larger than that of ATIC for protons
and helium nuclei and, considering the much larger geometry
factor of the TRD, about a factor of 10 larger for heavier nuclei.
TRACER has a larger geometry factor than CREAM, but a
smaller dynamic charge range (Z = 8–26) was reported for its
10 day Antarctic flight. Although its dynamic charge range was
improved to Z = 3–26 for its ∼4 day flight from Sweden to
Canada in 2006, it is still insensitive to protons and helium
nuclei.

The CREAM payload maintained a high altitude, correspond-
ing to an atmospheric overburden of 3.9 g cm−2 for vertically
incident particles. That implies about 6.8 g cm−2 at the maxi-
mum acceptance angle for this analysis, which is the smallest
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Figure 4. Ratio of protons to helium nuclei as a function of energy in
GeV nucleon−1. The CREAM (filled circles) ratio of proton to helium is
compared with previous measurements: ATIC-2 (diamonds), CAPRICE94
(upward triangles), CAPRICE98 (downward triangles), LEAP (open circles),
JACEE (stars), and RUNJOB (crosses).

among comparable experiments. For example, the average ver-
tical depth for RUNJOB was more than twice that of CREAM,
due to its low flight altitude. Considering the RUNJOB accep-
tance of particles at large zenith angles, its effective atmospheric
depth was as large as 50 g cm−2. For that depth, large corrections
are required to account for the fact that 41% of protons would
have interacted before reaching the detector.

The CREAM calorimeter is much deeper than either that of
JACEE or RUNJOB, so it provides better energy measurements.
CREAM also has excellent charge resolution, sufficient to
clearly identify individual nuclei, whereas JACEE and RUNJOB
reported elemental groups. Our observation did not confirm a
softer spectrum of protons above 2 TeV reported by Grigorov
et al. (1970) or a bend around 40 TeV (Asakimori et al.
1993a). An increase in the flux of helium relative to protons
could be interpreted as evidence for two different types of
sources for protons and helium nuclei as proposed by Biermann
(1993). The observed harder spectra compared to prior low-
energy measurements may require a significant modification
of conventional acceleration and propagation models, with
significant impact for the interpretation of other experimental
observations.

The CREAM experiment was planned for Ultra Long Du-
ration Balloon (ULDB) flights lasting about 100 days with
super-pressure balloons. While waiting for development of
these exceptionally long flights, the CREAM instrument has
flown five times on LDB flights in Antarctica. It should be
noted that a 7 million cubic foot (∼0.2 million cubic meters)
super-pressure balloon was flown successfully for 54 days dur-
ing the 2008–2009 austral summer season. As ULDB flights
become available for large science payloads, long-duration ex-
posures can be achieved faster and more efficiently with reduced
payload refurbishment and launch efforts. Whatever the flight
duration, data from each flight reduces the statistical uncertain-
ties and extends the reach of measurements to energies higher
than previously possible.

This work was supported in the U.S. by NASA grants
NNX07AN54H, NNX08AC11G, NNX08AC15G,
NNX08AC16G, and their predecessor grants, in Italy by INFN,
and in Korea by the Creative Research Initiatives of MEST/
NRF. The authors wish to acknowledge NASA/WFF for
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NON-UNIVERSALITY, CONT’D
Confidence grew stronger after PAMELA. 

By now, conclusively established:                                    

 Almost uncontroversial, several 
experiments in agreement!
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Figure 3: Ratio of the flux between proton and helium data of PAMELA vs. Rigidity. The
shaded area represents the estimated systematic uncertainty. Lines show the fit using one single
power law (describing the difference of the two spectral indices), the Galprop (25) and Zatsepin
models with the original values of the paper (26) and fitted to the data. Details of the models
are presented in Tables S1, S2.

low as 5 GV (green line in Fig. 3). For rigidities R >> φ, the ratio of the two species is

independent of the solar modulation parameter and allows ∆γ for the interstellar spectrum to

be measured in the rigidity range 5-30 GV, where solar modulation effects dominate. Previous

measurements (14–17, 19) did not have the statistical and systematic precision to demonstrate

this decrease in the ratio.

Secondly, as seen in Fig. 4, the PAMELA data show clear deviations from a single power

law model:

The spectrum of protons gradually softens in the rigidity range 30-230 GV. In the rigid-

ity range 30-80 GV, γR
30−80 GV,p = 2.801 ± 0.007 (stat) ± 0.002 (syst), which is lower than

the value fitted between 80-230 GV: γR
80−230 GV,p = 2.850 ± 0.015(stat) ± 0.004(syst). In

the case of helium, γR
30−80 GV,He = 2.71 ± 0.01 (stat) ± 0.002 (syst), which is lower than

γR
80−230 GV,He = 2.77 ± 0.03(stat) ± 0.004(syst). We applied Fisher’s and Student’s t-tests to

the single power law hypothesis in the range 30-230 GV for both protons and helium (see Sec-

tion 5 of the Supporting Online Material (SOM (27)) for details). This hypothesis is rejected at
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Fig. 11.— Proton/helium flux ratios measured by
BESS-Polar I and BESS-Polar II (with protons re-
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PAMELA (Adriani et al. 2011) and a preliminary
AMS-02 ratio (Haino 2015) are also shown. Above
10 GV the two BESS-Polar ratios agree but the
PAMELA ratio is consistently higher and has a
steeper dependence on R.

mum are very similar. As would be expected, the
low-energy PAMELA proton spectrum from 2006,
prior to solar minimum falls below BESS-Polar II
or PAMELA in 2007, and the PAMELA results
from 2008 and 2009 during the deepest solar min-
imum are higher. The BESS and BESS-Polar mea-
surements of antiprotons and protons, which differ
only in charge-sign and interstellar spectral shape,
provide an excellent test case for charge-sign de-
pendent solar modulation (Asaoka et al. 2002). A
full discussion solar modulation and of the impli-
cations of the BESS results is beyond the scope of
the present paper.
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at the time of writing and is omitted.

8.3. Proton-to-Helium Ratio

Comparing the spectra of protons and helium
gives important information on the sources and
acceleration of the light cosmic-rays and a test of
cosmic-ray origin and propagation models. The
measured power-law indices of protons and he-
lium, given above, are slightly different. This is
most easily shown in R space because our mea-
surements for both species reach 160 GV. The
measured proton/helium flux ratios in R from
BESS-Polar I and BESS-Polar II, with protons re-
binned to match helium, are shown in Figure 11
and compared to PAMELA (Adriani et al. 2011)
data and with preliminary AMS-02 results (Haino

15

K. Abe et al., [BESS-Polar Collab.], 
arXiv:1506.01267 

(Preliminary results presented by 
S. Haino, 2015, AMS Days at CERN (2015))



NON-UNIVERSALITY, CONT’D
Confidence grew stronger after PAMELA. 

By now, conclusively established:                                    

 Almost uncontroversial, several 
experiments in agreement!
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Figure 3: Ratio of the flux between proton and helium data of PAMELA vs. Rigidity. The
shaded area represents the estimated systematic uncertainty. Lines show the fit using one single
power law (describing the difference of the two spectral indices), the Galprop (25) and Zatsepin
models with the original values of the paper (26) and fitted to the data. Details of the models
are presented in Tables S1, S2.
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Comparing the spectra of protons and helium
gives important information on the sources and
acceleration of the light cosmic-rays and a test of
cosmic-ray origin and propagation models. The
measured power-law indices of protons and he-
lium, given above, are slightly different. This is
most easily shown in R space because our mea-
surements for both species reach 160 GV. The
measured proton/helium flux ratios in R from
BESS-Polar I and BESS-Polar II, with protons re-
binned to match helium, are shown in Figure 11
and compared to PAMELA (Adriani et al. 2011)
data and with preliminary AMS-02 results (Haino
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at high-E, harder He spectrum seems to be 
shared by heavier nuclei (strong hints e.g. from 

CREAM, being confirmed by AMS-02?)



THE PUZZLE & POSSIBLE SOLUTIONS
Usual acceleration & diffusive propagation mechanisms respond to 
rigidity: should be composition-blind in the ultra-relativistic regime

• Non-e.m. effects in propagation (spallation?)
A. E. Vladimirov et al.  ApJ  752, 68 (2012)

• Different sources/sites
Requires special conditions (e.g. break should be propagation-induced to 
explain universality, in He/metals accelerators need to suppress p one & vice versa...)

• Linked to the “natural” evolution of Mach number, ℳ, within DSA:
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Proton-Helium Spectral Anomaly as a Signature of Cosmic Ray Accelerator
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The much-anticipated proof of cosmic ray (CR) acceleration in supernova remnants
(SNR) must hinge on full consistency of acceleration theory with the observations; direct
proof is impossible because of the orbit scrambling of CR particles. The recent ATIC,
CREAM and PAMELA experiments indicated deviations between helium and proton CR
spectra deemed inconsistent with the theory, since the latter does not differentiate between
elements of ultrarelativistic rigidity. By considering an initial (injection-) phase of the diffu-
sive shock acceleration (DSA), where elemental similarity does not apply, we demonstrate
that the spectral difference is, in fact, a unique signature of the DSA. Collisionless plasma
SNR shocks inject more He2+relative to protons when they are stronger and so produce
harder helium spectra. The injection bias is due to Alfven waves driven by the more abun-
dant protons, so the He2+ ions are harder to trap by these waves because of the larger gyro-
radii. By fitting the p/He ratio to the PAMELA data, we bolster the DSA-case for resolving
the century-old mystery of CR origin.

Cosmic rays (CR), discovered in 1912 [1],
are subatomic charged particles with a power-
law energy spectrum extended up to ∼ 1020eV.
At least to ∼ 1015eV, they are commonly be-
lieved to be accelerated by diffusive shock
acceleration (DSA, or Fermi-I [2–6]) mecha-
nism, operating in supernova remnant (SNR)
shocks (see [7, 8] for a review). Recent pre-
cise measurements of proton and He2+ spec-
tra by PAMELA spacecraft [9] indicate a small
but significant difference between the two,
confirming earlier results of ATIC [10] and
CREAM [11, 12]. Since the DSA is electro-
magnetic in nature and accelerates all ultrarela-
tivistic species with equal rigidities alike, it was
claimed inconsistent with this difference.

Indeed, at the basic level the DSA mecha-
nism predicts a power-law momentum distribu-
tion ∝ p−q for the accelerated CR, where the
index q depends on the shock Mach number
q= 4/

(

1−M−2). Therefore, q≈ 4−4.1 seems
to be rigorous for strong shocks (M ≫ 1). At
the same time, the subsequent escape from the
Galaxy, partial escape of CR from the shock in
the course of acceleration, and back-reaction of
accelerated particles on the shock structure, in-
troduce deviations of observed spectra from the

above power law. Uncertainties in these correc-
tions, not so much in the measurements, prevent
validation of the DSA as the mechanism for the
CR production in the Galaxy.

Nevertheless, there is one fundamental prop-
erty of this mechanism that can be tested inde-
pendently from the above uncertainties. It is
seen from the equations of particle motion in
electric and magnetic fields E and B, written for
the rigidity of CR nucleus R⃗ = pc/eZ, where p
is the momentum and Z is the charge number:

1
c
dR⃗
dt

= E(r, t)+
R⃗×B(r, t)
√

R2
0 +R2

, (1)

1
c
dr
dt

=
R⃗

√

R2
0 +R2

. (2)

Here R0 = Ampc2/Ze, with A being the atomic
number. These equations show that if protons
and He2+ ions enter the acceleration at R ≫
R0 in a certain proportion Np/NHe, this ratio
is maintained in course of acceleration and the
rigidity spectra are identical. Moreover, if the
both species leave (escape) the accelerator and
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The much-anticipated proof of cosmic ray (CR) acceleration in supernova remnants
(SNR) must hinge on full consistency of acceleration theory with the observations; direct
proof is impossible because of the orbit scrambling of CR particles. The recent ATIC,
CREAM and PAMELA experiments indicated deviations between helium and proton CR
spectra deemed inconsistent with the theory, since the latter does not differentiate between
elements of ultrarelativistic rigidity. By considering an initial (injection-) phase of the diffu-
sive shock acceleration (DSA), where elemental similarity does not apply, we demonstrate
that the spectral difference is, in fact, a unique signature of the DSA. Collisionless plasma
SNR shocks inject more He2+relative to protons when they are stronger and so produce
harder helium spectra. The injection bias is due to Alfven waves driven by the more abun-
dant protons, so the He2+ ions are harder to trap by these waves because of the larger gyro-
radii. By fitting the p/He ratio to the PAMELA data, we bolster the DSA-case for resolving
the century-old mystery of CR origin.

Cosmic rays (CR), discovered in 1912 [1],
are subatomic charged particles with a power-
law energy spectrum extended up to ∼ 1020eV.
At least to ∼ 1015eV, they are commonly be-
lieved to be accelerated by diffusive shock
acceleration (DSA, or Fermi-I [2–6]) mecha-
nism, operating in supernova remnant (SNR)
shocks (see [7, 8] for a review). Recent pre-
cise measurements of proton and He2+ spec-
tra by PAMELA spacecraft [9] indicate a small
but significant difference between the two,
confirming earlier results of ATIC [10] and
CREAM [11, 12]. Since the DSA is electro-
magnetic in nature and accelerates all ultrarela-
tivistic species with equal rigidities alike, it was
claimed inconsistent with this difference.

Indeed, at the basic level the DSA mecha-
nism predicts a power-law momentum distribu-
tion ∝ p−q for the accelerated CR, where the
index q depends on the shock Mach number
q= 4/

(

1−M−2). Therefore, q≈ 4−4.1 seems
to be rigorous for strong shocks (M ≫ 1). At
the same time, the subsequent escape from the
Galaxy, partial escape of CR from the shock in
the course of acceleration, and back-reaction of
accelerated particles on the shock structure, in-
troduce deviations of observed spectra from the

above power law. Uncertainties in these correc-
tions, not so much in the measurements, prevent
validation of the DSA as the mechanism for the
CR production in the Galaxy.

Nevertheless, there is one fundamental prop-
erty of this mechanism that can be tested inde-
pendently from the above uncertainties. It is
seen from the equations of particle motion in
electric and magnetic fields E and B, written for
the rigidity of CR nucleus R⃗ = pc/eZ, where p
is the momentum and Z is the charge number:

1
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dR⃗
dt

= E(r, t)+
R⃗×B(r, t)
√
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, (1)
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. (2)

Here R0 = Ampc2/Ze, with A being the atomic
number. These equations show that if protons
and He2+ ions enter the acceleration at R ≫
R0 in a certain proportion Np/NHe, this ratio
is maintained in course of acceleration and the
rigidity spectra are identical. Moreover, if the
both species leave (escape) the accelerator and
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The much-anticipated proof of cosmic ray (CR) acceleration in supernova remnants
(SNR) must hinge on full consistency of acceleration theory with the observations; direct
proof is impossible because of the orbit scrambling of CR particles. The recent ATIC,
CREAM and PAMELA experiments indicated deviations between helium and proton CR
spectra deemed inconsistent with the theory, since the latter does not differentiate between
elements of ultrarelativistic rigidity. By considering an initial (injection-) phase of the diffu-
sive shock acceleration (DSA), where elemental similarity does not apply, we demonstrate
that the spectral difference is, in fact, a unique signature of the DSA. Collisionless plasma
SNR shocks inject more He2+relative to protons when they are stronger and so produce
harder helium spectra. The injection bias is due to Alfven waves driven by the more abun-
dant protons, so the He2+ ions are harder to trap by these waves because of the larger gyro-
radii. By fitting the p/He ratio to the PAMELA data, we bolster the DSA-case for resolving
the century-old mystery of CR origin.

Cosmic rays (CR), discovered in 1912 [1],
are subatomic charged particles with a power-
law energy spectrum extended up to ∼ 1020eV.
At least to ∼ 1015eV, they are commonly be-
lieved to be accelerated by diffusive shock
acceleration (DSA, or Fermi-I [2–6]) mecha-
nism, operating in supernova remnant (SNR)
shocks (see [7, 8] for a review). Recent pre-
cise measurements of proton and He2+ spec-
tra by PAMELA spacecraft [9] indicate a small
but significant difference between the two,
confirming earlier results of ATIC [10] and
CREAM [11, 12]. Since the DSA is electro-
magnetic in nature and accelerates all ultrarela-
tivistic species with equal rigidities alike, it was
claimed inconsistent with this difference.

Indeed, at the basic level the DSA mecha-
nism predicts a power-law momentum distribu-
tion ∝ p−q for the accelerated CR, where the
index q depends on the shock Mach number
q= 4/

(

1−M−2). Therefore, q≈ 4−4.1 seems
to be rigorous for strong shocks (M ≫ 1). At
the same time, the subsequent escape from the
Galaxy, partial escape of CR from the shock in
the course of acceleration, and back-reaction of
accelerated particles on the shock structure, in-
troduce deviations of observed spectra from the

above power law. Uncertainties in these correc-
tions, not so much in the measurements, prevent
validation of the DSA as the mechanism for the
CR production in the Galaxy.

Nevertheless, there is one fundamental prop-
erty of this mechanism that can be tested inde-
pendently from the above uncertainties. It is
seen from the equations of particle motion in
electric and magnetic fields E and B, written for
the rigidity of CR nucleus R⃗ = pc/eZ, where p
is the momentum and Z is the charge number:

1
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dR⃗
dt

= E(r, t)+
R⃗×B(r, t)
√
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0 +R2

, (1)

1
c
dr
dt

=
R⃗

√
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. (2)

Here R0 = Ampc2/Ze, with A being the atomic
number. These equations show that if protons
and He2+ ions enter the acceleration at R ≫
R0 in a certain proportion Np/NHe, this ratio
is maintained in course of acceleration and the
rigidity spectra are identical. Moreover, if the
both species leave (escape) the accelerator and

Some solutions proposed (and a few challenges!)

 V. I. Zatsepin, N. V. Sokolskaya,  
A&A 458, 1 (2006)

Does not seem consistent with parameters for B/C or anti-p

P. Blasi, E. Amato, JCAP 1201, 010 (2012)

For some reason, He mostly accelerated “early on” (ℳ>>1) p’s “later” (ℳ is relatively low)

what is this reason?



PREFERENTIAL “LATE” P ACCELERATION

  M. A. Malkov, P. H. Diamond, R. Z. Sagdeev,
  PRL 108, 081104 (2012)

• Related to the efficiency of injection in the acceleration cycle

Alfven waves ~ frozen with the shock, dominated by p. At same Vs (Mach 
velocity) He++ have twice the p gyroradius, more likely to return upstream, 
more efficiently accelerated. Both p and He efficiency declines with M, but 
faster decline for p. expected ⇒ softer spectrum

• Variable (ionized) He/p concentration in medium swept by shocks

Y. Ohira and K. Ioka, 
 ApJ 729, L13 (2011)

older/weaker shocks propagate in medium where more He is 
neutral than in strongly ionized environment of young remnant

L. O. Drury, MNRAS 415, 1807 (2011)

e.g. argued to match environment in superbubbles Y. Ohira, N. Kawanaka and K. Ioka,
 arXiv:1506.01196

(Some) possible reasons

No “standard theory” for this, further complications due to role of partially ionized atoms (see e.g. G. Morlino, MNRAS 
412, 2333–2344 (2011)), and role of grains of dust (D. Ellison, L. Drury and J. Meyer,  ApJ  487, 197 (1997) …)

caused by time-dependent ionization state?

“just” reflecting the chemical environment in the sources?

A. D. Erlykin and A. W. Wolfendale,  
J. Phys. G 42 (2015) 7,  075201

“spatial” segregation of He vs p
p tend to be in % more abundant “far away” (attained later by the shock) 



TESTING BREAK MODELS
Main diagnostics: from secondaries, notably (but not exclusively!) B/C  

Fragile nuclei such as Li, Be, B… present but in traces in stellar 
astrophysical environments,  while in sizable fractions in CRs:

➡    interpreted as result of spallation of “primary” nuclei, 
accelerated at sources (e.g. SNRs) during the CR diffusive 
propagation in the ISM.

While CR are sensitive to both acceleration and propagation 
effects, the ratio of Secondary/Primary species is used to constrain 
propagation parameters (assumed insensitive to injection)

In short:
1) Source origin for the break: no feature expected in secondaries/primaries 
2) Propagation origin for the break: should reflect in probes of propagation as B/C 
(i.e. secondary spectra should show a more pronounced break than primary ones)

3) Local models like the “myriad” one may even obtain a softening of sec/primary,  
since secondaries are ~ sourced by the “unbroken” average spectrum



TESTING BREAK MODELS: STATUS
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Qualitative hints for propagation effect 
from AMS preliminary Lithium data? 

(Prominent break)

L.  Derome [AMS Collaboration]

AMS days @ CERN, 2015 & ICRC 2015
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B/C preliminary results do not seem to favour 
local source effect, surely inconclusive for 

disentangling propagation vs generic source effects 

A. Oliva [AMS Collaboration]

AMS days @ CERN 2015, & ICRC 2015
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B/C preliminary results do not seem to favour 
local source effect, surely inconclusive for 

disentangling propagation vs generic source effects 

Need O(10%) precision @ 1 TeV/nuc 
for firm conclusion!

A. Oliva [AMS Collaboration]

AMS days @ CERN 2015, & ICRC 2015



SOME DIFFICULTIES

A&A proofs: manuscript no. SelfGen

1968), while the dashed lines are the spectra in the ISM. The
data points are the spectra measured by the Voyager (empty cir-
cles) (Stone et al. 2013), AMS-02 (filled circles) (Aguilar et al.
2015), PAMELA (empty squares) (Adriani 2011) and CREAM
(filled squares) (Yoon et al. 2011). Figs. 1 and 2 show several
interesting aspects: 1) both the spectra of protons and helium nu-
clei show a pronounced change of slope at few hundred GeV/n,
where self-generation of waves becomes less important than pre-
existing turbulence (in fact, the change of slope takes place in
rigidity). 2) We confirm that injecting He with a slightly harder
spectrum with respect to protons (p−4.15 versus p−4.2) improves
the fit to the data. 3) The spectra calculated to optimise the fit to
the AMS-02 and PAMELA data is in excellent agreement with
the Voyager data (see dashed lines). This is all but trivial: in our
model, at sufficiently low energies (below ∼ 10 GeV/n), particle
transport is dominated by advection (at the Alfén speed) with
self-generated waves rather than diffusion. This reflects into a
weak energy dependence of the propagated spectra that is ex-
actly what Voyager measured (see also (Potgieter 2013)). 4) At
low energies, the agreement of the predicted spectra with those
measured by Voyager is actually better than the agreement with
the modulated spectra, as observed with AMS–02; this suggests
that probably the prescriptions used to describe solar modula-
tion are somewhat oversimplified, either when applied to data
collected over extended periods of time, when the effective solar
potential may change appreciably, or because of intrinsic limita-
tions of the force-field approximation.

For each heavier nucleus, we assume the same injected spec-
tral shape in rigidity as for helium, keeping as only free param-
eter the normalization, chosen to match the data. In Fig. 3 we il-
lustrate the prediction for Carbon nuclei (which is also a needed
ingredient to compute the B/C ratio), compared with data by
PAMELA and CREAM, as well as preliminary data by AMS-
02. The free normalization is chosen to match more closely the
AMS-02 data. Clearly, the phenomenon of transition from self-
generated to pre-existing waves manifests itself in the transport
of all nuclei, hence we should expect a spectral break at the
same rigidity as for helium and protons. This prediction appears
currently in agreement with Carbon spectrum observations, al-
though it is hard to judge to what extent a break is present in
AMS-02 data alone, giving the growing error bars and the lim-
ited dynamical range at high energy. Note that a break would
appear more prominent if one were to combine PAMELA and
CREAM data, which do seem to differ from AMS-02 data in the
10 to ∼ 200 GeV/n range beyond the reported errors. Definitely,
the forthcoming AMS-02 publication of nuclear fluxes should
help in clarifying the situation.

In Fig. 4 we show the calculated B/C ratio (solid black line)
as compared with data from CREAM (blue squares), PAMELA
(green squares), and the still preliminary ones from AMS-02
(black circles). Even if the injected Carbon flux is normalized
to the preliminary Carbon data reported by AMS-02, the B/C
ratio is still in satisfactory agreement with both PAMELA and
CREAM data, as for our previous result (Aloisio 2013). The
B/C ratio also fits the AMS data up to ∼ 100GeV/n. At higher
energy, the AMS-02 analysis seems to suggest a B/C ratio some-
what higher than our prediction. While its significance is uncer-
tain, given the preliminary nature of AMS data, if this “excess”
is interpreted as physical, it would suggest the presence of an
additional contribution to the grammage traversed by CRs. The
most straightforward possibility to account for such a grammage
is that it may be due to the matter traversed by CRs while es-
caping the source, for instance a SNR. The grammage due to
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Fig. 3. Spectrum of C nuclei as measured by CREAM (blue squares),
PAMELA (green empty squares), and according to preliminary mea-
surements of AMS-02 (black circles), compared with the prediction of
our calculations (lines). The solid line is the flux at the Earth after the
correction due to solar modulation, while the dashed line is the spectrum
in the ISM.
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Fig. 4. B/C ratio as measured by CREAM (blue squares), PAMELA
(green empty squares), and according to preliminary measurements of
AMS-02 (black circles). The black/bottom solid line is the prediction of
our model, while the red/top line has been obtained by adding a source
grammage of 0.15 g cm−2, close to that given by Eq. (10).

confinement inside a SNR can be easily estimated as

XSNR ≈ 1.4rsmpnISMcTSNR ≈ 0.17 g cm−2
nISM
cm−3

TSNR
2 × 104yr

, (10)

where nISM is the density of the interstellar gas upstream of a
SNR shock and rs = 4 is the compression factor at the shock
and TSNR is the duration of the SNR event (or better, the lifetime
“useful” to confine particles up to E ∼TeV/n), assumed here to
be of order twenty thousand years. The factor 1.4 in Eq. (10) has
been introduced to account for the presence of elements heavier
than hydrogen in the target. While Eq. (10) is only a rough es-
timate of the grammage at the source, in that several (in general
energy dependent) factors may affect such an estimate, at least
it provides us with a reasonable benchmark value. The solid red
curve in Fig. 4 shows the result of adding the grammage accu-
mulated by CRs inside the source to the one due to propagation
in the Galaxy. It is clear that by eye it fits better the AMS-02
data at high rigidity, while being also compatible with the older
CREAM data. The forthcoming publication by AMS-02 of the
fluxes of nuclei and secondary to primary ratios should hope-
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1968), while the dashed lines are the spectra in the ISM. The
data points are the spectra measured by the Voyager (empty cir-
cles) (Stone et al. 2013), AMS-02 (filled circles) (Aguilar et al.
2015), PAMELA (empty squares) (Adriani 2011) and CREAM
(filled squares) (Yoon et al. 2011). Figs. 1 and 2 show several
interesting aspects: 1) both the spectra of protons and helium nu-
clei show a pronounced change of slope at few hundred GeV/n,
where self-generation of waves becomes less important than pre-
existing turbulence (in fact, the change of slope takes place in
rigidity). 2) We confirm that injecting He with a slightly harder
spectrum with respect to protons (p−4.15 versus p−4.2) improves
the fit to the data. 3) The spectra calculated to optimise the fit to
the AMS-02 and PAMELA data is in excellent agreement with
the Voyager data (see dashed lines). This is all but trivial: in our
model, at sufficiently low energies (below ∼ 10 GeV/n), particle
transport is dominated by advection (at the Alfén speed) with
self-generated waves rather than diffusion. This reflects into a
weak energy dependence of the propagated spectra that is ex-
actly what Voyager measured (see also (Potgieter 2013)). 4) At
low energies, the agreement of the predicted spectra with those
measured by Voyager is actually better than the agreement with
the modulated spectra, as observed with AMS–02; this suggests
that probably the prescriptions used to describe solar modula-
tion are somewhat oversimplified, either when applied to data
collected over extended periods of time, when the effective solar
potential may change appreciably, or because of intrinsic limita-
tions of the force-field approximation.

For each heavier nucleus, we assume the same injected spec-
tral shape in rigidity as for helium, keeping as only free param-
eter the normalization, chosen to match the data. In Fig. 3 we il-
lustrate the prediction for Carbon nuclei (which is also a needed
ingredient to compute the B/C ratio), compared with data by
PAMELA and CREAM, as well as preliminary data by AMS-
02. The free normalization is chosen to match more closely the
AMS-02 data. Clearly, the phenomenon of transition from self-
generated to pre-existing waves manifests itself in the transport
of all nuclei, hence we should expect a spectral break at the
same rigidity as for helium and protons. This prediction appears
currently in agreement with Carbon spectrum observations, al-
though it is hard to judge to what extent a break is present in
AMS-02 data alone, giving the growing error bars and the lim-
ited dynamical range at high energy. Note that a break would
appear more prominent if one were to combine PAMELA and
CREAM data, which do seem to differ from AMS-02 data in the
10 to ∼ 200 GeV/n range beyond the reported errors. Definitely,
the forthcoming AMS-02 publication of nuclear fluxes should
help in clarifying the situation.

In Fig. 4 we show the calculated B/C ratio (solid black line)
as compared with data from CREAM (blue squares), PAMELA
(green squares), and the still preliminary ones from AMS-02
(black circles). Even if the injected Carbon flux is normalized
to the preliminary Carbon data reported by AMS-02, the B/C
ratio is still in satisfactory agreement with both PAMELA and
CREAM data, as for our previous result (Aloisio 2013). The
B/C ratio also fits the AMS data up to ∼ 100GeV/n. At higher
energy, the AMS-02 analysis seems to suggest a B/C ratio some-
what higher than our prediction. While its significance is uncer-
tain, given the preliminary nature of AMS data, if this “excess”
is interpreted as physical, it would suggest the presence of an
additional contribution to the grammage traversed by CRs. The
most straightforward possibility to account for such a grammage
is that it may be due to the matter traversed by CRs while es-
caping the source, for instance a SNR. The grammage due to

100

101

10-1 100 101 102 103 104

E k
2.

7  J
(E

k)
 (G

eV
1.

7 /(m
2  s

 s
r))

Ek (GeV/n)

carbon

Pamela
CREAM
AMS-02
unmod.

mod.

Fig. 3. Spectrum of C nuclei as measured by CREAM (blue squares),
PAMELA (green empty squares), and according to preliminary mea-
surements of AMS-02 (black circles), compared with the prediction of
our calculations (lines). The solid line is the flux at the Earth after the
correction due to solar modulation, while the dashed line is the spectrum
in the ISM.
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Fig. 4. B/C ratio as measured by CREAM (blue squares), PAMELA
(green empty squares), and according to preliminary measurements of
AMS-02 (black circles). The black/bottom solid line is the prediction of
our model, while the red/top line has been obtained by adding a source
grammage of 0.15 g cm−2, close to that given by Eq. (10).

confinement inside a SNR can be easily estimated as

XSNR ≈ 1.4rsmpnISMcTSNR ≈ 0.17 g cm−2
nISM
cm−3

TSNR
2 × 104yr

, (10)

where nISM is the density of the interstellar gas upstream of a
SNR shock and rs = 4 is the compression factor at the shock
and TSNR is the duration of the SNR event (or better, the lifetime
“useful” to confine particles up to E ∼TeV/n), assumed here to
be of order twenty thousand years. The factor 1.4 in Eq. (10) has
been introduced to account for the presence of elements heavier
than hydrogen in the target. While Eq. (10) is only a rough es-
timate of the grammage at the source, in that several (in general
energy dependent) factors may affect such an estimate, at least
it provides us with a reasonable benchmark value. The solid red
curve in Fig. 4 shows the result of adding the grammage accu-
mulated by CRs inside the source to the one due to propagation
in the Galaxy. It is clear that by eye it fits better the AMS-02
data at high rigidity, while being also compatible with the older
CREAM data. The forthcoming publication by AMS-02 of the
fluxes of nuclei and secondary to primary ratios should hope-
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➡ Models within the same class (source/propagation) largely degenerate within foreseeable sensitivity

➡   “Secondary” production at sources become a major concern (must be taken into account)

Obvious, yet true: Possibility to reduce degeneracies in models where links with additional 
observables are present (multi-messenger approach)

High precision data on secondaries (or sec/prim.) in 
E~0.1-1 TeV/nuc. needed to test source vs. 
propagation scenarios. 

However, easy to estimate than in the same range we 
expect sizable “secondary” production at the source

This is a generic conclusion on “theoretical” limitation in extracting propagation parameters from B/C

Y. Genolini, A. Putze, P. Salati, PS A&A 580, A9 (2015) [arXiv:1504.03134]

  R. Aloisio, P. Blasi and PS, A&A 583 (2015) A95 [1507.00594] 



TESTS OF NON-UNIVERSAL MODELS?

One important diagnostics is the dependence of the feature on the nuclei 

Good News: AMS should provide some new data soon.

Bad News: Problem may be related to understanding of relative abundances of 
species of different chemical composition, either poorly understood aspects of 
injection or of source astrophysics may be involved.

Are the spectra of the “metals” the same as He and among themselves?

Example of futuristic handle: inferring and comparing the “grammage at source” 
experienced by protons & nuclei (e.g. antiprotons wrt secondary nuclei) could indicate if the 
main culprit is some environmental condition at accelerator site (as opposed to injection)

Do not despair, yet! Keep hoping in the future...



THE (BY NOW OLD) POSITRON “EXCESS”
Interesting example of  misnomer (or “sociological aspect 
of the word anomaly”): not the too large number of e+, 
rather their energy spectrum that requires an explanation 
(if one aims at a coherent modeling of CR fluxes, of course)

Latest results in this field: AMS-02 publication of fraction (2013), 
and of both fraction and absolute fluxes of e+ and e- (2014), 
preliminary updated results announced at CERN in 2015

P.S. PRD 79, 021302 (2009)

 M. Aguilar et al. [AMS Collaboration], PRL 110, 141102 (2013) (e+ fraction)

L.Accardo et al. [AMS Collaboration], PRL 113, 121101 (2014) (e+ fraction update)

M. Aguilar et al. [AMS Collaboration], PRL 113, 121102 (2014) (separate e+ and e-)

 M. Aguilar et al. [AMS Collaboration],  PRL113, 221102 (2014) (e+ + e-)

Since a few years, I consider the (main) case closed: there is 
no consistent model (i.e. compatible with B/C, diffuse gamma-
rays, etc.) which does not require some primary source of e+



STATUS AND EXPECTATIONS
On Primary source(s):

• must be mostly astrophysical rather than DM (to pass multi-messenger constraints, notably from γ’s). 

• PWNe are natural candidates (e± producers & accelerators, spectrum at termination shock hard as 
needed, energetics Ok), but other sources (e.g. SNRs) possible, at least as sub-leading component. 

• Local, discrete sources more and more important with E; O(0.1%) anisotropy @ O(100) GeV likely



STATUS AND EXPECTATIONS
On Primary source(s):

• must be mostly astrophysical rather than DM (to pass multi-messenger constraints, notably from γ’s). 

• PWNe are natural candidates (e± producers & accelerators, spectrum at termination shock hard as 
needed, energetics Ok), but other sources (e.g. SNRs) possible, at least as sub-leading component. 

• Local, discrete sources more and more important with E; O(0.1%) anisotropy @ O(100) GeV likely

Kobayashi, Komori, Yoshida, Nishimura,  ApJ 601, 340 (2004) 

NOTE

here the anomaly would be featureless power-laws! We expect lepton CR spectra to be 
“bumpy” at high-energy. (Some indication by IACTs?) e+ fraction determined by e.g. relative PWN 
to SNR contribution in the range, turning points expected when exceeding single PWN Emax

A. M. Atoyan, F. A. Aharonian, and H. J. Völk PRD 52 (1995) 3265

[…] separating the contribution of the local (discrete) 
source(s) from the contribution of distant sources, it is 
possible to explain all the locally observed features of the 
energy spectrum of cosmic ray electrons from sub-GeV to 
TeV energies. In addition, assuming that the local source 
produces electrons and positrons in equal amounts, the 
model allows us to explain also the reported increase of 
the positron content in the flux above 10 GeV […]

 several of these aspects already clear well before “good modern data” came in! E.g. 

Detecting these features would confirm the standard understanding of CR, not disprove it!



FORTHCOMING NEWS (BESIDES AMS-02)?
CALET is an all-calorimetric instrument, with a total thickness 
equivalent to 30 radiation lengths and 1.3 proton interaction 

lengths, preceded by a particle identification system

Since end of August 2015, docked at the Japanese module of ISS

http://calet.phys.lsu.edu/images/ICRC2015-Torii.pdf
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X ray and gamma radiation through synchrotron, inverse Compton, and pion decay processes.
CALET will provide another important window on the High Energy Universe by observing high
energy electrons, hadrons, diffuse gamma rays up to the highest energies observed in space.

3.1 Search for nearby sources of high-energy electrons
It is generally accepted that CRs are accelerated in shock waves of supernova remnants

(SNRs), which are the only galactic candidates known with sufficient energy output to sustain
the CR flux. Evidence that particle acceleration to multi-TeV energy is taking place in SNR, is
provided by electron synchrotron and gamma ray emission measurements. Although the photon
evidence for particle acceleration in SNR is clear, there is no direct evidence that the accelerated
particles escape the source region. CALET is uniquely able to address this question by investigating
nearby SNR sources via very high energy electrons.

Electrons provide a singularly sensitive probe of nearby high-energy cosmic accelerators.
Unlike the hadronic component of CRs, the electrons, during their diffusion in the Galaxy, lose
their energy in proportion to their squared energy by synchrotron radiation and inverse Compton
scattering. Thus TeV electrons observed at Earth likely originated in sources younger than
∼105 years and less than 1 kpc far from the Solar System. Since the number of such nearby
SNRs is limited (e.g.: Vela, Monogem and Cygnus Loop remnants and few others), the electron
energy spectrum around 1 TeV could exhibit spectral features and, at very high energies, a
significant anisotropy in the electron arrival directions is expected. Thanks to its excellent energy
resolution and capability to discriminate electrons from hadrons, CALET will be able to investigate
possible spectral structures by detecting very high-energy electrons and possibly provide the first
experimental evidence of the presence of a nearby CR source.

For a given choice of assumed model parameters as calculated by [8], Fig. 4 shows the
simulated electron spectrum (dotted line) and the anticipated data points from a five year CALET
mission compared to a compilation of previous electron measurements. Moreover, a significant
anisotropy ∼10 % in the electron arrival directions is expected for Vela as also presented in Fig. 4.
The investigation of possible spectral features in the electron (and positron) spectrum and the
observation of a possible anisotropy in the direction of the Vela SNR are one of the main goals
of CALET.

~10% @1TeV

Figure 4: Expected observation by CALET with measured and expected data compared with calculations
as described in text. The figure at the bottom right presents the expected anisotropy from Vela and at the top
right the energy dependence of the amplitude of anisotropy.
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Figure 3: A schematic side view of the main calorimeter. An example of a simulation event for a 1 TeV
electron is over-written to illustrate the shower development in the calorimeter.

identifier module, placed at the top of the apparatus and capable to identify the atomic number, Z,
of the incoming cosmic rays, CALET will perform long-exposure observations of cosmic nuclei
from proton to iron and will detect trans-iron elements with a dynamic range up to Z=40 [1].

2. The CALET Instrument and its performance
The main instrument of the mission is the calorimeter, shown in detail in Fig. 3 with a

simulated shower profile produced by a 1TeV electron, which has a field of view of ∼ 45 degrees
from the zenith. CALET is an all-calorimetric instrument, with a total thickness equivalent to 30
radiation lengths (X0) and 1.3 proton interaction lengths (λI), preceded by a particle identification
system. The energy measurement relies on two kinds of calorimeters: a fine granulated pre-shower
IMaging Calorimeter (IMC), followed by a Total AbSorption Calorimeter (TASC). In order to
identify the individual chemical elements in the cosmic-ray flux, a Charge Detector (CHD) is placed
at the top of the instrument. The effective geometrical factor for CALET for high-energy electrons
is ≃1200 cm2sr and the total weight is 613 kg.

The CHD has been designed to measure the charge of incoming particles via the Z2

dependence of the specific ionization loss in double layered, segmented, plastic scintillator array
placed above the IMC. Each layer consists of 14 plastic scintillator paddles, with dimensions
450 mm(L) × 32 mm(W) ×10 mm(H). This segmented configuration has been optimized to
reduce multi-hits on each paddle caused by backscattering particles. The two layers of paddles
are orthogonally arranged to determine the incident position of cosmic-rays. The generated
scintillation light is collected and read out by a photomultiplier tube (PMT). The CHD and related
front-end electronics have been designed to provide incident particle identification over a large
dynamic range for charges in Z =1∼40. Charge identification capabilities of CHD have been
measured by exposing it on an ion beam at GSI facility [2] and CERN-SPS [3], giving a charge
resolution ranging from 0.15 electron charge units (e) for B to ≃0.30-0.35 e in the Fe region.

The IMC will image the early shower profile with a fine granularity by using 1 mm square cross
section scintillating fibers (SciFi) individually read out by Multi-Anode Photomultiplier Tubes (64-
anode Hamamatsu R7600-M64). The imaging pre-shower consists of 7 layers of tungsten plates
each separated by 2 layers of SciFi belts arranged in the X and Y direction and capped by an

3

The Primary Science for CALET is the investigation of the high energy electron spectrum into the 
trans-TeV energy range (bumps and anisotropies  due to local sources, end of spectrum, DM 

constraints…) The effective geometrical factor for CALET for high-energy electrons is ≃1200 cm2sr 



AN ANOMALY IN AMS-02 ANTI-P?

AMS-02 days at CERN (15/04/2015)

By glancing at such a plot, one 
would naively conclude so!

However:  Old predictions cannot be consistently overlapped with points!

✔
preliminary!



AN ANOMALY IN AMS-02 ANTI-P?

AMS-02 days at CERN (15/04/2015)

By glancing at such a plot, one 
would naively conclude so!

For instance, do not take into account harder p 
and He fluxes at high-E, a point anticipated in 

However:  Old predictions cannot be consistently overlapped with points!

Di Mauro, Donato, Goudelis, PS,  PRD 90, 085017 (2014)

Kappl & Winkler,  JCAP1409, 051 (2014)

✔
preliminary!

Newer data on anti-p production cross 
section should be taken into account 

Donato & PS, PRD  83, 023014 (2011) [arXiv:1010.5679]



ACCOUNTING FOR NEW X-SEC DATA4

FIG. 1. The data on d

3
�p p!p̄/dp

3 employed in our analysis are reported as a function of ELAB
p̄ (left panel) and in the pT � xR

space (right panel). For the data details, see Table I.

In the equations above, ✏k is a systematic overall scale
error of the dataset k (either quoted in the experimental
paper, or assumed conservatively to be of the same order
of the statistical one if this information is not available,
notably for older references); the parameter !k renor-
malises the dataset k and is determined consistently by
the global fit: of course, large renormalizations with re-
spect to ✏k are disfavoured by the large penalties to be
paid in the global analysis; �ik is the statistical error on
the data point ik, while the factor (!kfik � F )/!k is the
di↵erence between experimental values f (accounting for
a possible renormalization !k, unique for each dataset)
and the fitting function F , which depends on the inde-
pendent variables described above, and on the vector of
fitting parameters C.

This method is the most natural generalization of
the unbiased one presented in [25] (see therein equation
(3) and section 4) and it has already been successfully
used in the past for other astroparticle physics analyses
involving combinations of di↵erent datasets, as for
instance nuclear reaction rates in primordial nucleosyn-
thesis [26].

Passing on to the data interpolations against which
we will be comparing our fitting procedure results,
one di�culty lies with the fact that 3-dimensional
interpolation of scattered data is a non-trivial problem
in contemporary numerical analysis, with very few (if
any) relevant publicly available tools. In order to tackle
this issue, in our interpolations we will be making the
assumption that the invariant distribution (3) scales withp
s only through an overall multiplicative dependence

on the inelastic pp scattering cross section �

in

. Under
this assumption, by dividing the experimental data with
�

in

we obtain a
p
s-invariant set of points for which

only a 2-dimensional interpolation is needed. Besides,

as a by-product of our analysis we have re-evaluated the
inelastic cross section as described in Appendix B.

The interpolations were performed by means of the
Python routine SmoothBivariateSpline contained in the
scipy library, choosing piecewise cubic polynomials as in-
terpolating functions. Note that the routine does not
actually perform an exact interpolation, rather finds a
compromise between the smoothness of the interpolating
function and the closeness to the experimental data.

Estimating a statistically meaningful uncertainty band
in this approach is fairly tricky. What we did was to con-
sider each experimental best determination and error as
the mean and standard deviation of a gaussian probabil-
ity distribution of the cross section at that point. We
then sampled these distributions accordingly, thus creat-
ing a large number of pseudo-experimental points. Each
set of points is then interpolated (and, depending on the
variable one is interested in, eventually integrated over
cos# and the proton incident energy/proton flux) to ob-
tain an “envelope band” for the quantity of interest. The
average between maximum and minimum of the enve-
lope at each point then defines an “average interpolation
curve”.

III. RESULTS

A. Validation of fitting method

As a preliminary exercise, and in order to validate
our kinematical data conversion and fitting routines, we
checked if the fit of Eq. (6) in [11] is reproduced, of course
restricting ourselves to the datasets available at the time
[18–23]. The parameterization of the invariant cross sec-
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FIG. 3. Comparison between NA49 data with the fitting function of Eq.(11), see Table III, with 3� error bands. For clarity, the
data and the theoretical curves at each pT value have been multiplied by a factor of 0.9npT , where npT is the integer counting
the pT , from lower to higher (i.e.: for pT= 0.60 GeV/c2 the rescaling is 0.96).

C1 (error) C2 (error) C3 (error) C4 (error) C5 (error) C6 (error) C7 (error) C8 (error)

4.499(0.040) 3.41(0.11) 0.00942(0.00083) 0.445(0.027) 3.502(0.018) 0.0622(0.0086) -0.247(0.049) 2.576(0.027)

TABLE IV. Best-fit values and 1� errors for the parameters Ci in Eq.(12) derived with a fit to all datasets.

C1 (error) C2 (error) C3 (error) C4 (error) C5 (error) C6 (error)

4.448(0.035) 3.735(0.094) 0.00502(0.00036) 0.708(0.019) 3.527(0.014) 0.236(0.024)

C7 (error) C8 (error) C9 (error) C10 (error) C11 (error)

-0.729(0.036) 2.517(0.027) �1.822(0.009)10�11 3.527(0.022) 0.384(0.021)

TABLE V. Best-fit values and 1� errors for the parameters Ci in Eq.(13) derived with a fit to all datasets.

methods yield compatible results. At lower and higher
energies, however, there is a significant departure of the
three estimates. We will discuss the implications of these
results in much more detail in section VA.

In order to compare the results derived in this sec-
tion to previous published proton-proton cross section
estimates, we show in Fig. 7 the best fit and 3� uncer-
tainty band source term calculated with our results and
the best fit source term derived with the parametrizations
adopted in [11, 12]. In the range of antiproton kinetic
energy where data exist, our 3� band is marginally com-
patible with the parameterization in [11, 12], which is
overestimated (underestimated) below (above) about 20
GeV.

IV. CONTRIBUTIONS FROM NEUTRONS
AND NUCLEI

In order to obtain the total antiproton source term,
two more e↵ects should be taken into account: the ef-

fects of nuclear projectiles and targets in the collisions,
and the yield coming from antineutron production. An
exhaustive treatment of both subjects goes beyond our
current purposes. For completeness, however, in the fol-
lowing we summarise the re-scalings of the yield from the
pp ! p̄ process that are usually adopted in the literature
to account for both the processes, and some of the issues
involved.

Concerning nuclear enhancements (e↵ects of proton-
nucleus, nucleus-proton, and nucleus-nucleus collisions),
unfortunately very little data are present, notably none
for the most important channels which are the ones in-
volving helium. One possible strategy to deduce cross
sections for reactions involving helium is to constrain
those of nuclear species for which some data are available,
and extrapolate from heavier species to lighter ones, see
e.g. [11]. Given that helium is quite light, however, it
has often been considered reliable to deduce the relevant
cross sections from rescaling the pp ones either with semi-
empirical formulae or via hadronic models, see e.g. [9].
The most recent dedicated studies were performed on

  M. di Mauro, F. Donato, A. Goudelis and PS,
  PRD 90, 085017 (2014)
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Experiment
p
s (GeV) pT (GeV) xR

Dekkers et al, CERN 1965 [18] 6.1, 6.7 (0., 0.79) (0.34, 0.65)

Allaby et al, CERN 1970 [19] 6.15 (0.05, 0.90) (0.40, 0.94)

Capiluppi et al, CERN 1974 [20] 23.3, 30.6, 44.6, 53.0, 62.7 (0.18, 1.29) (0.06, 0.43)

Guettler et al, CERN 1976 [21] 23.0, 31.0, 45.0, 53.0, 63.0 (0.12, 0.47) (0.036, 0.092)

Johnson et al, FNAL 1978 [22] 13.8, 19.4, 27.4 (0.25, 0.75) (0.31, 0.55)

Antreasyan et al, FNAL 1979 [23] 19.4, 23.8, 27.4 (0.77, 6.15) (0.08, 0.58)

BRAHMS, BNL 2008 [13] 200 (0.82, 3.97) (0.11, 0.39)

NA49, CERN 2010 [14] 17.3 (0.10, 1.50) (0.11, 0.44)

TABLE I. Datasets used in our analysis along with their corresponding
p
s values and (pT , xR) regions.

this paper. Note that the BRAHMS centre-of-mass en-
ergy corresponds to an incident proton energy of roughly
21 TeV in the lab frame, which lies somewhat beyond
the energy region of interest for our work. Given the ab-
sence of data for incident proton energies above ⇠ 200
GeV, however, we have included this dataset since it can
help in guiding the high-energy extrapolation of the fit
to physical values. It is worth stressing that in the more
interesting tens of GeV region for the antiproton labora-
tory energy, the major impact will be provided by far by
the NA49 data.

Another important conceptual issue concerns the pos-
sibility to combine data—whose quality and robustness
of error assessment is very diverse—in a global fit. There
is no simple answer to this question: on one hand there
are some systematic e↵ects that are certainly present in
the old data and hard to estimate and correct for. A
known example is provided by the feed-down e↵ect. A
significant fraction of antiproton production (easily of
O(20%)) comes from strange hyperon (⇤, ⌃) decays,
whose decay lengths are comparable to or larger than
length scales of current micro-vertex detections or pre-
cision tracking. This e↵ect was taken into account in
the NA49 data analysis, where the contribution from hy-
perons has been subtracted from the measured yields2.
For older experiments, no such correction was performed:
while in some cases—as for the CERN ISR—it may be
argued that reasonable estimates make the expected cor-
rection negligible, for fixed-target experiments covering
an extended range of lab momenta the situation is some-
what more complicated. No a priori correction has been
applied in the following for this e↵ect, especially since
ex-novo simulations of trajectories through the detectors
and the collimators would be needed for robust estimates.
For a semi-quantitative discussion, we address the reader
to [14]. However, in deriving global fits, we shall allow
for experiment-dependent renormalizations, which may
account (at least in an averaged way) for such a correc-
tion, see below.

2 H. G. Fischer, private communication

On the other hand, relying only on contemporary data,
notably NA49, means having the invariant cross section
at only one point in

p
s, i.e. at one beam energy. Then,

in order to obtain the general cross section, one has to
supplement the data with some additional theoretical as-
sumption, such as the scaling hypothesis [24], namely
that the cross section only depends on pT and xR. While
this behaviour is expected to be approximately respected,
notably at high

p
s, its quantitative accuracy can only be

gauged by comparison with experimental data. For this
reason we decided to apply both strategies and to use
either fits or interpolations, to all datasets or to NA49
only, with or without the scaling hypothesis, to assess
the importance of these e↵ects.

C. Method

Our fits were performed with the MINUIT minimiza-
tion package. Let us denote with k = 1, . . . , L the di↵er-
ent experimental datasets, with ik the i-th point of the
dataset k and let C be the vector of the cross section
parameters. The fitting procedure consists of varying
the values of the cross section parameters C, comparing
the theoretical cross section F (sik , xik , pik ;C) with the
data fik(sik , xik , pik) and finally finding the minimum of
�

2(C) function defined below. This procedure gives the
best-fit configuration C

best

with the corresponding 1� er-
rors �C. We define the �

2(C) function to be minimised
in the fitting procedure in the following way:

�

2(C) = �

2

stat

(C) + �

2

sys

(6)

where

�

2

sys

=
LX

k=1

(!k � 1)2

✏

2

k

, (7)

and

�

2

stat

(C) =
LX

k=1

X

ik

(!kfik � F (sik , xRik
, pTik

,C))2

!

2

k�
2

ik

.

(8)
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FIG. 4. Comparison between the function Eq.(11) fitted to
NA49 data, with 3� error band (solid curve with cyan/blue
shaded band), and interpolated curve (dashed red), with
the interpolation envelope band, yellow/light shading. The
dashed vertical lines correspond to the equivalent antiproton
energy sampled by the NA49 experiment, where an interpo-
lation is actually justified.

the basis of the Monte Carlo (MC) model DTUNUC
in [28] and in [9]. The models implemented in the soft-
ware are based on the Dual Parton Model [29] and the
Gribov-Glauber approach for a unified treatment of soft
and hard scattering processes. The former are parame-
terised according to Regge phenomenology whereas the
latter rely on lowest order perturbative QCD. Eventually,
DTUNUC formed the basis of/merged into DPMJET-III
(see [30] and refs. therein for further details) 3.
A fit of the nuclei enhancement yield of antiprotons found
in [28] compared to the one in pp collision, is given in [10]:

Q

tot

/Q

pp

= 0.12(Tp̄/GeV)�1.67 + 1.78 , (14)

with the above expression assuming 10% density ratio
of He to H nuclei. Note that this ignores di↵erent spec-
tral indices and species-dependent spectral breaks, which
have been reported by some experiments but have not
been confirmed by preliminary results of AMS-02. To
gauge their possible e↵ect at high-energies, we address
the reader to the brief discussion in [32].

Lacking empirical information for the most relevant
channels involving helium, it is hard to assess the accu-
racy of the previous models. The overall uncertainty (on
the total source term yield Q

tot

) was estimated in [28] to
reach 40%, from the dispersion of predictions based on
di↵erent prescriptions, but this conclusion is overly pes-
simistic, since not all the models/evaluations have the
same reliability (some were based on obsolete prescrip-
tions, for instance). In [9] the error estimate was closer

3 Recently, some new theoretical evaluation appeared in the Ap-
pendix of [31].

to 20� 25%, provided that the pp cross section does not
depart from the Tan & Ng parameterization [12] by more
than 10%, which seems to be only marginally compatible
with our results.
Since all these prescriptions do not include subtle nu-

clear e↵ects, it is also likely that the uncertainty at low
energies (where they are expected to play a larger role)
is significantly larger than at high energy. If, in addi-
tion, one considers the more complicated astrophysical
propagation e↵ects at low-energies (reacceleation, con-
vection, solar modulation) 4 and the need to correctly
account for (catastrophic and non-catastrophic) energy
losses, themselves a↵ected by errors, it is clear that be-
low a few GeV’s the lower the energy the less reliable is
the theoretical prediction. Most likely, this energy win-
dow cannot be used (but very crudely) for astroparticle
physics constraints.
Another correction which is needed to infer the to-

tal antiproton flux from �pp!p̄ consists in accounting for
the antiproton flux coming from antineutron production.
Traditionally, it has been assumed that �pp!n̄ = �pp!p̄,
so that the previous results have been simply multi-
plied by a factor 2. However, the NA49 collaboration
itself [34] has reported an isospin-dependence in studies
of secondary yields in np and pp collisions: in pp reac-
tions, there is a significant preference of the positively
charged pn̄ combination over p̄n (the opposite being true
for neutron projectiles). This results in �pp!n̄ = �pp!p̄

with  ' 1.5 around xF ⇠ 0 (see also Fig. 3 in [34];
xF is defined in Appendix A), although the e↵ect de-
pends on xF to some extent. Given the still rudimentary
knowledge of these e↵ects, an energy independent rescal-
ing  ' 1.3 ± 0.2 should encompass the data and be a
better approximation than the usually assumed  = 1.
It is clear that addressing these issues is of paramount
importance for further reducing the uncertainties in the
antiproton source term.

V. DISCUSSION AND CONCLUSIONS

A. Discussion

We now discuss our findings focusing on the global
analysis outlined in Sect. III C. As we can see in Fig. 7,
for antiproton energies lying roughly within the interval
(10, 300) GeV, we find that our results on the antipro-
ton source term from proton-proton scattering are consis-
tent with previous estimates. They are moreover stable
with respect to reasonable changes in the parametriza-
tion choice and in agreement with data-driven methods.
These findings can be understood considering that the

4 It has been clearly shown as di↵erent propagation setups can be
responsible for a ⇠50% min-max dispersion in the flux expected
at low-energy [33? ].

➡ Tested numerical interpolations 
vs. theoretically motivated fits 

“bias” due to assuming functional form roughly 
~3 sigma of statistical error; error grows 
outside range experimentally tested

➡ Important to account for anti-n 
isospin dependent effect

In pp reactions, (x-dependent) significant preference of the positively charged p-anti-n combination over anti-p-n !

11

T (GeV) Eq.(11) (% error) Eq.(12) (% error) Eq.(13) (% error) spline (% error) Tan & Ng Duperray et al

5 1.23 · 10�30(4.9) 1.47 · 10�30(6.1) 1.67 · 10�30(5.4) 1.38 · 10�30(2.7) 1.42 · 10�30 1.40 · 10�30

10 4.31 · 10�31(4.2) 4.87 · 10�31(3.0) 5.17 · 10�31(4.8) 4.34 · 10�31(2.5) 4.96 · 10�31 4.74 · 10�31

100 1.70 · 10�33(5.9) 1.82 · 10�33(8.7) 1.77 · 10�33(6.8) 2.03 · 10�33(3.2) 1.82 · 10�33 2.04 · 10�33

500 2.42 · 10�35(6.2) 2.82 · 10�35(9.5) 3.39 · 10�35(8.8) 3.26 · 10�35(5.2) 2.38 · 10�35 3.27 · 10�35

1000 3.13 · 10�36(6.9) 4.16 · 10�36(11) 6.83 · 10�36(10) 7.02 · 10�36(5.8) 3.29 · 10�36 4.93 · 10�36

TABLE VI. Best-fit values and corresponding percentage relative errors for the pp-induced source term (in GeV�1cm�3s�1),
for some representative antiproton energies and di↵erent approaches in the data analysis.

our plots. A similar prescription was found to be more
indicative of the real uncertainty, once global fits were
performed. In this case, the inadequacy of the nominal
1� error band was already hinted to by the relatively
large reduced �

2, never smaller than �

2

⌫ = 3.30. We
attribute these results to a combination of factors: i) un-
derestimated experimental errors, notably in (some of)
the older datasets, due to e↵ects that were neglected as
the feed-down we mentioned. ii) inadequacy of any sim-
ple functional form tested to describe faithfully the data,
especially on a large dynamic range; iii) some sort of
more or less implicit analytical extrapolation assumption
in order to achieve coverage of the 3-dimensional space
(
p
s, pT , xR) starting from a discrete set of points. Note

that this also applies to interpolation techniques, which
for instance rely on some theoretical assumptions such
as scaling. The situation may be certainly improved if
high-quality measurements such as the ones provided by
NA49 could be extended to a broader dynamic range.

We also stress that outside the regions where data are
available, there is no compelling reason for either one of
our results according to equations (12) and (13) to be
more realistic than the other. Whereas the agreement
of all of our computations at intermediate energies hints
that the error estimates there is fairly reliable, this is
not at all the case at very low and high energies. A
more conservative approach is to assume that in this case
the error is dominated by the extrapolation uncertainty,
for which a proxy is given by the region spanned by the
ensemble of our approaches, amounting to about 50% at
1 TeV.

As a practical summary of our analysis, we report in
Fig. 8 an estimate for the uncertainties inherent to the
production of antiprotons from inelastic pp scatterings.
The results are expressed as the ratio of the antiproton
source term in Eq.(1) to a reference value. For the blue
and the red bands, this reference value has been fixed to
the source term obtained by setting the pp production
cross section to the best fit to all the data obtained with
Eq. (13) (parameters as in Table V). Outside the vertical
bands—delimiting the energy range in which data are
available—we extrapolate the production cross section
by means of the same formula.

The blue band corresponds to considering parametriza-

FIG. 8. Estimate of the uncertainties in the antiproton source
term from inelastic pp scattering. The blue band indicates the
3� uncertainty band due to the global fit with Eq.(13), while
the red band corresponds to the convolution of the uncertain-
ties brought by fits to the data with Eq.(13), Eq.(12) and
with the spline interpolation (see Fig.6.). The orange band
takes into account the contribution from decays of antineu-
trons produced in the same reactions. Vertical bands as in
Fig.6. See text for details.

tion (13) alone. By simple inspection we can clearly see
that the relevant uncertainty is maximally of the order of
10%. The red band is obtained by convoluting the uncer-
tainty bands resulting from fits through Eqs.(13) and (12)
and (within the vertical bands) the spline interpolation.
This more conservative approach sizes the uncertainties
from 20% at the lowest energies to the extrapolated 50%
at 1 TeV.

The most conservative estimate is shown by the or-
ange band, where the additional uncertainty on the an-
tineutron production has been taken into account. In
this case, the normalization has been fixed to a source
term in which the antineutrons produced in pp scatter-
ings contribute with an energy-independent rescaling fac-
tor  = 1.3 (w.r.t. 1). The relevant uncertainty band has
been derived by shifting the (red) previous convolution
by an additional factor to account for the antineutron
decay,  ' 1.3 ± 0.2, as discussed in Sect. IV. The or-
ange band indicates that the antiproton source term may

372 H.G. Fischer for the NA49 Collaboration

4. Anti-Proton Production from Neutron Projectiles

The first ever measurement of anti-proton production from neutron projectiles
shown in Fig. 3 quantifies the indications discussed above.

Isospin I = 1

Projectiles n p

Produced particles pn pp pn
nn

I3 −1 −1/2 0 1/2 +1

0

0.05

0.1

0.15

0.2

0.25

-0.2 -0.1 0 0.1 0.2 0.3 0.4

dN
/d

x F

x
F

n+p     p X
p+p     p X

158 GeV/c

Fig. 3. Anti-proton density dis-
tribution as a function of xF for
p + p and n + p interactions

In fact there is a sizeable increase of anti-proton production in n + p collisions
if compared to p + p interactions. By making proper allowance for the equal target
contribution in both reactions, this increase amounts to a factor of 1.5 to 1.6 at
xF = 0. The underlying isospin symmetry may be understood by arranging the
possible baryon/anti-baryon combinations evoked in the preceding chapter into the
isospin triplet/singlet combinations presented below. The measured yield asym-
metry between p and n projectiles corresponds to the preference of the positively
charged pn combination over pn with a proton projectile and of the negatively
charged pn combination over pn with a neutron projectile. In fact there is a com-
plete correspondence of these isospin states with high mass I = 1 mesons with the
additional feature that the measurement of p scans both the I3 = 0 (symmetric pp)
and I3 = −1 (asymmetric pn) components. The observed sizeable increase factor
therefore corresponds to a very strong asymmetric component.

H. Fischer (NA49 Collaboration), Heavy Ion Phys. 17,  369 (2003)

  M. di Mauro, F. Donato, A. Goudelis and PS,  PRD 90, 085017 (2014)



ALL TOGETHER: MORE REALISTIC COMPARISONS

Even within old propagation models, once an update 
is performed of these inputs and realistic account 
of uncertainties is done... an “anomaly” is at most 
marginal: cannot be unambiguously established. 

Models with milder dependence of diffusion 
coefficient wrt rigidity (like “MAX”) preferred
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is performed of these inputs and realistic account 
of uncertainties is done... an “anomaly” is at most 
marginal: cannot be unambiguously established. 

Models with milder dependence of diffusion 
coefficient wrt rigidity (like “MAX”) preferred

 G. Giesen et al.  JCAP 1509, 023 (2015) [1504.04276]

First attempts when updating propagation models with 
PAMELA & AMS-02 data reach similar conclusions 

C. Evoli, D. Gaggero and D. Grasso, arXiv:1504.05175

R. Kappl, A. Reinert and M. W.  Winkler, arXiv:1506.04145

Extremely important for Dark Matter constraints!
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Figure 4: Annihilating DM: current constraints. Left Panel: current constraints from the
antiproton to proton ratio measurements by Ams-02, for di�erent annihilation channels. The areas
above the curves are excluded. Right Panel: illustration of the impact of DM-related astrophysical
uncertainties: the constraint for the bb̄ channel spans the shaded band when varying the propagation
parameters (dashed lines) or the halo profiles (solid lines). Notice that in the Min case the analysis is
not sensible, hence not shown here (see text for details).
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Figure 5: Decaying DM: current constraints. Left Panel: current constraints from the antiproton
to proton ratio measurements by Ams-02, for di�erent decay channels. The areas below the curves
are excluded. Right Panel: illustration of the impact of DM-related astrophysical uncertainties: the
constraint for the bb̄ channel spans the shaded band when varying the propagation parameters (dashed
lines) or the halo profiles (solid lines). Notice that in the Min case the analysis is not sensible, hence
not shown here (see text for details).
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E.g.: At face value, “surviving” propagation models would 
independently exclude DM explanation of GC gamma excess

Of course, for a final assessment let’s wait for proper 
analyses of the whole AMS-02 dataset
(including, notably, secondary nuclei)



PRIMARY PBAR SOURCES LIKELY!
Just as B/C at high-E could be significantly affected by production at sources, so could anti-p!

Already noted in the past (well before any 
suspect of anomaly in p-bar was even raised!)

 P. Blasi and PS, “High-energy antiprotons from old supernova remnants,”   PRL 103, 081103 (2009) [0904.0871]

“The good news is that the high-energy range of the 
antip. spectrum may reveal important constraints on the 
physics of the CR acceleration sites. The bad news is that 
it is not straightforward to infer from high energy antip/
p-data the propagation parameters […] our results 
may change dramatically the perspectives for the 
detection of DM. An “excess” in the high-energy range of 
antip/p could not be interpreted anymore uniquely as 
manifestation of new physics […]”

Should an antiproton anomaly of this type be measured… don’t be so surprised, then!



OTHER ANOMALIES (& PROBES)
Almost all of what I said pertains to locally observed CR fluxes!

If CR in the Galaxy were homogeneously distributed, same fluxes should also apply globally.

But neither CR source distribution nor diffusive propagation expected to be homogeneous!

More difficult & less constrained questions to address, but 2 handles on non-local CR population

�� /
Z

l.o.s.
�
CR

n
gas

ds

CR(dip.) anisotropy / r�CR

Gamma ray flux morphology

Anisotropy

Perhaps not surprisingly (since linked to things we know relatively little about!) 
both associated to long-standing “problems”:

gamma-ray gradient problem & anisotropy problem(s)

whose nature & related subjects have lately been investigated a lot, recently

E.g works by C. Evoli, D. Gaggero, D. Grasso, Ahlers, Mertsch, Giacinti…



SOME CONCLUSIONS
Provided that the precision of modern experiments is not illusory (i.e. systematics are not 

underestimated) what is happening in CR physics is a sign of normal progress in experimental  
science, where with higher precision one expects to see “cracks” in the simplest models. 

Violation of species universality and energy-invariant spectra may be such signs.
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Let me emphasize that this “healthy” progress is rare & extraordinary, 
for CR physics!  When studying CR, I quickly learned an important fact:

“Sec.1.2: Is progress in the cosmic ray field slow?”
It certainly looks like that.

From  T. Stanev’s “High Energy Cosmic Rays” textbook

κῦδος to our experimental colleagues for their successful efforts!
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underestimated) what is happening in CR physics is a sign of normal progress in experimental  
science, where with higher precision one expects to see “cracks” in the simplest models. 

Violation of species universality and energy-invariant spectra may be such signs.

Let me emphasize that this “healthy” progress is rare & extraordinary, 
for CR physics!  When studying CR, I quickly learned an important fact:

Most pressing issue, in my opinion: to understand how many of these “cracks” are 
telling us something generic about CR sources/propagation, and what is instead 
“accidental” (e.g. specific position and time of the Galaxy we happen to live at): 

remember Van der Waals’ lesson!

“Sec.1.2: Is progress in the cosmic ray field slow?”
It certainly looks like that.

From  T. Stanev’s “High Energy Cosmic Rays” textbook

κῦδος to our experimental colleagues for their successful efforts!
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Antimatter in CR provides extra diagnostic potential, also for DM: 

while the one of e+ is saturating (probably more interesting to see spectral features at high-E 
in the overall e+ + e-) for anti-p significant room for improvement is certainly there, but 
meaningful studies should wait for release of nuclear data (and, for DM, should seriously 

account about many sources of uncertainties and astrophysics)
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Merci pour votre attention!
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