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•  NCSA: R&D unit of the U. of Illinois at Urbana-Champaign 
•  One of original five supercomputing centers funded by the National 

Science Foundation (NSF) in 1985. 
•  Mission: Provide state-of-the-art computing capabilities (hardware, software, HPC 

expertise) to scientists and engineers in the US 

•  Current profile:  
•  Approximately 200 staff (160+ technical/professional staff), two facilities 
•  Operating NSF’s most powerful computing system: Blue Waters 
•  Managing NSF’s national cyberinfrastructure: XSEDE 
•  Private Sector Program:  over 2 dozen industrial partners 

Source: Thom Dunning 



•  What does NCSA do ? 
•  Execute large projects in compute- and data-intensive science (CDSE): 

•  Build and operate large-scale national compute & data resources (e.g. 
Blue Waters). 

•  Common national cyberinfrastructure  (e.g. XSEDE). 
•  Domain-specific CDSE project execution (e.g. DES, LSST). 

•  Leading-edge research and education at national level in CDSE. 
•  Promote economic development at state and federal level. 
•  Foster interdisciplinary CDSE research within the University of 

Illinois in partnership with faculty, research scientists, & students. 

Source: Thom Dunning 
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•  A broader partnership between NCSA and CC IN2P3 

•  Many overlapping interests: 
•  Data-intensive science and technology 
•  Computing at scale: science and technologies 
•  Storage technologies 
•  Facility operations 
•  ….  
•  Open to any proposals 



NDS Lab and NDS Share 
•  NDS Lab: Friendly developers 

•  A community support environment for developing,            
coordinating, deploying prototype service 

•  Spinning disk, storage, virtual machines for                  developing 
and hosting services 

•  Available to NDS community members 
•  NDS Share: Friendly scientists 

•  Experimental platform for sharing data 
•  Enable anyone to create data collections, store data, get DOI 

•  Include installations of community data sharing applications 
•  Will evolve over time 

•  Numerous partners 
•  NDS meetings at NCAR, NIST, TACC 
•  March 25-27, NDS Workshop, Austin, Texas 

•  Look to make available by Spring, 2015 

NDSLab 



The National Data Service (NDS) 



Description of NDS goals and capabilities 

•  https://youtu.be/BPT1FNFAvnc 

•  Core NDS capabilities: 
•  Searching for data 
•  Moving data, between repositories and computing platforms 
•  Sharing and publishing data 
•  Creating, maintaining, and tracking links between data and 

literature. 



NDS architecture 



Pilot projects 

•  OLDRADA: Data-Literature Linking 
•  Linking data and literature together within an open, flexible 

standard 

•  yt-Hub: Advanced Data Presentation and Analysis 
•  Visualization and analysis using yt. 

•  Materials Data Facility: An NDS Publishing Protocol for 
Materials Science 
•  Generic NDS publishing portal for materials science 



MDF: User home 



MDF: Publish 



MDF: Search 





NDS Labs: Experimental 
environment 

Ingestion 

Events 

Storage Frontends Catalog 

Identity, authorization, authentication 



“Reference” Implementation 

cURL 

Events 

Disk & 
Object Notebooks 

& Rstudio 
iRODS & 
ownCloud 

(Nothing) 



http://bitbucket.org/nds-org/ 
http://bitbucket.org/nds-org/nds-labs/ 
http://github.com/nds-org/ 

Container Recipes 
Cluster Orchestration System 

Container Orchestration System 

Container 
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Service Container 
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Summary 

•  NCSA would like a broad 
partnership with CC IN2P3. 

•  We are open to different areas 
of collaboration.  
•  Data-intensive computing (e.g. NDS). 
•  Advanced computation 
•  Facility operation. 
•  Infrastructure technologies. 


