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CCIN2P3 connectivity 

n Generic IP 
– RENATER 
– GEANT 

n LHC project 
– LHCOPN 
– LHCONE 

n CCIN2P3 LAN 
n LSST needs 
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RENATER 
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GEANT 

May 2015 CCIN2P3 

 



GEANT connectivity 
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GEANT - ESNET 
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LHCOPN 
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LHC networks 

n LHCOPN T0-T1 cloud 2005 
n LHCONE T1-T2-T3 private network 2011 

– L3VPN 
– security 
–  flexibility 
– evolutivity 
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LHCONE France 
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LHCONE 
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LAN CCIN2P3 June 

May 2015 CCIN2P3 

 

Internal Services External Services 

RENATER 

LHCONE 

LHCOPN 

    10Gb/s 
  100Gb/s 

    1Gb/s 



Preparing LSST needs 

n RENATER 6 
– 100Gb/s lambda starting end 2015 

n Use LHCONE network ? 
–  like BELLE II or Auger experiments 
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LHCONE / ESNET 

ESNET report from last LHCONE meeting 
Cambridge February 2015
https://indico.cern.ch/event/342059/ 
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ESnet Services across the Atlantic

 

• LHCOPN Services
• Transit from BNL and FERMI to CERN and other LHC Tier1s

• Standard ESnet Network Services
• Routed services for our existing user base (DOE Laboratories)
• OSCARS virtual circuits

• LHCONE Services

• To FERMI, BNL & now CERN
• ESnet will be turning up services to some US Universities providing 

the ability for them to transit HEP traffic across ESnet:
• Between US Universities
• Between US Universities, and European Labs/Universities

ESnet Services across the Atlantic

 

• LHCOPN Services
• Transit from BNL and FERMI to CERN and other LHC Tier1s

• Standard ESnet Network Services
• Routed services for our existing user base (DOE Laboratories)
• OSCARS virtual circuits

• LHCONE Services

• To FERMI, BNL & now CERN
• ESnet will be turning up services to some US Universities providing 

the ability for them to transit HEP traffic across ESnet:
• Between US Universities
• Between US Universities, and European Labs/Universities

Next Steps for ESnet

 

Turning up & tuning LHCONE peering sessions

• Rationalize local-pref and/or meds with GEANT (currently hot-potato)
• Turning up additional peerings with Nordunet & then rationalize.

Adding more US Universities

• US Atlas and US CMS have provided a prioritized list
• Will start working 3-4 in parallel
• Up next:

• University of Chicago, University of Illinois, Indiana University, 
University of Nebraska Lincoln

Refining our processes as we go

• ESnet LHCONE Service Description
• ESnet LHCONE Service Turn-up Template
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