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## Introduction

ARGO : framework de supervision flexible et extensible qui fournit des rapports sur les statuts, la disponibilité et la fiabilité des services

- Consortium GRNET, SRCE , CNRS
- Possibilité de générations de rapports sur des profils différents
- Possibilité d'extraction d'information de ressources externes (CMDBs, Service Catalogs etc)
- Prise en compte de facteurs de pondérations (e.g. importance d'un service, downtimes)
- Support d'algorithmes personnalisés pour la génération des rapports
- Modèle de déploiement flexible (central ou distribué)
- Basé sur des composants open source


## ARGO - Architecture



## ARGO - Partie Monitoring (Monitoring Engine)

- Framework basé sur Nagios
- monitoring des services endpoints
- Configuration aisée et flexible des sondes
- compatibilité assurée avec les sondes Nagios existantes
- les sondes développées spécifiquement suivent les conventions

Nagios

- Integration complète avec l'infrastructure de messaging


## ARGO - Infrastructure de Messaging

- Assure la couche transport entre le monitoring engine et les autres composants centraux.
- Réseau de brokers de message basé sur ActiveMQ
- Protocoles actuels: STOMP / OpenWire


## ARGO - Partie Moteur de calcul (A/R Engine)

- Coeur du framework ARGO
- Calcul des statuts et des A/R
- génération de rapports
- Interfaces web et API
- Intégration de sources de données externes (connectors)
- e.g. GOCDB, BDII, GSTAT, POEM
- Support Multi-tenant
- 1 tenant = 1 topologie, des metrics et 1 algorithme $A / R$
- Composants Open source
- Hadoop, MongoDB, GO, Lavoisier


## ARGO - Statut

- ARGO A/R Engine
- deployé centralement sur l'infrastructure de cloud Okeanos
- Réseau de brokers de message
- instances redondantes @GRNET et @SRCE
- Instances de monitoring distribuées (pour le moment)
- 50 instances dans les NGI
- ~3500 services et plus de 10.000 service checks
- Instance de monitoring centralisée
- outils operationnels, sites du fedcloud, securité


## Prospectives

- Disparition de SAM - MyEgi (Juillet ?) : http://argo.egi.eu
- Retour du monitoring des NGIs en central
- Modularisation complète du coeur du Monitoring Engine
- Re-factorisation de l'infrastructure de messaging
- Intégration complète de SLA
- Amélioration de l'ergonomie et des interfaces
- Participation à EUDAT , Clarin ...



ARGO WEB UI
\# avaluaburtes/Reluaburtes
CUSTOM FACTORS tree mappage

Left-click to move down the tree and right-click on the graph to move back up the tree
2. about arco


Operations Portal

## Releases récentes et à venir

- Différentes améliorations sur le dashboard:
- Tickets / notepads : utilisation de pop-up
- Tickets / notepads : template entièrement pré-rempli
- Différentes refactorisation (code, css)
- Security dashboard : création de tickets / RT
- Réflexion en cours sur l'ergonomie des dashboards


## EGi-Engage

- mars 2015 - décembre 2017 : 15 Pm
- Resource browser:
- ajout des ressources cloud
- intégration de nouvelles fonctionnalités (Gstat)
- ajout de filtres
- Vapor: Vo Administration and operations PORtal
- information de monitoring additionnelle
- Cloud monitoring
- VM monitoring (à étudier)
- Vo Data Management : Cloud Storage et File Catalogs


## EGi-Engage

- Généralisation et standardisation des API
- basé sur le service RestFul de Lavoisier
- avec une partie publique destinée à n'importe quelle tierce partie
- avec une partie authentifiée pour les utilisateurs et applications partenaires
- avec des interfaces simplifiées - guidant les utilisateurs (description des méthodes et des paramètres)

