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I have never mad a mistake 
(on an experiment)! 
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Isotropy 
•  charged particles interact resonantly with magnetic inhomogeneities 
➙  pitch-angle scattering 

•  isotropises distribution function 

•  leads to (rigidity-dependent) spatial diffusion 
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Secondary-to-primary ratios 
•  secondaries not from sources but 

from spallation in ISM, e.g.  
 
 

•  primary produced with spectrum: 
 

•  diffusion rigidity dependent: 

•  propagated spectra: 
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Why anisotropy? (II) 
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Source stochasticity 
JCAP01(2012)011

Figure 2. Anisotropy amplitude for ten random realizations of sources in the cylindrical model,
assuming δ = 1/3 and a SN rate R = 1/100 yr−1 (R = 1/30 yr−1) on the left (right). The halo
size is H = 4 kpc. The injection spectrum is assumed to have slope (below the cutoff) such that
γ + δ = 2.67. The data points are from [20–22].

ratio between ⟨JCR⟩ and nCR. Both panels of figure 2 show very clearly the strong dependence
of the strength of anisotropy on the specific realization of source distribution, thereby also
disproving the naive expectation that the anisotropy should be a growing function of energy
with the same slope as the diffusion coefficient D(E). Whenever the small scale contribution
is not negligible, the observed anisotropy can in fact even be a non monotonic function of
energy, with dips and bumps, and with wide energy regions in which it is flat with energy,
quite like what the data show at energies E < 105 GeV. It is interesting however that none
of our realizations of the source distribution leads to anisotropies as low as the one suggested
by the data in the energy region 105 − 106 GeV (contributed by the EASTOP experiment).

Data in this region are in fact somewhat puzzling because they are so low as to suggest
that the Compton-Getting effect [25] leads to a level of anisotropy close to the lowest expected
limit. The Compton-Getting anisotropy is estimated to be between 3 × 10−4 and 10−3 de-
pending on the velocity with which the Earth moves with respect to the rest-frame of the CR
scattering centers. This velocity is not known and the above estimates refer to a velocity range
from a minimum of ∼ 20 km/s to a maximum of ∼ 250 km/s, corresponding to the motion of
the solar system through the Galaxy [26]. It is clear that the measured anisotropy between
105 and 106 GeV is only marginally consistent with a velocity of few tens of km/s at most.

We also checked the effects of decreasing further the source rate, which could be the
case if the bulk of CRs does not come from standard SNe but rather from rarer events, like
for example an especially energetic sub-sample of SNe or GRBs. The resulting anisotropy is
somewhat larger at low energies, on average: the data can still be easily reproduced at the
low and high energies, but the central, more problematic region is now more extended, in
general, to the left than in figure 2, approximately ranging from few ×104 to 106.

In figure 2 we adopted a diffusion coefficient scaling with E1/3. The energy dependence
of the diffusion coefficient is however the subject of an ongoing debate: given D(E) ∝ Eδ it
is controversial whether δ is 1/3, 1/2, 0.6 or even larger (see [27] and references therein).

The all-particle spectrum alone, while giving some indications that δ = 1/3 could be
preferable (see Paper I), does not allow one to really clinch the question. This is because
the all-particle spectrum only depends on the combination δ + γ. In principle the B/C ratio
would allow a direct measurement of δ, if this ratio could be measured at sufficiently high
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Consequences I 

JCAP01(2012)011

Figure 3. Anisotropy amplitude for ten random realizations of sources in the cylindrical model,
assuming δ = 0.6 and a SN rate R = 1/30 yr−1. The halo size is H = 4 kpc. The injection spectrum
is assumed to have slope (below the cutoff) such that γ + δ = 2.67.

energies. Unfortunately at the present time the error bars on this quantity are still large
enough to allow for ambiguity in the best fit value (see for instance [28]).

Since the anisotropy δA is defined as the ratio between the density gradient and the
density, γ does not appear in δA while δ does (see also expressions 3.11 and 3.13 for the
simplified case of a uniform distribution of the sources). In figure 3 we plot the amplitude
of the anisotropy computed for ten different realizations of the source distribution in the
cylindrical model: a slope of the diffusion coefficient δ = 0.6 is assumed, while the other
parameters are all the same as for the plot in the right panel of figure 2.

As well as in the case δ = 1/3, also for δ = 0.6 the amplitude of the anisotropy is a
complex function of energy as a result of the cosmic rays contributed by nearby recent SNRs.
However, for δ = 0.6 the amplitude of the anisotropy appears to be systematically larger
than the observed one at all energies. In other words, fast diffusion leads to exceedingly
large anisotropy which seriously challenges the models that require large values of δ (see for
instance the discussion in ref. [27] for the cases in which a convective wind is included). It
is worth noticing that at very high energies the amplitude may exceed unity. These cases
clearly suggest that the diffusive paradigm may break down for very nearby sources of CRs,
as already discussed in Paper I.

We think that the results just showed provide clear evidence in favor of a diffusion
coefficient with a weak dependence on energy. This finding is of crucial importance in several
respects. The fact that the data suggest a value δ = 1/3 is comforting in some respects and
puzzling in some others, in relation to our understanding of CR acceleration and propagation.
On the one hand, δ = 1/3 gives the exact energy dependence of D(E) that Kolmogorov-type
turbulence would provide, so propagation follows a framework that was not unpredicted
from the theoretical point of view. On the other hand, however, as we already mentioned
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Figure 2. Anisotropy amplitude for ten random realizations of sources in the cylindrical model,
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size is H = 4 kpc. The injection spectrum is assumed to have slope (below the cutoff) such that
γ + δ = 2.67. The data points are from [20–22].
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of the strength of anisotropy on the specific realization of source distribution, thereby also
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with the same slope as the diffusion coefficient D(E). Whenever the small scale contribution
is not negligible, the observed anisotropy can in fact even be a non monotonic function of
energy, with dips and bumps, and with wide energy regions in which it is flat with energy,
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of our realizations of the source distribution leads to anisotropies as low as the one suggested
by the data in the energy region 105 − 106 GeV (contributed by the EASTOP experiment).

Data in this region are in fact somewhat puzzling because they are so low as to suggest
that the Compton-Getting effect [25] leads to a level of anisotropy close to the lowest expected
limit. The Compton-Getting anisotropy is estimated to be between 3 × 10−4 and 10−3 de-
pending on the velocity with which the Earth moves with respect to the rest-frame of the CR
scattering centers. This velocity is not known and the above estimates refer to a velocity range
from a minimum of ∼ 20 km/s to a maximum of ∼ 250 km/s, corresponding to the motion of
the solar system through the Galaxy [26]. It is clear that the measured anisotropy between
105 and 106 GeV is only marginally consistent with a velocity of few tens of km/s at most.

We also checked the effects of decreasing further the source rate, which could be the
case if the bulk of CRs does not come from standard SNe but rather from rarer events, like
for example an especially energetic sub-sample of SNe or GRBs. The resulting anisotropy is
somewhat larger at low energies, on average: the data can still be easily reproduced at the
low and high energies, but the central, more problematic region is now more extended, in
general, to the left than in figure 2, approximately ranging from few ×104 to 106.

In figure 2 we adopted a diffusion coefficient scaling with E1/3. The energy dependence
of the diffusion coefficient is however the subject of an ongoing debate: given D(E) ∝ Eδ it
is controversial whether δ is 1/3, 1/2, 0.6 or even larger (see [27] and references therein).

The all-particle spectrum alone, while giving some indications that δ = 1/3 could be
preferable (see Paper I), does not allow one to really clinch the question. This is because
the all-particle spectrum only depends on the combination δ + γ. In principle the B/C ratio
would allow a direct measurement of δ, if this ratio could be measured at sufficiently high
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index of diffusion coefficient: 

•  poor agreement for  

•  for                ,  
it’s even worse 

� = 1/3
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•  maybe the predicted global gradient is too large 
•  also in disagreement with gamma-ray data 

•  vary diffusion coefficient with galacto-centric radius 

•                                  but 
 

•  turbulence level follows source density 

•  in the inner Galaxy escape is dominated by perpendicular diffusion 

•  simulated by  
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Conclusion II 

Evoli et al., PRL 108 (2012) 211102 

which we use to compute the contribution of CR diffusion
to the LSA starting from the CR distribution computed in
the same PDmodels as in the previous section. Remarkably,
with increasing !, hence with a smoother CR distribution,
the predicted LSA also decreases. Changing from ! ¼ 0 to
! ¼ 1 reduces the anisotropy by almost a factor of 10.
Intriguingly, we can reproduce the CR anisotropy data
[10] up to few TeV ! ¼ 0:85 (see Fig. 3). The discrepancy
between our model and the observed anisotropy above that
energy is probably due to source stochasticity which we did
not account for in thiswork. Indeed,while below 10TeV the
observed anisotropy phase (see [10], and references therein)
remains almost constant to a value compatible with expec-
tations from the global CR leakage, above that energy it
significantly fluctuates, as expected if the contribution of
stochastic sources becomes dominant.

Conclusions.—In this Letter we presented a consistent
solution to the CR gradient and anisotropy problems. Our
approach is based on the physically motivated hypothesis
that the CR diffusion coefficient is spatially correlated to
the source density: regions in which star, hence SNR,
formation is stronger are expected to show a stronger
turbulence level and therefore a larger value of the perpen-
dicular DC (oppositely to what happens for Dk). The
escape of CRs from the most active regions is therefore
faster, hence smoothing out their density through the
Galaxy. Correspondingly, the predicted CR gradient and
anisotropy are reduced. We implemented a phenomeno-
logical realization of this scenario and checked that—
while CR data are still correctly reproduced—our approach
also gives a remarkably good description of the spectrum
and longitude distribution of the diffuse "-ray emission
measured by the Fermi-LAT collaboration. Our analysis
provides for the first time a unified propagation model
which reproduces local nuclear spectra and also explains
nonlocal observables, and in particular reconciles the pre-
ferred low-reacceleration models with # ’ 0:5 hinted
at by the combined spectra of nuclei (B/C), antiprotons,

electrons, and radio data (and phenomenologically pre-
ferred by acceleration theory) with anisotropy and gradient
observations. We take these results as an encouragement to
pursue a self-consistent theory or computation of nonlinear
CR—MHD turbulence interaction in the Galaxy. We notice
that an alternative solution of the CR gradient problems in
terms of a spatially varying convective velocity was pro-
posed in [20,21]. A possible consistent solution of the CR
isotropy problem also deserves to be investigated.
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FIG. 3 (color online). The CR anisotropy measured by several
experiments is compared with our predictions for ! ¼ 0 (dashed
line) and ! ¼ 0:85 (solid line). Triangle/circle data were taken
from muon/EAS detectors as reported in [10,28].

PRL 108, 211102 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
25 MAY 2012

211102-4

equation with the DRAGON numerical diffusion code [24],
which, differently from other numerical and semianalytical
programs, is designed to account for a spatially dependent
DC. The code is two dimensional (R, z) and assumes a
purely azimuthal (no arms) structure of the regular GMF.
Therefore, we can only model perpendicular diffusion and
the DC is treated as a (position dependent) scalar.
Nevertheless, as only the escape time is relevant to deter-
mine the CR density, we can account for parallel diffusion
along the spiral arms by using an effective DC: DeffðRÞ ¼
max½D?ðRÞ; ðH=RarmÞ2DkðRÞ%. We assume, therefore, the
phenomenological dependence D?ðRÞ / QðRÞ!, where
! * 0 is a free parameter to be fixed against the data
(simulations do not allow us to determine ! with sufficient
accuracy). According to QLT and numerical simulations,
we assume Dk to have an opposite dependence on the
turbulence strength; hence, DkðRÞ / QðRÞ&!. We remark
that parallel diffusion has almost no effect on the "-ray
angular distribution and the local CR anisotropy, as it
becomes relevant only in the most external regions of the
Galaxy, where the source density (hence turbulence injec-
tion) is very small. Its presence, however, naturally pre-
vents the escape time from taking unphysically large
values at large R. For the source radial distribution we
adopt QðRÞ / ðR=R'Þ1:9 expð&5ðR&R'

R'
ÞÞ, based on pulsar

catalogues [25]. Using other, observationally determined,
distributions would not change our main results. Similarly
to [3,19], we assume a vertical profile DeffðR; zÞ ¼
DeffðRÞ expðz=HÞ. We also assume D / ðv=cÞ&0:4 (v is
the particle velocity) to reproduce the low-energy B/C
data as shown in those papers. This does not affect the
results discussed here. We fix H ¼ 4 kpc and for each
value of ! we set the D normalization to match the ob-
served B/C ratio and other light nuclei ratios. We fix the D
rigidity dependence # ¼ 0:6 in the rest of our Letter. To
better highlight the effects of inhomogeneous diffusion we
consider here only PD propagation setups. Adding moder-
ate reacceleration and radially uniform convection does not
change significantly any of our results.

We find a good fit of the B/C ratio for all values of
! 2 ½0; 1%. The best fit D normalization only mildly de-
pends on !. Also the computed antiproton and midlatitude
"-ray spectra match observations within errors. We then
calculate the "-ray emissivity from the CR spatial distri-
butions in our models. As is clear from Fig. 1, the model
! ¼ 0 (uniform diffusion) does not reproduce the observed
emissivity profile. We obtain the simulated "-ray angular
distribution by performing a line-of-sight integration of the
product of the emissivity times the gas density. For con-
sistency we use the same gas distribution [26] and the same
catalogue sources [27] adopted by the Fermi-LAT collabo-
ration. We show in Fig. 2 the longitude profiles of Galactic
"-ray emission and the residuals of the models against data
for ! ¼ 0 and ! ¼ 0:85. The model ! ¼ 0 is clearly too
steep compared to the data: it overshoots the data in the

Galactic center region while it undershoots observations by
several $ in the anticenter region. Increasing ! yields a
much smoother behavior of the emissivity as a function of
R (see [15] for the possible reasons why the emissivity in
the II and III quadrants do not agree entirely). A good
match of Fermi-LAT data is achieved for ! ’ ½0:7–0:9%,
with ! ¼ 0:85 providing an optimal fit and improving the
residual distribution.
Effect on the CR anisotropy.—The CR LSA component

in the radial direction is related to the CR gradient by

anisotropy ¼ 3D?
c

!!!!!!!!
rrnCR
nCR

!!!!!!!!; (2)

FIG. 1 (color online). Integrated "-ray emissivity (number of
photons emitted per gas atom per unit time) constrained by
Fermi-LAT (orange region [15], gray region [14]) compared
with our predictions for ! ¼ 0, 0.2, 0.5, 0.7, 0.8, 0.9 (from top
to bottom).

FIG. 2 (color online). Predicted longitudinal profile of the
"-ray diffuse flux along the Galactic plane compared to
Fermi-LAT data [27], and residuals. Data are integrated over
the latitude interval jbj< 5( and in energy between 1104 and
1442 MeV. Solid line ! ¼ 0:85, dashed line ! ¼ 0.
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•  distribution function                  develops 
under influence of               and 

•  we predict only the ensemble average 
for ensemble averaged force term 

•  usually, this is determined from Gaussian 
random B-field, characterised by 

→ deviations from ensemble average 
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Small scale anisotropies 

IceCube: Small-Scale Anisotropy

• 5o smoothing

• 20 TeV median energy

• Structure below 10o

Santander, et al. ICRC 2013 0382

28

IceCube: Small-Scale Anisotropy

• 5o smoothing
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(see also HAWC, arXiv:1408.4805)  
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Anomalous Anisotropies of Cosmic Rays from Turbulent Magnetic Fields

Markus Ahlers
WIPAC and Department of Physics, University of Wisconsin-Madison, Madison, Wisconsin 53706, USA
(Received 30 October 2013; revised manuscript received 4 December 2013; published 15 January 2014)

The propagation of cosmic rays (CRs) in turbulent interstellar magnetic fields is typically described as a
spatial diffusion process. This formalism predicts only a small deviation from an isotropic CR distribution
in the form of a dipole in the direction of the CR density gradient or relative background flow. We show that
the existence of a global CR dipole moment necessarily generates a spectrum of higher multipole moments
in the local CR distribution. These anomalous anisotropies are a direct consequence of Liouville’s theorem
in the presence of a local turbulent magnetic field. We show that the predictions of this model are in
excellent agreement with the observed power spectrum of multi-TeV CRs.

DOI: 10.1103/PhysRevLett.112.021101 PACS numbers: 98.70.Sa, 96.50.S-, 98.35.Eg

Introduction.—The arrival directions of Galactic cosmic
rays (CRs) are highly isotropic. This is expected from a
diffusive propagation of CRs in the interstellar medium,
where the effective scattering in turbulent magnetic fields
randomizes the particle momenta over time. Diffusion
theory (including also convective and dissipative processes)
provides an excellent description of Galactic CR fluxes and
their chemical abundances, e.g., [1]. In this framework the
only deviation from an isotropic CR arrival direction is in
the form of a weak dipole anisotropy. The phase and
strength of this dipole is expected to be a combined effect
of the relative motion of the solar system with respect to the
frame where CRs are isotropic [2] and the density gradient
of CRs in the direction of their sources [3–5].
Cosmic ray anisotropies up to the level of one-per-mille

have been observed at various energies by the observatories
Tibet AS-γ [6,7], Super-Kamiokande [8], Milagro [9,10],
ARGO-YBJ [11,12], EAS-TOP [13], IceCube [14–16],
and HAWC [17]. The explanation of the strength and phase
of the observed dipole anisotropy is challenging, but is
qualitatively consistent with the diffusive prediction [4].
However, some of the observations also show significant
multi-TeV CR excesses at smaller angular scales with
unknown origin. In particular, a high statistics sample of
multi-TeV CRs seen by the IceCube observatory [16]
shows significant power in small-scale multipole moments
with l≲ 20 as shown in Fig. 1.
It has been speculated that localized CR excesses can be

a combined effect of CR acceleration in nearby supernova
remnants [18] and the local intergalactic magnetic field
structure introducing an energy-dependent magnetic mirror
leakage [19] or preferred CR transport directions [20].
Magnetic reconnections in the heliotail [21], nonisotropic
particle transport in the heliosheath [22] or the heliospheric
electric field structure [23] have also been considered as a
source of these small-scale anisotropies. Another variant
considers the effect of magnetized outflow from old super-
nova remnants [24]. More exotic models invoke strangelet

production in molecular clouds [25] or in neutron
stars [26].
In another recent paper [27] it was argued that the local

turbulent magnetic field configuration within a few scatter-
ing lengths from the observer can induce higher multipole
moments in the CR arrival direction from the existence of a
large scale dipole moment. The authors support this idea
via numerical backtracking of monoenergetic CRs in a par-
ticular realization of random fields using a global dipole
moment as the initial value. This elegant concept offers
the possibility that the study of higher multipole anisotro-
pies can probe the structure of the turbulent magnetic field.
However, a quantitative description of this mechanism

has so far not been available. A major challenge consists
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FIG. 1 (color online). Angular power spectrum (black dots) at
the 68% confidence level measured with IceCube [16] at median
energy of 20 TeV compared to the model prediction (20) for νT ¼
0.1 (blue dotted line) and νT ¼ 1 (green dashed line) as well as
the asymptotic value (21). We also show the power spectrum of
scrambled (i.e., isotropized) data from Ref. [16] (gray crosses).
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•  simplifying assumptions: 
§  isotropic turbulence 
§  prepare homogeneous, but 

anisotropic phase-space 
density 

•  diffusion as series of random 
rotations  

•  can express angular power 
spectrum in terms of dipole:  

field can be ignored. For fixed l1 and l2 we can express the
sum over m1 and m2 in the multipole expansion of
fð−T;p1Þfð−T;p2Þ as eigenstates of J and M of total
angular momentum J ¼ L1 þL2 using Clebsch-Gordan
coefficients. Now, the integral over the sum Ψl ¼P

jmj≤lY
%
lmðp̂1ÞYlmðp̂2Þ in Eq. (14) projects onto J ¼ 0

eigenstates with M ¼ 0. Hence, we recover Eq. (12) in
the case η ¼ 0. For general η and in the case of strong tur-
bulence we can express the asymptotic value of χ as a func-
tion of L2

1 and L2
2 and the asymptotic ensemble average

takes on the particularly simple form of

lim
T→∞

hξiðηÞ≃ 1

4π

X

l≥0
χlðη; TÞð2lþ 1Þ ~ClPlðcos ηÞ; (17)

with χ0 ¼ 1 and l1 ¼ l2 ¼ l. From Eq. (16) we expect
that for large times T the multipole anomalies behave as

lim
T→∞

χlðη; TÞ ∝ exp ð − Tlðlþ 1ÞνÞ; (18)

where the extra factor lðlþ 1Þ accounts for the L2

dependence of higher multipole correlation functions. In
particular, hC0i≃ ~C0 as well as hC

:

1i < 0 and hence
Eq. (13) requires that the power spectrum generates higher
multipole moments.

Cosmic ray anisotropies.—In the previous section we have
assumed a specific situation of a homogenous initial con-
dition, fð−T;x;pÞ ¼ fð−T;pÞ. This does not correspond
to a stationary diffusion solution as one can see from the
inspection of Eq. (4). However, since the average diffusive
propagation distance according to Eq. (6) is hxi ∼

ffiffiffiffiffiffiffiffi
T=ν

p

we see that the spatial gradient term jx∇xfj ∼
3νhxijΦj=ð4πÞ is small compared to the dipole gradient
jp∇pfj ∼ 3jΦj=ð4πÞ as long as Tν≲ 1. As we saw in
the previous section, the relaxation rate of higher multipole
moments is ∝ lðlþ 1Þν and if these are induced by a
global diffuse dipole moment, they have to be generated
locally within times Tν≲ 1.
From the previous discussion we expect that the strength

of individual multipoles eventually decreases in time,
hC
:

li < 0 for l ≥ 1, and that the individual multipoles fol-
low eventually hC

:

li≃−νlhCli with νl ≃ lðlþ 1Þν. On
the other hand, Eq. (13) implies that

P
l≥0ð2lþ1ÞhC

:

li¼0
in the case of strong turbulence. Assuming a linear multi-
pole evolution, this implies a coupled set of differential
equations of the form

hC
:

li≃−νlhCliþ
X

l0≥0
νl0→l

2l0 þ 1

2lþ 1
hCl0 i; (19)

where νl ¼
P

l0≥0νl→l0 and νl→l0 is the transition rate
between multipoles l0 and l.
To proceed further, we assume that (i) the multipole gen-

eration is hierarchical, i.e., νl0→l ≃ 0 for l0 > l, and (ii) the
generation is dominated by transitions between consecutive
multipoles, i.e., νl ≃ νl→lþ1. Under these conditions

the solution to Eq. (19) for initial condition hC
:

li ¼ 0
for l ≥ 2 and hC

:

1i ¼ ~C1 is simply [32]

hCliðTÞ≃ 3 ~C1

2lþ 1

Yl−1

m¼1

νm
X

n

Yl

p¼1ð≠nÞ

e−Tνn

νp − νn
: (20)

Remarkably, from these simple assumptions we can derive
a stationary solution for the multipole ratios,

lim
T→∞

hCliðTÞ
hC1iðTÞ

≃ 18

ð2lþ 1Þðlþ 2Þðlþ 1Þ
: (21)

The solution (20) and its asymptotic ratio (21) are shown in
Fig. (1) in comparison with the power spectrum observed
with IceCube [16]. The scaling of l > 5 multipoles is well
described by the asymptotic form (21).
There is significantly more power in the lower 2 ≤ l ≤ 4

multipoles. Generally, the systematic uncertainty of the
power spectrum (not shown in Fig. 1) is expected to be
larger for low-l multipoles due to the partial sky coverage
fsky ≃ 1=3 of IceCube’s power spectrum analysis [16] in
combination with cosmic variance. The relative uncertainty
of the induced power spectrum (l ≥ 2) can be estimated as
hðΔClÞ2i=hCli2 ∼ 2=ð2lþ 1Þ=fsky assuming a Gaussian
distribution of the individual alm’s [33]. The systematic
error of the dipole is expected to be dominated by its cou-
pling to the quadrupole due to the partial sky coverage.
Additional contributions to the low-l multipoles can be
expected from nonturbulent contributions to a large scale
anisotropy, for instance the effect of the heliosphere
described in the introduction. At large values l ≫ 20 the
observed multipoles become indistinguishable from an iso-
tropic distribution.

Summary.—We have discussed the generation of small-
scale anisotropy from the local turbulence of magnetic
fields. Based on Liouville’s theorem we could show that
for an idealized situation of a homogenous large scale
anisotropy the total sum of multipoles is conserved, which
implies the generation of small-scale anisotropy. We have
applied this result to the power spectrum observed in multi-
TeV CRs and could show that the relative decrease of the
power spectrum of medium scale anisotropies is well
described by this model.
A specific prediction of this model is that the relative

power spectrum of medium scale anisotropies is asymptoti-
cally independent of the diffusive relaxation rate ν and is
hence not expected to show a strong dependence on the
type of diffusion. Only the absolute scale of the dipole
anisotropy reveals the dependence on CR rigidity or mag-
netic turbulence. Note, however, that any actual anisotropy
measurement averages over CR energies. The angular cor-
relation of CRs with different rigidities is expected to damp
the hCli spectrum, possibly also depending on angular
scale and magnetic turbulence. Finally, the assumptions
leading to Eq. (20) will not necessarily capture all possible
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•  decompose distribution function 

•  dipole = first harmonic of anisotropic part 

•  can this help decrease the dipole amplitude? 

Anisotropic diffusion 
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Numerical approach 



Numerical approach 

1.  set up large scale gradient at time                   : 

2.  back-track large number of particles             for time      : 

3.  Liouville’s theorem: 

i 2 N

{�xi(t0), �pi(t0)} ⇥ {�xi(t0 ��t), �pi(t0 ��t)}
�t

(t0 ��t)

df = 0 ) f(�x
obs., �pi(t0)) = f(�xi(t0 ��t), �pi(t0 ��t))

f(�x, �p, t0 ��t) = . . .
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w/ background B-field @ 0° 
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w/ background B-field @ 90° 
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Conclusions 
the good: ✔ 
•  can understand small dipole anisotropy: B-field and gradient at 90° 
•  higher multipoles g higher moments of B-field 
•  changes in suppression and phase with energy g ongoing work 

the bad: ✗ 
•  cannot use dipole direction to find (a) nearby source(s) 

–  weak regular field: strong scatter of dipole directions 
–  strong regular field: strong scatter when misaligned 
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Internal Linear Combination 

in that it relies only onWMAP data, so the calibration and system-
atic errors of other experiments do not enter. There are a num-
ber of ways the coefficients can be determined, some of which
require only minimal assumptions about the nature of the fore-
ground signals. In the first year WMAP papers we introduced a
method in which the coefficients were determined by minimiz-
ing the variance of the resultingmap subject to the constraint that
the coefficients sum to unity, in order to preserve the CMB sig-
nal. We called the resulting map the ‘‘ILC’’ map. In this section
we elaborate on the strengths and limitations of the ILC method
and quantify the uncertainties in the ILC map.

Eriksen et al. (2004a) have also analyzed the method as an
approach to foreground removal. They devised an approach to
variance minimization that employed a Lagrange multiplier to
linearize the problem and dubbed the resulting map the ‘‘LILC’’
map, where the first L denotes Lagrange. They found their LILC
map differed somewhat from the ILC map in certain regions of
the sky. We have since verified that the two minimization meth-
ods produce identical results for a given set of inputs and that the
differences were due to an ambiguity in the way the regions were
defined in the original ILC description. Because the linearized
algorithm is considerably faster than our original nonlinear min-
imization, we have adopted it in the present work.

5.2.1. Uniform Foreground Spectra

In order to better understand how errors arise in the ILC map,
we first consider a simple scenario in which instrument noise is
negligible and the spectrumof the foreground emission is uniform
across the sky, or within a defined region of the sky. In this case,
a frequency map, Ti( p) ! T (!i; p), may be written as a superpo-
sition of a CMB term, Tc( p), and a foreground term, SiTf ( p),
where Si ! S(!i) describes the composite frequency spectrum of
the foreground emission, and Tf ( p) describes the spatial distribu-
tion, so that Ti( p) ¼ Tc( p)þ SiTf ( p). A linear combinationmap
has the form

TILC( p) ¼
X

i

"iTi( p) ¼
X

i

"i Tc( p)þ SiTf ( p)
! "

¼ Tc( p)þ !Tf ( p); ð6Þ

where we have imposed the constraint
P

i "i ¼ 1, and have de-
fined ! !

P
i "iSi.

Suppose we choose to determine the coefficients "i by mini-
mizing the variance of TILC. Then,

#2
ILC ¼ hT 2

ILC( p)i& hTILC( p)i2 ð7Þ
¼ hT 2

c i& hTci2 þ 2! hTcTf i& hTcihTf i
! "

þ !2 hT 2
f i& hTf i2

h i
ð8Þ

¼ #2
c þ 2!#cf þ !2#2

f ð9Þ

where the angle brackets indicate an average over pixels, and we
have defined the variance and covariance in terms of these av-
erages. Note that this expression would still hold if we added an
arbitrary constant to each frequency map, Ti ! Ti þ T0; i. The
ILC variance will be minimized when

0 ¼ @#2
ILC

@ "i
¼ 2

@!

@ "i
#cf þ 2!

@!

@ "i
#2
f : ð10Þ

Thus the coefficients "i that minimize #2
ILC give!¼&#cf /#2

f , and
in the absence of noise, the corresponding ILC solution is

TILC( p) ¼ Tc( p)&(#cf =#
2
f )Tf ( p); ð11Þ

with

#2
ILC ¼ #2

c & #2
cf =#

2
f : ð12Þ

In this ideal case, the frequency maps combine in such a way
as to maximize the cancellation between CMB signal and fore-
ground signal, producing a biased CMB map with #2

ILC ' #2
c .

We have tested this result with ideal simulations in which we
generate five frequency maps, Ti, which include a Galaxy signal
with a constant spectrum, Si, and random realizations of CMB
signal and instrument noise. We then generate ILC maps from
each realization and compare the residual map, TILC & Tc, to the
bias prediction,&(#cf /#2

f )Tf . The results confirm that the above
description is correct, and that instrument noise is not a signifi-
cant concern in this situation. The level of the bias is typically
(10 $K in the Galactic plane.

5.2.2. Nonuniform Foreground Spectra

To minimize the anticorrelation bias we should choose regions
that minimize the covariance between the CMB and the fore-
ground, hTcTf i. However, in the previous analysis we assumed
that the spectra of the foreground signals were constant over the
sky. In reality these will vary as the ratio of synchrotron, free-free,
and dust emission varies across the sky (and as the intrinsic syn-
chrotron and dust spectra vary). In this case, the bias analysis be-
comes more complex. Specifically, the foreground component at
each frequency may be written as Si( p)Tf ( p), and the ILC map
takes the form

TILC( p) ¼ Tc( p)þ !( p)Tf ( p); ð13Þ

where !( p) !
P

i "iSi( p). The ILC variance then generalizes to

#2
ILC ¼ hT 2

c i& hTci2 þ 2 hTc!Tf i& hTcih!Tf i
! "

þ h!2T 2
f i& h!Tf i2

h i
: ð14Þ

Using the same reasoning that led to equation (10), we obtain the
following result for the minimum variance solution

h!Tf SiTf i ¼ &hTc SiTf i: ð15Þ

This has the same interpretation as equation (10), in the sense
that it relates the foreground variance to the CMB-foreground
covariance. We can solve this equation for !( p) by noting that
!( p) !

P
i "iSi( p), so that

X

j

hSiTf SjTf i"j ¼ &hTc SiTf i: ð16Þ

Now define Fij ! hSiTf SjTf i and Ci ! hTc SjTf i, whereby

! ¼
X

i

"iSi ¼ &
X

i j

Si(F
&1)i jCj; ð17Þ

which is themultifrequency analog of equation (11). Once again,
however, the bias in the ILC solution is proportional to (minus)
the CMB-foreground covariance.
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can be thought of as sum of CMB and foreground map with spectrum 

reduce “presence” of foreground in ILC by minimising the ILC variance, 
but due to CMB-foreground correlation 

in that it relies only onWMAP data, so the calibration and system-
atic errors of other experiments do not enter. There are a num-
ber of ways the coefficients can be determined, some of which
require only minimal assumptions about the nature of the fore-
ground signals. In the first year WMAP papers we introduced a
method in which the coefficients were determined by minimiz-
ing the variance of the resultingmap subject to the constraint that
the coefficients sum to unity, in order to preserve the CMB sig-
nal. We called the resulting map the ‘‘ILC’’ map. In this section
we elaborate on the strengths and limitations of the ILC method
and quantify the uncertainties in the ILC map.

Eriksen et al. (2004a) have also analyzed the method as an
approach to foreground removal. They devised an approach to
variance minimization that employed a Lagrange multiplier to
linearize the problem and dubbed the resulting map the ‘‘LILC’’
map, where the first L denotes Lagrange. They found their LILC
map differed somewhat from the ILC map in certain regions of
the sky. We have since verified that the two minimization meth-
ods produce identical results for a given set of inputs and that the
differences were due to an ambiguity in the way the regions were
defined in the original ILC description. Because the linearized
algorithm is considerably faster than our original nonlinear min-
imization, we have adopted it in the present work.

5.2.1. Uniform Foreground Spectra

In order to better understand how errors arise in the ILC map,
we first consider a simple scenario in which instrument noise is
negligible and the spectrumof the foreground emission is uniform
across the sky, or within a defined region of the sky. In this case,
a frequency map, Ti( p) ! T (!i; p), may be written as a superpo-
sition of a CMB term, Tc( p), and a foreground term, SiTf ( p),
where Si ! S(!i) describes the composite frequency spectrum of
the foreground emission, and Tf ( p) describes the spatial distribu-
tion, so that Ti( p) ¼ Tc( p)þ SiTf ( p). A linear combinationmap
has the form

TILC( p) ¼
X

i

"iTi( p) ¼
X

i

"i Tc( p)þ SiTf ( p)
! "

¼ Tc( p)þ !Tf ( p); ð6Þ

where we have imposed the constraint
P

i "i ¼ 1, and have de-
fined ! !

P
i "iSi.

Suppose we choose to determine the coefficients "i by mini-
mizing the variance of TILC. Then,

#2
ILC ¼ hT 2

ILC( p)i& hTILC( p)i2 ð7Þ
¼ hT 2

c i& hTci2 þ 2! hTcTf i& hTcihTf i
! "

þ !2 hT 2
f i& hTf i2

h i
ð8Þ

¼ #2
c þ 2!#cf þ !2#2

f ð9Þ

where the angle brackets indicate an average over pixels, and we
have defined the variance and covariance in terms of these av-
erages. Note that this expression would still hold if we added an
arbitrary constant to each frequency map, Ti ! Ti þ T0; i. The
ILC variance will be minimized when

0 ¼ @#2
ILC

@ "i
¼ 2

@!

@ "i
#cf þ 2!

@!

@ "i
#2
f : ð10Þ

Thus the coefficients "i that minimize #2
ILC give!¼&#cf /#2

f , and
in the absence of noise, the corresponding ILC solution is

TILC( p) ¼ Tc( p)&(#cf =#
2
f )Tf ( p); ð11Þ

with

#2
ILC ¼ #2

c & #2
cf =#

2
f : ð12Þ

In this ideal case, the frequency maps combine in such a way
as to maximize the cancellation between CMB signal and fore-
ground signal, producing a biased CMB map with #2

ILC ' #2
c .

We have tested this result with ideal simulations in which we
generate five frequency maps, Ti, which include a Galaxy signal
with a constant spectrum, Si, and random realizations of CMB
signal and instrument noise. We then generate ILC maps from
each realization and compare the residual map, TILC & Tc, to the
bias prediction,&(#cf /#2

f )Tf . The results confirm that the above
description is correct, and that instrument noise is not a signifi-
cant concern in this situation. The level of the bias is typically
(10 $K in the Galactic plane.

5.2.2. Nonuniform Foreground Spectra

To minimize the anticorrelation bias we should choose regions
that minimize the covariance between the CMB and the fore-
ground, hTcTf i. However, in the previous analysis we assumed
that the spectra of the foreground signals were constant over the
sky. In reality these will vary as the ratio of synchrotron, free-free,
and dust emission varies across the sky (and as the intrinsic syn-
chrotron and dust spectra vary). In this case, the bias analysis be-
comes more complex. Specifically, the foreground component at
each frequency may be written as Si( p)Tf ( p), and the ILC map
takes the form

TILC( p) ¼ Tc( p)þ !( p)Tf ( p); ð13Þ

where !( p) !
P

i "iSi( p). The ILC variance then generalizes to

#2
ILC ¼ hT 2

c i& hTci2 þ 2 hTc!Tf i& hTcih!Tf i
! "

þ h!2T 2
f i& h!Tf i2

h i
: ð14Þ

Using the same reasoning that led to equation (10), we obtain the
following result for the minimum variance solution

h!Tf SiTf i ¼ &hTc SiTf i: ð15Þ

This has the same interpretation as equation (10), in the sense
that it relates the foreground variance to the CMB-foreground
covariance. We can solve this equation for !( p) by noting that
!( p) !

P
i "iSi( p), so that

X

j

hSiTf SjTf i"j ¼ &hTc SiTf i: ð16Þ

Now define Fij ! hSiTf SjTf i and Ci ! hTc SjTf i, whereby

! ¼
X

i

"iSi ¼ &
X

i j

Si(F
&1)i jCj; ð17Þ

which is themultifrequency analog of equation (11). Once again,
however, the bias in the ILC solution is proportional to (minus)
the CMB-foreground covariance.
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in that it relies only onWMAP data, so the calibration and system-
atic errors of other experiments do not enter. There are a num-
ber of ways the coefficients can be determined, some of which
require only minimal assumptions about the nature of the fore-
ground signals. In the first year WMAP papers we introduced a
method in which the coefficients were determined by minimiz-
ing the variance of the resultingmap subject to the constraint that
the coefficients sum to unity, in order to preserve the CMB sig-
nal. We called the resulting map the ‘‘ILC’’ map. In this section
we elaborate on the strengths and limitations of the ILC method
and quantify the uncertainties in the ILC map.
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approach to foreground removal. They devised an approach to
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map, where the first L denotes Lagrange. They found their LILC
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the sky. We have since verified that the two minimization meth-
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imization, we have adopted it in the present work.
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X

i

"iTi( p) ¼
X

i

"i Tc( p)þ SiTf ( p)
! "

¼ Tc( p)þ !Tf ( p); ð6Þ

where we have imposed the constraint
P

i "i ¼ 1, and have de-
fined ! !

P
i "iSi.
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#2
ILC ¼ hT 2

ILC( p)i& hTILC( p)i2 ð7Þ
¼ hT 2

c i& hTci2 þ 2! hTcTf i& hTcihTf i
! "

þ !2 hT 2
f i& hTf i2

h i
ð8Þ

¼ #2
c þ 2!#cf þ !2#2

f ð9Þ

where the angle brackets indicate an average over pixels, and we
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0 ¼ @#2
ILC

@ "i
¼ 2

@!

@ "i
#cf þ 2!

@!

@ "i
#2
f : ð10Þ
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ILC give!¼&#cf /#2

f , and
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TILC( p) ¼ Tc( p)&(#cf =#
2
f )Tf ( p); ð11Þ
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#2
ILC ¼ #2

c & #2
cf =#

2
f : ð12Þ

In this ideal case, the frequency maps combine in such a way
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ILC ' #2
c .
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comes more complex. Specifically, the foreground component at
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takes the form
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Using the same reasoning that led to equation (10), we obtain the
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This has the same interpretation as equation (10), in the sense
that it relates the foreground variance to the CMB-foreground
covariance. We can solve this equation for !( p) by noting that
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5.3. Foreground Template Subtraction

The ILC method discussed above produces a CMB map with
complicated noise properties, while the MEMmethod discussed
in x 4.5 is primarily used to identify and separate foreground com-
ponents fromeach other. Formost cosmological analyses onemust
retain the well-defined noise properties of the WMAP frequency
bandmaps. To achieve this we form low-noisemodel templates of
each foreground emission component and fit them to the WMAP
sky maps at each frequency. After subtracting the best-fit model,
wemask regions that cannot be reliably cleaned because of limita-
tions in the template models. In this section we describe themodel
templates we use for synchrotron, free-free, and dust emission, and
we estimate the residual foreground uncertainties that remain after
these templates have been fit and subtracted. TheWMAP bandmaps
are calibrated in thermodynamic temperature units; where appro-
priate, we convert Galactic signals to units of antenna temperature
using the factors g! given in Table 2.

In our first-year model we used the Haslam 408 MHz map as
a template for synchrotron emission. We now use the WMAP

K- and Ka-band data to provide a synchrotron template, as de-
scribed below. This is preferable because: (1) the intrinsic sys-
tematicmeasurement errors are smaller in theWMAP data than in
the Haslam data, and (2) the nonuniform synchrotron spectrum
producesmorphological changes in the brightness as a function of
frequency (Bennett et al. 2003c), so that the low frequency Haslam
map is less reliable at tracingmicrowave synchrotron emission than
the WMAP data.
There are two potential pitfalls associated with using the K-

and Ka-band data for cleaning: (1) the data are somewhat noisy,
and since the template subtraction will be common to all cleaned
channels, there can be a noise bias introduced in the inferred
angular power spectrum. (But note that we use separate templates
for each year of data, so the correlation only acts across frequency
bands within a single year.) (2) Since the K- and Ka-band data are
contaminated with point sources, this signal could interfere with
the primary goal of cleaning the diffuse emission. Using the fitting
coefficients obtained below and the known noise properties of
the K- and Ka-band data, we estimate the noise bias in the final
power spectrum to be<5 "K2 near the first acoustic peak (<0.1%
of the CMB signal), and even smaller at lower and higher multi-
poles. Furthermore, assuming the point source model given in
equation (43), and the fact that the template has been smoothed
to an effective resolution of 1N0 FWHM, we estimate that sources
contribute<1 "K2 to the power spectrum at l ¼ 400 in the TK"
TKa template, and thus may be safely ignored. In the end, these
pitfalls are not a source of concern for the 3 year analysis.
The difference map TK " TKa, in thermodynamic units, can-

cels CMB signal, while it contains a specific linear combination
of synchrotron and free-free emission (and a minimal level of
thermal dust emission). We use this map as the first template in
the model. For the second template we use the full-sky H# map
compiled by Finkbeiner (2003) with a correction for dust extinc-
tion (Bennett et al. 2003c). This template independently traces
free-free emission, allowing the model to produce an arbitrary
ratio of synchrotron to free-free emission at a given frequency
(the limitations of H# as a proxy for free-free are discussed be-
low). For dust emission, we adopt ‘‘Model 8’’ from the Finkbeiner
et al. (1999) analysis of IRAS andCOBE data, evaluated at 94 GHz
(see x 4.3). The full model has the form

M (!; p) ¼ b1(!)(TK " TKa)þ b2(!)IH# þ b3(!)Md; ð19Þ

where bi(!) are the fit coefficients for each template at frequency
!, and Md is the dust map. As discussed below, this model is
simultaneously fit to the Q-, V-, and W-band maps, and we con-
strain the coefficients b2 and b3 to follow the specified frequency
spectra to minimize component degeneracy.
To clarify the physical interpretation of b1 and b2, we first note

that TK " TKa may be rewritten in terms of synchrotron and free-
free emission as

TK " TKa ¼ RsTs þ RATA; ð20Þ

where Ts and TA are the synchrotron and free-free maps in an-
tenna temperature at K-band, Rc & gKSc(!K; p)" gKaSc(!Ka; p)
is the surviving fraction of emission component c (synchrotron
or free-free) in TK " TKa, and Sc is the spectrum of component c,
in antenna temperature, relative to K-band. To a very good approx-
imation, the spectrum of free-free emission is SA ¼ (!/!K)"2:14

(x 4.1), so that RA ¼ 0:552. For synchrotron emission, variations
in the spectrum as a function of position will produce variations

Fig. 9.—Top: First-year ILC map reproduced from Bennett et al. (2003c).
Middle: 3 year ILCmap produced following the steps outlined in x 5.2.Bottom: Dif-
ference between the two (1 yr" 3 yr). The primary reason for the difference is the
new bias correction (Fig. 8). The low-l change noted in x 3 and shown in Fig. 3 is
also apparent.
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Before and after 

degree towhich these residual errors contaminate the CMBpower
spectrum.

6. EXTRAGALACTIC FOREGROUNDS

6.1. Point Sources

Extragalactic point sources contaminate the WMAP anisot-
ropy data, and a few hundred of them are strong enough that they
should be masked and discarded prior to undertaking any CMB
analysis. In this section we describe a new direct search for sources
in the 3 yearWMAP bandmaps. Based on this search,we update the
source mask that was used in the first-year analysis. In x 7.2 we
describe our approach to fitting and subtracting residual sources
in the data. Page et al. (2007) discuss the treatment of polarized
sources.

For the first-year analysis, we constructed a catalog of sources
surveyed at 4.85 GHz using the northern hemisphere GB6 cat-
alog (Gregory et al. 1996) and the southern hemisphere PMN
catalog (Griffith et al. 1994, 1995; Wright et al. 1994, 1996).
The GB6 catalog covers the declination range 0! < ! < þ75! to
a flux limit of 18 mJy, while the PMN catalog covers #87! <
! < þ10! to a flux limit between 20 and 72 mJy. Combined,
these catalogs contain 119,619 sources, with 93,799 in the region

bj j > 10!. We have examined the 3 yearWMAP skymaps for evi-
dence of these sources as follows: we bin the catalog by source
brightness and, for each bin, we cull the corresponding sky map
pixels that contain those sources. The data show a clear correlation
between source strength and mean sky map temperature that dis-
appears if the skymap pixels are randomized. Themultifrequency
WMAP data suggest that the detected sources are primarily flat-
spectrum, with " $ 0.
In the first-year analysis, we produced a catalog of bright

point sources in theWMAP sky maps, independent of their pres-
ence in external surveys. This process has been repeated with
the 3 year maps as follows. We filter the weighted maps, N1/2

obsT
(Nobs is the number of observations per pixel) in harmonic space
by bl/(b

2
l C

cmb
l þ C noise

l ) (Tegmark & de Oliveira-Costa 1998;
Refregier et al. 2000), where bl is the transfer function of theWMAP
beam response (Page et al. 2003a; Jarosik et al. 2007), C cmb

l is
the CMB angular power spectrum, and C noise

l is the noise power.
Peaks that are >5 # in the filtered maps are fit in the unfiltered
maps to aGaussian profile plus a planar baseline. TheGaussian am-
plitude is converted to a source flux density using the conversion
factors given in Table 5 of Page et al. (2003a). When a source is
identified with >5 # confidence in any band, the flux densities for
other bands are given if they are >2 # and the fit source width is

Fig. 10.—Galactic foreground removal with spatial templates. All maps in this figure are 3 year maps that have had the ILC estimate of the CMB signal subtracted off
to highlight the foreground emission. The maps have been degraded to pixel resolution 5, are displayed in Galactic coordinates, and are scaled to%30 $K. The white con-
tour indicates the perimeter of the Kp2 sky cut, outside of which the template fits were evaluated. The frequency bands Q throughWare shown top to bottom. Left: Sky maps
prior to the subtraction of the best-fit foregroundmodel (x 5.3).Middle: The same skymapswith the first-year template-basedmodel subtracted. Note the high-latitude residuals
in the vicinity of the North Polar Spur and around the inner Galaxy due to the use of the Haslam 408MHz map as a synchrotron template.Right: The same sky maps with the
3 year template-based model subtracted. This model substitutes K- and Ka-band data for the Haslam data, which produces lower residuals outside the Kp2 sky cut. There are
still isolated spots with residual emission of order 30 $K in the vicinity of the Gum Nebula and the Ophiuchus Complex (see Fig. 7). Note also that substantial errors
(&30 $K) remain inside the Kp2 cut due to limitations in the template model.
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Polarised emission 

synchrotron-free region and at l-values beyond where this simple
parameterization can be tested, there is not a conflict with their
results. The same is true for the CBI experiment (Readhead et al.
2004), which also observed at 30 GHz but at a predominantly
higher l and in a predetermined clean region of sky. The dust
amplitude in the model is especially uncertain. Depending on the
region of sky within the P06 cut, and the l of interest, it may be
an order of magnitude off.

For a more complete model of the power spectra of foreground
emission, one must take into account the correlations or anticor-
relations between various foreground components and between
the foreground components and the CMB. For example, a reason-
able fit to the l ¼ 2 EE spectrum, which is dominated by fore-
ground emission, is given by

BEE(!)¼ as(!1!2)
"s þ #sdasad(!

"s
1 !"d

2 þ !"d
1 !"s

2 )þ ad(!1!2)
"d ;

ð26Þ

where #sd is the dust synchrotron correlation coefficient, !1 and
!2 are the frequencies of the two spectra that are correlated, "d

and "s are the dust and synchrotron spectral indices, and ! ¼
(!1!2)1/2. This fit is shown in Figure 18. After normalizing the
frequency to 65 GHz, the following coefficients were found to
reasonably represent the data: as ¼ 0:64, "s ¼ %2:9; ad ¼ 0:65;
"d ¼ 1:5, and #sd ¼ 0:46. In order to produce the KV, KW, and
KaW features, there must be significant correlations between dust
and synchrotron emission. For the l ¼ 4 EE spectrum a similar
expression fits the data if #sd is negative.

Some care is needed in interpreting the statistical significance
of power spectra that include foreground emission and a cut sky.
The lack of statistical isotropy of the foreground emission means
that it must be treated separately from the CMB when assess-
ing the net noise. In the presence of foregrounds, the random
uncertainty becomes

!C 2
l ¼ 2

(2l þ 1) f 2
sky

½N 2
l þ 2NlF l'; ð27Þ

where F l is the foreground emission at each l. We plot only the
first term in Figures 17 and 18 to indicate the size of the statis-
tical error. In addition, with the sky cut there is a noise-foreground
coupling between N E;B

l
and F E;B

l(2
, and between NE;B

l and F B;E
l(1 .

This is analogous to the noise coupling shown in Appendix C.

5.2. Power Spectrum of Foreground-cleaned
Maps Outside the P06 Mask

We next discuss the power spectrum after removing the fore-
ground emission from the maps. Cleaning foregrounds not only
changes the mean of Cl, but it reduces !Cl because of the cou-
plings. The choice of model makes little difference to the con-
clusions. For all the following we have subtracted the best-fit
KD3Pol Q and U templates from the Ka through W maps (both
r4 and r9 versions) as described in x 4. Table 5 shows the EE
l ¼ 2 and BB l ¼ 5, the multipoles with the largest foreground
contributions, for both before and after the subtraction. Where
the foreground signal is dominant, the subtraction can reduce its
level by a factor of 6Y10 in temperature.

When we fit and subtract the foreground templates, we use es-
sentially all of the available data on polarized foreground emis-
sion. The error bar on the power spectrum of the cleaned maps
is dilated in the cleaning process as discussed above. We do not
include an additional error for systematic uncertainty in themodel.
Rather, by comparing spectra of precleaned to cleaned maps, we
estimate that the model removes at least 85% of the synchrotron.
This is demonstrated, for example, in the KKa and KaKa com-
binations for l ¼ 2 EE in Table 5, in the subtraction shown in
Figure 15, and to a lesser degree by the null EB and BB power

Fig. 17.—Absolute value of the EE (solid lines, violet through green) and BB
(dashed lines, violet through green) polarization spectra for the region outside
the P06 mask. The best-fit "CDMmodel to TT, TE, and EE data with $ ¼ 0:09
and an additional tensor contribution with r ¼ 0:3 is shown in black. The cross
spectra have been combined into frequency bins according to Table 5 and into
the following l bins: [2, 3, 4Y5, 6Y8, 9Y15, 16Y32, 33Y101, 102Y251,
252Y502]. In the presence of a dominant synchrotron spectrum, the averages
over frequency are dominated by contributions from the lowest frequencies as
can be seen by comparing the above at l ¼ 2 to Fig. 18. Diamonds (EE) and
boxes (BB) denote the data points that are negative. The points are plotted at
their absolute value to limit clutter. They should be interpreted as indicating the
approximate noise level of the measurement. The 1 % upper bounds and down-
ward arrows mark points that are positive but consistent with zero. The general rise
in the data for l > 100 is due to the large noise term. The red line corresponds to
eq. (25) evaluated for ! ¼ 60 GHz for the BB foreground emission.

Fig. 18.—Frequency spectrum of the EE and BB power spectra for the region
outside the P06 mask. To increase the signal-to-noise ratio, multiple values of l
are averaged as indicated. Only statistical errors are shown. Negative values are
not plotted. The frequency band combinations are given in Table 5. The thin red
line running close to the l ¼ 2 EE spectrum is the model in eq. (26). The dot-
dashed red line corresponds to eq. (25) evaluated for BB at l ¼ 2.
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Radio loops 

poles suggest that most of the dust absorption occurs within
200 pc. To select stars outside the dust column for jbj >10!, we
limit the sample to the 1578 stars with heliocentric distances
greater than 500 pc. For jbj<10!, the model is problematic be-
cause there is ample dust emission from distances further away
than the stars sample.

We represent the starlight polarization data, (Q?; U?), in terms
of a polarization amplitude, P?, and direction, !?:

Q? ¼ P? cos (2!?);

U? ¼ P? sin (2!?): ð14Þ

We then smooth the starlight data by convolving (Q?/P?) and
(U?/P?) with a Gaussian window with a FWHM of 9.2!. The
smoothing is required because the measurements are coarsely
distributed. As a result, this dust model is applicable only for
lP15 and jbj > 10!. Above, !? describes the direction of this
smoothed starlight polarization field. We can quantify the ag-
reement between the starlight and WMAP K-band polarization
measurements by computing their correlation in each pixel, Z ¼
cos 2(!? % !K)þ "½ (, where !K is the direction in K band. Fig-
ure 11 shows a plot of the correlation as a function of position. The
median correlation coefficient is 0.72 implying that the dust and
K-band directions typically agree to 20!. Because of noise in both
the K-band and starlight maps, this is an underestimate of the cor-
relation. Nevertheless, the correlation tells us that the basic model
relating the starlight, the dust, synchrotron emission, and the mag-
netic field agrees with observations.

4.1.3. Thermal Dust Emission

Based on the detection of starlight polarization, thermal dust
emission is expected to be polarized atmillimeter and submillimeter

Fig. 9.—Left : Observed K-band polarization, P. The color scale ranges from 0 to 0.1 mK. Right: Model prediction of the K-band polarization based on the Haslam
intensity map. The model has one effective free parameter, the ratio of the homogeneous field strength to the total field strength as shown in eq. (13). This plot shows
the results for #s ¼ %2:7 and q ¼ 0:7.

Fig. 10.—Top: Haslam 408 MHz map is shown with circles indicating loops
from Berkhuijsen et al. (1971). These ridges of enhanced Galactic radio emission
are seen across the sky at low radio frequencies. The North Polar Spur (‘‘Loop I’’)
and the Cetus arc ( ‘‘Loop II’’ ) are examples of these features, which have been
described as the remnants of individual supernovae, or of correlated supernovae
outbursts that produce blowouts, or as helical patterns that follow the local
magnetic fields projecting out of the plane. Four such loops can be seen in the
Haslam 408 MHz radio map and the WMAP map. Note that the color stretch is
logarithmic in temperature.Bottom:WMAPK-band polarizationmapwith the same
loops superimposed. Note that the highly polarized southern feature is close to the
North Polar Spur circle andmay be related to the same physical structure. Note also
that the polarization direction is perpendicular to the main ridge arc of the North
Polar Spur, indicating a tangential magnetic field. This is also seen in the southern
feature. Whether or not they are physically related remains unclear.

Fig. 11.—Map of the correlation, Z, between the polarization angle derived
from the polarization of starlight, and the polarization angle in the K band. In the
regions of high K-band polarization, the correlation is strong. The polarization
directions are anticorrelated in the Orion-Eridanus region near l ¼ %165!, sug-
gesting spatially distinguished regions of dust and synchrotron emission.
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•  probably shells of old 
SNRs 

•  can only observe 4 
(5)radio loops directly in 
radio maps 

•  total Galactic population 
of up to O(1000) can 
contribute on all scales 
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Our neighbourhood 



Modelling the APS @ 408 MHz 

synchrotron:  
smooth emissivity 
and turbulence 
 
free-free:  
WMAP MEM-template 
 
unsubtracted sources: 
shot noise 

Mertsch & Sarkar, JCAP 06 (2013) 041 



assumption: flux from one shell factorises into angular 
part and frequency part: 
 
frequency part          : 
magnetic field gets compressed in SNR shell 
electrons get betatron accelerated 
emissivity increased with respect to ISM 
 
angular part              : 
assume constant emissivity in thin shell: 
 
 
 
 
 

Jshell i(�, ⇤, b) = ⇥i(�)gi(⇤, b)

Modelling individual shells 
Mertsch & Sarkar, JCAP 06 (2013) 041 
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assumption: flux from one shell factorises into angular 
part and frequency part: 
 
frequency part          : 
magnetic field gets compressed in SNR shell 
electrons get betatron accelerated 
emissivity increased with respect to ISM 
 
angular part                  : 
assume constant emissivity in thin shell: 
 
 
 
 
add up contribution from all shells 

gi(cos�)

Jshell i(�, ⇤, b) = ⇥i(�)gi(⇤, b)

Modelling individual shells 
Mertsch & Sarkar, JCAP 06 (2013) 041 
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…including ensemble of shells 

O(1000) shells of old SNRs 
present in Galaxy 
 
we know 4 local shells 
(Loop I-IV) but others are 
modeled in MC approach 
 
they contribute exactly in 
the right multipole 

Mertsch & Sarkar, JCAP 06 (2013) 041 



Best fit of local shells and ensemble 

O(1000) shells of old SNRs 
present in Galaxy 
 
we know 4 local shells 
(Loop I-IV) but others are 
modeled in MC approach 
 
they contribute exactly in 
the right multipole 

Mertsch & Sarkar, JCAP 06 (2013) 041 



Anomalies in ILC9 (l≤20) `

Liu, Mertsch & Sarkar, ApJL 789 (2014) 29 



Anomalies in ILC9 (l≤20) 

compare with MC    p-values  

`

temperature  skewness  

O(10�2)

in ring around Loop I 

Liu, Mertsch & Sarkar, ApJL 789 (2014) 29 



Cluster analysis 
Naselsky & Novikov, ApJ. 444 (1995) 1 

Liu, Mertsch & Sarkar, ApJL 789 (2014) 29 

map of distance modulus: ILC temperature : 



from 100,000 MC runs: probability 
for smaller         in last four bins   

Cluster analysis 
Naselsky & Novikov, ApJ. 444 (1995) 1 

hGi ⇠ 10�4

Liu, Mertsch & Sarkar, ApJL 789 (2014) 29 



from 100,000 MC runs: probability 
for smaller     : 

Cluster analysis 
Naselsky & Novikov, ApJ. 444 (1995) 1 

Liu, Mertsch & Sarkar, ApJL 789 (2014) 29 

C =

P
(G� Ḡ)(TILC � T̄ILC)pP
(G� Ḡ)2(TILC � T̄ILC)2

C ⇠ 10�4



What do we know about anomaly? 
•  spatially correlates with Loop I 

•  unlikely synchrotron (checked with our synchrotron model) 

•  frequency dependence: 
which spectral index     gets “zeroed” by ILC method, 
 
i.e. solve                                 for   
 
 
for WMAP9:                ,         and 
 
 
 
for Loop region:                 and  

Liu, PM & Sarkar, ApJL 789 (2014) 29 

WX
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Spectral index 

•  WMAP polarised intensity in  
-  W (60 GHz) 
-  V (90 GHz) 

•  correlate with ILC9 

•  ratio of average intensities in 
Loop I region: 1.7 

•  spectral index: ~1.3 

Liu, PM & Sarkar, ApJL 789 (2014) 29 



Evidence for magnetised dust I 
•  correlation                 of WMAP and Planck 

frequency maps with dust template (353 
GHz) in intensity and polarisation 

•  model as 
–  CMB: achromatic 
–  synchrotron:  
–  thermal dust: 
–  AME: spinning dust 

•  in intensity:                      and 
(cf. in FIR,                  ) 

•  possible interpretation: 
magnetised dust, BB spectrum 

→  7σ evidence for magnetised dust?! 

↵353(⌫)

Ad�
�dB(�, Td)

As�
�s

�d ' 1.52Td ' 19K

Planck Collaboration: Frequency dependence of thermal emission from Galactic dust in intensity and polarization
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Fig. 8. Mean dust SED in KRJ units, normalized to 1 at 353 GHz, with different spectral fits and the respective residuals. The three
parametric model fits are DI+AI (top left), DII+AI (middle left), and DII+AII (bottom left), as presented in Sect. 7.2. Right: residuals
after removing the best fit model listed in Table 4, from the mean dust SED. The three spectral models provide an equally good fit
to the data, with residuals compatible with zero.

7.3. Astrophysical interpretation

The three spectral models DI+AI, DII+AI, and DII+AII pro-
vide equally good fits to the observed dust SED in intensity. We

discuss the astrophysical interpretation of the dust emission for
each model.

In model DI, the spectral index of the thermal dust emission
is constant from FIR to microwave frequencies. The change of

13

�d ⇠ 1.7

Ade et al., arXiv:1405.0874 



Evidence for magnetised dust II 

Draine & Hensley, ApJ 757 (2012) 103 

thermal dust 
typical 
 
spinning dust 
low-    foreground 
 
magnetic dust 
very flat spectra, 
            ; 
dependence on 
compound, grain 
size, shape… 

� ⇠ 1.6. . . 1.7

⌫

� ⇠ 0



Magnetic dipole radiation 

Draine & Lazarian, ApJ 508 (1998) 157, ibid., ApJ 512 (1999) 740 
Draine & Hensley, ApJ 765 (2013) 169 



polarisation 
•  not a power law in 
•  dangerous frequency behaviour: BB! 
•  possibility of small-scale turbulence 

in loops è variation of polarisation 
fraction and angle 

•  none of the “dust models” covers this 

Significance for cosmology 
temperature anisotropies 
•  observed loops contribute mostly at 
→  no impact at large   ? 
•  low-   anomalies (power deficit,            ,                 alignment, parity asymmetry 
•  CMB power even lower than observed?! 
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Best fit of local shells and ensemble 

O(1000) shells of old SNRs 
present in Galaxy 
 
we know 4 local shells 
(Loop I-IV) but others are 
modeled in MC approach 
 
they contribute exactly in 
the right multipole 

Mertsch & Sarkar, JCAP 06 (2013) 041 



Significance for cosmology 
temperature anisotropies 
•  observed loops contribute mostly at 
→  no impact at large   ? 
•  low-   anomalies (power deficit,            ,                 alignment, parity asymmetry) 
•  CMB power even lower than observed?! 
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polarisation 
•  not a power law in 
•  dangerous frequency behaviour: BB! 
•  possibility of small-scale turbulence 

in loops è variation of polarisation 
fraction and angle 

•  none of the “dust models” covers this 
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polarisation  
(1.4 and 23 GHz) 

polarisation angle 
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BICEP2 variance-weight map & loops 



Conlcusion 
radioloops 
efficiently modelled in angular power 
spectrum 

contamination in CMB maps 
anomalous temperature & clustering 

 magnetised dust? 

Wolleben’s “New Loop” 
potentially high polarisation fraction, 
potentially low spectral index 


