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Cosmic Rays	


influence our life!

‣ About 20% of natural radioactivity	

‣ Increased exposure on aircraft	

‣ Can induce massive blackouts	

‣ Vivid discussion on impact on cloud formation	

‣ Induce lightning?	

‣ Impact on climate?	

‣ ...
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‣ Radio astronomy (wavelength above 1mm):  
Produced by synchrotron radiation and thermal emission 
Feature: Many objects in radio wavelength (e.g. interstellar 
gas, pulsars, 21cm line, …)	

!

!
!
‣ Infrared astronomy (wavelength 0.75 - 300 micrometer):  

Heavily absorbed by atmosphere 
Feature: Detect objects (e.g. planets, nebula) too cold for 
optical astronomy	

!
!
!

‣ Optical astronomy (wavelength 400 - 700 nm):  
Oldest form of astronomy  
Feature: Most discoveries in optical range. Visible by eye. 

Star-forming region R136

Tarantula nebula

Crab nebula
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‣ Ultraviolet astronomy (wavelength 10 - 320 nm):  
Also absorbed by atmosphere  
Feature: Study thermal radiation and spectral emission lines. 
Detect objects such as supernovae remnants or active galactic 
nuclei. 	

!
!

‣ X-ray astronomy (wavelength 8 pm - 8 nm):  
Observation at high altitudes or space. Typical production by 
synchrotron emission of electrons in magnetic fields.  
Feature: Detection of X-ray sources such as pulsars, X-ray 
binaries or clusters of galaxies	

!
!

‣ Gamma-ray astronomy (wavelength 10 pm and below):  
Direct detection by satellites or indirect via secondary 
particles in atmosphere.  
Feature: Detection of new sources and phenomena such as 
neutron stars, gamma-ray bursts

Spiral galaxy Messier 81

Star Eta Carinae

Moon  
(cosmic ray interacting on surface)
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‣ Gamma-ray astronomy (wavelength 10 pm and below):  
Direct detection by satellites or indirect via secondary 
particles in atmosphere.  
Feature: Detection of new sources and phenomena such as 
neutron stars, gamma-ray bursts

Spiral galaxy Messier 81

Star Eta Carinae

Moon  
(cosmic ray interacting on surface)

All observation windows have their own features and 

discovery potential	


!

Current world record in measured photon energy:	


~ 1014 eV	


!

In this talk: Search for photons with energies 	


~1018 eV = 1 EeV 
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Wavelength [m]

??? How far can we go?
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Wavelength [m]

??? How far can we go?Milky Way in EeV energies?
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• Photons, as the gauge bosons of the EM force, at such enormous 
energy are unique messengers and probes of extreme and, possibly, 
new physics	

!

• UHE photons are a smoking gun for non-acceleration models	

!

• UHE photons are important when trying to constrain interaction 
parameters such as the proton-air-cross-section at energies far 
beyond LHC energies	

!

• UHE photons point back to the location of their production.  Arrival 
directions may correlate to possible sources	

!

• UHE photons play a role in fundamental physics:  
E.g. they help to constrain Lorentz invariance violation (LIV)  
                                                                   
                                                (more photons expected in LIV)	

!

• and more...

�

X
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Pressing	  ques3ons:
1. Where	  do	  they	  come	  from?	  
2. What	  are	  they	  made	  of?	  
3. How	  are	  they	  accelerated?	  
4. What	  can	  they	  tell	  us	  about	  

fundamental	  and	  par3cle	  physics?	  
5. Is	  there	  a	  maximal	  energy?

Ultra-high energy cosmic rays 
E	  >	  1017	  eV
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Birth
supernovae	

pulsar	

black hole	

AGN	

…

Additional 
acceleration

spallation	

radioactive decay	

magnetic fields	

interactions

Propagation

shock acceleration 
(Fermi) 	


charged particles

General picture UHECR

neutral particles

Death
cosmic ray air 
shower

Galactic 
deflection

magnetic field	

interactions
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‣ Cosmic	  rays	  can	  interact	  with	  background	  photons:

cosmic ray

ph
oto

n

interaction

#
✏0 = ✏�(1� cos(#))

� =
E

m

photon energy in 
nucleus rest frame

	  	  	  	  	  	  is	  the	  relevant	  
energy	  scale	  for	  

interac7on

✏0

✏
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‣ Pion	  produc3on
Pion production for a head-on collision of a nucleon N:

Ethres =
m⇡(mN +m⇡/2)

2✏
⇡ 6.8 · 1019

⇣ ✏

10�3 eV

⌘�1
eV

N + � ! N + ⇡
with the threshold energy

where                          represents a typical target photon such as a CMB photon. 
Both the electromagnetic and the strong interaction play a role.  
Example: Pion production by protons via delta resonance:

✏ ⇠ 10�3 eV

p+ � ! �

+ !
⇢

n+ ⇡+
with branching ratio 1/3

p+ ⇡0 with branching ratio 2/3

EM !
interaction

strong !
interaction ! µ+ + ⌫µ

main production channel of 
neutrinos by hadronic cosmic rays

main channel of high energy 
photons by hadronic cosmic rays

! � + �

A>er	  the	  discovery	  of	  the	  CMB	  (1965)	  people	  realized: 

Universe	  gets	  opaque	  for	  cosmic	  rays	  at	  ultra-‐high	  energies:	  GZK-‐effect 
first	  realized	  by	  Greisen,	  Zatsepin	  and	  Kuzmin	  in	  1966 

K.	  Greisen,	  PRL	  16	  748	  (1966),	  G.T.	  Zatsepin	  and	  V.A.	  Kuzmin	  Sov.	  Phys.	  JETP	  LeW.	  4	  78	  (1966)

mailto:kuempel@physik.rwth-aachen.de


Daniel Kuempel

Interactions

11Seminar Annecy October 24 2014

‣ Pair	  produc3on
Pair production by a nucleus with mass number A and charge Z on a photon:

A
Z + � !A

Z +e+ + e�

with the threshold energy

Ethres =
me(m+me)

✏
⇡ 4.8 · 1017 A

⇣ ✏

10�3 eV

⌘�1
eV

where                          represents a typical target photon such as a CMB photon.✏ ⇠ 10�3 eV

induces electromagnetic 
cascades via inverse 
Compton scattering
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‣ Pair	  produc3on
Pair production by a nucleus with mass number A and charge Z on a photon:

A
Z + � !A

Z +e+ + e�

with the threshold energy

Ethres =
me(m+me)

✏
⇡ 4.8 · 1017 A

⇣ ✏

10�3 eV

⌘�1
eV

where                          represents a typical target photon such as a CMB photon.✏ ⇠ 10�3 eV

induces electromagnetic 
cascades via inverse 
Compton scattering

‣ Photodisintegra3on	  of	  nuclei
Gamma ray is absorbed by nuclei and causes it to enter excited state before 
splitting in two parts.

photon

Changes in energy        , and atomic number       , are related by !
Thus, effective energy loss rate is given by: 

�E �A �E/E = �A/A

1

E

dE

dt

����
e↵

=
1

A

dA

dt
=

X

i

i

A
lA,i(E)

rate for emission of i 
nucleons of mass A
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Interaction rate can be calculated as  

��1 =

Z 1

0
n(✏)�avg(✏) d✏

photon number density

collision angle averaged 
cross section

electron-pair production

photodisintegration of 
various nuclei 

pion 
production  
(x 100)
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Figure 1: Left : Energy evolution of the energy loss length, �
loss

, of protons, the contri-
butions of di↵erent energy loss processes (adiabatic expansion, pair production and pion
production) are displayed, as well as the di↵erent photon backgrounds (see labels). Cen-
ter: Energy evolution of the photodisintegration cross section for 56Fe, the contributions
of the giant dipole resonance (GDR), quasi-deuteron (QD) and baryon resonances (BR)
are shown as well as the contribution of di↵erent nucleon multiplicities (for GDR and
QD). Right: Lorentz factor evolution of the iron nucleus mean free path for the di↵erent
photodisintegration processes and interactions with the CMB and IR/Opt/UV photons at
z = 0.

the energy threshold is proportional to the mass ,A4, of the parent nucleus
whereas the loss length decreases like ⇠ A/Z2 at a given Lorentz factor
[20, 25].

Concerning photodisintegration, di↵erent processes become dominant at
di↵erent energies. The lowest energy and highest cross section process is
the giant dipole resonance(GDR). The GDR is a collective excitation of the
nucleus [26] in response to electromagnetic radiation between ⇠10 and 50
MeV5 where a strong resonance can be seen in the photoabsorption cross
section (see Fig. 1). The GDR mostly triggers the emission of one nucleon
(most of the time a neutron but depending on the structure of the parent
nucleus, ↵ emission can also be strong for some nuclei), 2, 3 and 4 nucleon
channels can also contribute significantly though their energy threshold is
higher. Around 30 MeV in the nucleus rest frame and up to the photopion
production threshold, the quasi-deuteron (QD) process becomes comparable
to the GDR (but much lower than at the peak of the resonance) and its
contribution dominates the total cross section at higher energies. Unlike

4In the laboratory frame, for a given photon spectrum.
5The threshold for most nuclei is between 10 and 20 MeV except for peculiar cases like

9Be or the dinucleon and trinucleon

6

D. Allard, Astropart. Phys. 39-40 (2012) 33-43

‣ Low	  energies: 
energy	  loss	  dominated	  by	  expansion	  of	  the	  
universe	  

‣ Intermediate	  energies: 
Most	  important	  loss	  length	  is	  pair	  
produc[on	  on	  CMB	  

‣ High	  energies: 
Most	  important	  loss	  length	  is	  pion	  
produc[on	  on	  CMB
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GZK-‐effect:	  For	  propaga[on	  distances	  >	  100	  
Mpc	  the	  primary	  energy	  is	  aWenuated	  to	  
almost	  the	  same	  value
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PROCEEDINGS OF THE 31st ICRC, ŁÓDŹ 2009 1

Simulation study of GZK photon fluxes
Daniel Kuempel∗, Karl-Heinz Kampert∗ and Markus Risse∗

∗Physics Department, University of Wuppertal, Gaußstr. 20, D-42119 Wuppertal, Germany

Abstract. The composition of ultra-high energy
(UHE) cosmic rays E > 1017 eV is still unknown.
The observation of UHE photons would extend the
observed electromagnetic spectrum to highest energy
and open a new channel for multimessenger obser-
vations in the universe. Current limits on the photon
flux already constrain “exotic” scenarios where a
large number of photons is expected by the decay
products of supermassive X-particles. Motivated by
the growing exposure of UHE cosmic ray experiments
- like the Pierre Auger Observatory - the observation
of conventionally produced GZK photons may be in
reach in the near future. We investigate UHE particle
propagation using the Monte Carlo code CRPropa.
Particularly, the expected photon fluxes normalized
to current experiments as well as prospects for
future experiments are illustrated. Varying source
and propagation scenarios are analyzed and the
impact on secondary GZK photons is shown. For
the specific case of Centaurus A, we study which
source parameters can be tested by searching for the
expected GZK photons.

Keywords: cosmic ray propagation, UHE photon
flux, Centaurus A

I. INTRODUCTION

The origin and nature of the highest energy cosmic
rays (E > 1017 eV) is still one of the most pressing
questions of astroparticle physics. However recent de-
velopments show a clear evidence of a suppression in
the cosmic ray flux at highest energies. HiRes reported
the observation of the GZK cutoff above ∼ 6 · 1019 eV
with 5 standard deviation significance [1]. Furthermore,
the Pierre Auger Observatory rejects the hypothesis that
the cosmic ray spectrum continues with a constant slope
above 4 · 1019 eV, with a significance of 6 standard
deviations [2].

The composition at these energies still remains a
mystery. The Pierre Auger Observatory revealed a corre-
lation between the arrival directions of ultra high energy
cosmic rays (UHECR) with energy above 6 · 1019 eV
and the positions of active galactic nuclei (AGN) within
∼ 75 Mpc [3]. This perhaps indicates a lighter composi-
tion since heavier nuclei are more effected by magnetic
fields. However, measurements of the depth of shower
maximum Xmax of air showers seem to indicate also a
heavier component [4].

In either case, energy loss by propagation effects limit

Fig. 1. Spectrum of secondary photons generated by pion and pair
production from a single UHECR proton source at a given distance.
We consider here a one-dimensional model, with an injection spectral
index α = 2.5 and maximum energy of 1020.5 eV. No magnetic fields
were taken into account. At a source distance of ∼ 10 Mpc most of
the UHE photons are produced. For closer distances the EM cascade’s
development has insufficient time to produce a sufficient number of
UHE photons whereas for large distances the UHE photon population
may cascade down to lower energies (see also [5]).

the UHECR horizon1 distance to below ∼ 70 Mpc at
energies ≥ 1020 eV and give rise to secondary particle
production.

To get a clue of an answer of the raised questions
it is therefore desirable to expand the knowledge of
particle propagation through the local universe. The
photon background is a key ingredient for understand-
ing the properties of particle propagation. At energies
≥ 5·1019 eV the main channel of energy loss for primary
protons is photo-pion production in interactions with
background radiation fields which generates the already
mentioned GZK feature. Here, the low energy photon
can Lorentz transform into a γ-ray in the rest frame of
a very-high energy particle. The cross section increases
strongly at the ∆+(1232) resonance. The process can
be described as

p + γ → ∆+(1232) → n + π+

→ p + π0 .

In addition, also further baryon resonances can be
excited at increasing energy. The produced neutral pions
decay into two UHE photons which in turn are distance
limited by γγ interactions with background photons.

In Fig. 1 a proton source with spectral index α = 2.5
was simulated at various distances. The simulations
were made using the numerical tool CRPropa [6] which

1Here the horizon d is defined as the distance within which 90%
of arriving particles originated.

DK et al., ICRC 2009, 430
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‣ Dominant	  interac[on	  process	  is	  pair	  
produc[on:

�UHE + �b ! e+ + e�

‣ Strong	  aWenua[on	  in	  PeV	  regime	  by	  
CMB	  photons

‣ Typical	  energy	  loss	  length:	  
‣ 7-‐15	  Mpc	  at	  1019	  eV	  
‣ 5-‐30	  Mpc	  at	  1020	  eV
observation of galactic 
and nearby extragalactic 
sources may be possible

Current status: No photons above ~TeV energies observed 
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Detection
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Detection via secondary particles

Energy [eV]

Fl
ux

 o
f 

pa
rt

ic
le

s 
[(

m
2  

sr
 s

 G
eV

)-1
]

1 particle / m2 / s
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Region almost 	
impossible for 	

direct 
measurements

1 particle / m2 / yr

1 particle / km2 / yr Highest energies only 
indirect accessible, e.g. 

via extensive air 
showers 
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Nicole Krohm (Uni Wuppertal) Accuracy of the reconstructed shower axis in Golden Hybrid data 4

Primary 	

cosmic rays

Fluorescence light

Extensive air shower

Two main measurement techniques:
Fluorescence telescope

Water-Cherenkov detector
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•About 500 collaborators  
from 18 countries  

•~ 3000 km2 area	


•1660 water-Cherenkov tanks	


•27 fluorescence telescopes

10 km

Loma Amarilla

Los Morados

Los Leones

Coihueco

HEAT

XLF

BLS

CLF

Additional R&D antennas

OBSERVATORY
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•27 fluorescence telescopes

10 km

Loma Amarilla

Los Morados

Los Leones

Coihueco

HEAT

XLF

BLS

CLF

Additional R&D antennas

Auger @ Annecy OBSERVATORY
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17

Hybrid technique

Advantage:  
‣More accurate energy and directional 

information	

‣ Lower energy threshold	

‣ Small dependence on interaction 

models

Disadvantage:  
‣Only 10-15% duty cycle 
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Two step process: 1. Determination of the shower 
detector plane (SDP)
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Plane spanned by the (signal-weighted) 
viewing directions of the triggered 

camera

Direction within this plane 
still unclear…

mailto:kuempel@physik.rwth-aachen.de


Daniel Kuempel

Geometry reconstruction
Two step process: 2.Determine geometry within SDP

21Seminar Annecy October 24 2014

Sh
ow

er 
De

tec
tor

 Pl
an

e
Ground Plane

FD

t0
Rp

χi

χ0

shower front

Ŝ
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◆

Fit Rp, t0 and chi0 to 
determine geometry

SD information  
(impact on ground)

Angular resolution 
typically less than 1°
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Largest uncertainty from fluorescence yield!
Systematic uncertainty ~14%
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Photon induced air showers: 
Two main characteristics:	


1.Delayed shower development (larger Xmax)	

2.Lack of muons due to smaller photo-nuclear 

cross-sectionChapter 2
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Figure 2.5: Average depth of shower maximum Xmax as a function of primary energy
E0 modified from [4]. Experimental results from Auger [35], BLANCA [36], CACTI [37],
DICE [38], Fly’s Eye [39], Haverah Park [40], HEGRA [41], HiRes/MIA [42], HiRes [43],
Mt. Lian Wang [44], SPASE/VOLCAN [45], Tunka-25 [46] and Yakutsk [47]. The results
are compared to predictions of the average depth of shower maximum for primary pho-
tons (green), protons (blue) and iron (red). Di�erent interaction models were used namely
QGSJET 01 [48], EPOS 1.6 [49], QGSJET II-3 [50] and SIBYLL 2.1 [51] as well as modi-
fications in the magnetic field (MF) and conversion processes for primary photons (cf. Sec.
5.4).

The decreasing cosmic ray flux at energies above 1014 eV makes it inevitable to mea-
sure properties of primary cosmic rays via secondary particles produced when interacting
with the atmosphere of the Earth. The physics and detection techniques of so-called
Extensive Air Showers (EAS) is described in more detail in Chapter 3. As a result of
large fluctuations in the shower development an often-used quantity to characterize the
composition is the mean logarithmic mass, defined as

�lnA⇥ =
�

ri lnAi ,

where ri is the relative fraction of nuclei i with atomic mass number Ai. In an air shower
experiment �lnA⇥ is obtained applying two methods:

1. The quantity is proportional to the ratio of the number of electrons and muons

8
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Photon induced air showers: 
Two main characteristics:	


1.Delayed shower development (larger Xmax)	

2.Lack of muons due to smaller photo-nuclear 
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are compared to predictions of the average depth of shower maximum for primary pho-
tons (green), protons (blue) and iron (red). Di�erent interaction models were used namely
QGSJET 01 [48], EPOS 1.6 [49], QGSJET II-3 [50] and SIBYLL 2.1 [51] as well as modi-
fications in the magnetic field (MF) and conversion processes for primary photons (cf. Sec.
5.4).

The decreasing cosmic ray flux at energies above 1014 eV makes it inevitable to mea-
sure properties of primary cosmic rays via secondary particles produced when interacting
with the atmosphere of the Earth. The physics and detection techniques of so-called
Extensive Air Showers (EAS) is described in more detail in Chapter 3. As a result of
large fluctuations in the shower development an often-used quantity to characterize the
composition is the mean logarithmic mass, defined as

�lnA⇥ =
�

ri lnAi ,

where ri is the relative fraction of nuclei i with atomic mass number Ai. In an air shower
experiment �lnA⇥ is obtained applying two methods:

1. The quantity is proportional to the ratio of the number of electrons and muons
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Search for photons with the Pierre Auger Observatory
diffuse limits

proton

photon

Xmax‣ Ethr: 1, 2, 3, 5, 10 EeV 
‣ Zenith: 0 - 60º
‣ Fisher analysis combining SD and FD information
‣ a-priori cut at 50% photon efficiency, > 99% bkg rejection

(depending on energy)
‣ FD duty cycle of ~ 10-15% 

‣ 6, 0, 0, 0, 0 candidates (compatible with bkg) M.S. for the Pierre Auger Coll, ICRC 2011

15

The Pierre Auger Coll., Astrop. Phys. 29 (2008) 243

Radius of 
curvature Risetime 

@ 1000 m

2 SD observables combined 
in a multivariate analysis

• Ethr: 10, 20, 40 EeV 
• Zenith: 30 - 60º 

(full efficiency range)
• Principal component analysis
• “a-priori” cut at 50% of photon 

selection efficiency

‣ no candidates found
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Diffuse photon search

24Seminar Annecy October 24 2014
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component 
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The Pierre Auger Coll., Astrop. Phys. 29 (2008) 243
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(a) Illustration of radius of curvature. Shower
particles arrive more delayed at distance r from
the shower axis originating from a deeper atmo-
spheric depth X

2
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at depth X
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with X
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< X
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. Correspondingly, the
radius of curvature is smaller for deep developing
photon primaries.
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(b) Illustration of rise time. The spread of ar-
rival times at distance r from the shower axis,
produced over a path length �H increases with
deeper production depth X

2

> X
1

. Correspond-
ingly, the spread of arrival times for photon in-
duced showers is increased.

Figure 5.3: Illustration radius of curvature and rise time.

5.5 Detection and observables

To di↵erentiate between photon and hadron induced EAS a detailed knowledge on shower
development and experimental feasibility is needed. Individual characteristics may lead
to powerful discriminating observables which can be used to separate UHE photon from
background data. The two most important features of EAS induced by a primary photon
is the delayed shower development resulting in a deeper Xmax and the lack of muons due
to the smaller photonuclear cross-section. The longitudinal shower development and thus
Xmax is a direct observable of fluorescence telescopes whereas the number of muons is
typically measured by ground arrays. The combination of the two techniques in a hybrid
approach – as it is realized with the Pierre Auger Observatory – is therefore an excellent
way to search for UHE photons. Commonly used observables utilizing the aforementioned
characteristics are e.g.:

• Depth of shower maximum: The depth of shower maximum Xmax is measured
directly by fluorescence telescopes.

• Radius of curvature: This observable is derived by geometrical reasons exploiting
the fact that the photon showers develop deeper in the atmosphere compared to
nuclei primaries. Showers that develop deeper in the atmosphere (light particles)
will have larger time delays t – and hence smaller radius of curvature – at fixed
distance r to the shower axis compared to showers where the registered particles
originated from larger heights (heavy particles) as shown in Fig. 5.3 (a). The e↵ect
is even amplified by the lack of muons in photon induced showers. This stems from
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No GZK photons and neutrinos, yet
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induced shower simulations (+9%, -33%) and of the neu-
trino cross-section (± 7%) [11]. For the ES analysis, the
systematic uncertainties are dominated by the energy losses
of the tau (+25%, -10%), the shower simulations (+20%,
-5%), and the topography (+18%, 0%).

4 Results and conclusions
Using the combined exposure and assuming a F(E

n

) = k ·
E�2

n

differential neutrino flux and a 1:1:1 flavour ratio, an
upper limit on the value of k can be obtained as:

k =
Nup

R Emax
Emin

E�2
n

Etot(En

) dE
n

(1)

The actual value of the upper limit on the signal events
(Nup) depends on the number of observed and expected
background events as well as on the confidence level re-
quired. Using a semi-Bayesian extension [9] of the Feldman-
Cousins approach [10] to include the uncertainties in the
exposure, Nup is different from the nominal value for zero
candidates and no expected background (Nup = 2.44 at 90%
C.L.), and is different for each channel depending on the
type of systematic uncertainties, and the reference exposure
chosen [6, 7].

The updated single-flavour 90% C.L. limit is:

k90 < 1.3⇥10�8 GeV cm�2 s�1 sr�1 (2)

and applies in the energy interval ⇠ 1.0⇥1017 eV�1.0⇥
1020 eV where ⇠ 90% of the event rate is expected. The
result is shown in Fig. 5 along with the limit in different
bins of width 0.5 in log10 E

n

(differential limit) to show at
which energies the sensitivity of the SD of the Pierre Auger
Observatory peaks. The search period corresponds to an
equivalent of almost 6 years of a complete Auger SD array
working continuously. The inclusion of the latest data from
1 June 10 until 31 December 12 in the search represents
an increase of a factor ⇠ 1.7 in event number with respect
to previous searches [6, 7]. The relative contributions of
the ES:DGH:DGL channels to the total expected event rate
assuming a flux behaving with neutrino energy as E�2

n

, are
0.73:0.23:0.04 respectively.

The current Auger limit is below the Waxman-Bahcall
bound on neutrino production in optically thin sources
[14]. With data unblinded up to 31 December 12, we are
starting to constrain models of cosmogenic n fluxes that
assume a pure primary proton composition injected at
the sources. As an example we expect ⇠ 1.4 cosmogenic
neutrino events from a model normalised to Fermi-LAT
observations (solid line, bottom right panel in Fig. 4 of [15],
also shown in Fig. 5 in this work). The gray shaded area in
Fig. 5 brackets the cosmogenic neutrinos fluxes predicted
under a wide range of assumptions for the cosmological
evolution of the sources, for the transition between the
galactic and extragalactic component of cosmic rays, and for
the UHECR composition [17]. The corresponding expected
number of cosmogenic neutrino events ranges between
⇠ 0.2 and ⇠ 0.6.

The two events in the PeV energy range recently reported
by the IceCube collaboration are compatible with a power-
law flux which follows E�2

n

with normalisation E2
n

F
n

=
1.2 10�8 GeV cm�2 s�1 sr�1 for each flavour (see Fig. 5 in
[18]). Extending this upper limit to the flux with the same
power-law up to 1020 eV we would expect ⇠ 2.2 events
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Figure 5: Differential and integrated upper limits (at 90%
C.L.) from the Pierre Auger Observatory for a diffuse flux
of UHE neutrinos. The search period corresponds to ⇠ 6
yr of a complete SD. We also show the integrated limits
from ANITAII [12] and RICE [13] experiments, along with
expected fluxes for several cosmogenic neutrino models
[15, 16, 17] as well as for astrophysical sources [1, 14].

in Auger while none is observed. The possibility that such
a neutrino flux also represents the flux at UHE energies is
excluded at close to 90% C.L.
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induced shower simulations (+9%, -33%) and of the neu-
trino cross-section (± 7%) [11]. For the ES analysis, the
systematic uncertainties are dominated by the energy losses
of the tau (+25%, -10%), the shower simulations (+20%,
-5%), and the topography (+18%, 0%).

4 Results and conclusions
Using the combined exposure and assuming a F(E

n

) = k ·
E�2

n

differential neutrino flux and a 1:1:1 flavour ratio, an
upper limit on the value of k can be obtained as:

k =
Nup

R Emax
Emin

E�2
n

Etot(En

) dE
n

(1)

The actual value of the upper limit on the signal events
(Nup) depends on the number of observed and expected
background events as well as on the confidence level re-
quired. Using a semi-Bayesian extension [9] of the Feldman-
Cousins approach [10] to include the uncertainties in the
exposure, Nup is different from the nominal value for zero
candidates and no expected background (Nup = 2.44 at 90%
C.L.), and is different for each channel depending on the
type of systematic uncertainties, and the reference exposure
chosen [6, 7].

The updated single-flavour 90% C.L. limit is:

k90 < 1.3⇥10�8 GeV cm�2 s�1 sr�1 (2)

and applies in the energy interval ⇠ 1.0⇥1017 eV�1.0⇥
1020 eV where ⇠ 90% of the event rate is expected. The
result is shown in Fig. 5 along with the limit in different
bins of width 0.5 in log10 E

n

(differential limit) to show at
which energies the sensitivity of the SD of the Pierre Auger
Observatory peaks. The search period corresponds to an
equivalent of almost 6 years of a complete Auger SD array
working continuously. The inclusion of the latest data from
1 June 10 until 31 December 12 in the search represents
an increase of a factor ⇠ 1.7 in event number with respect
to previous searches [6, 7]. The relative contributions of
the ES:DGH:DGL channels to the total expected event rate
assuming a flux behaving with neutrino energy as E�2

n

, are
0.73:0.23:0.04 respectively.

The current Auger limit is below the Waxman-Bahcall
bound on neutrino production in optically thin sources
[14]. With data unblinded up to 31 December 12, we are
starting to constrain models of cosmogenic n fluxes that
assume a pure primary proton composition injected at
the sources. As an example we expect ⇠ 1.4 cosmogenic
neutrino events from a model normalised to Fermi-LAT
observations (solid line, bottom right panel in Fig. 4 of [15],
also shown in Fig. 5 in this work). The gray shaded area in
Fig. 5 brackets the cosmogenic neutrinos fluxes predicted
under a wide range of assumptions for the cosmological
evolution of the sources, for the transition between the
galactic and extragalactic component of cosmic rays, and for
the UHECR composition [17]. The corresponding expected
number of cosmogenic neutrino events ranges between
⇠ 0.2 and ⇠ 0.6.

The two events in the PeV energy range recently reported
by the IceCube collaboration are compatible with a power-
law flux which follows E�2

n

with normalisation E2
n

F
n

=
1.2 10�8 GeV cm�2 s�1 sr�1 for each flavour (see Fig. 5 in
[18]). Extending this upper limit to the flux with the same
power-law up to 1020 eV we would expect ⇠ 2.2 events
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Figure 5: Differential and integrated upper limits (at 90%
C.L.) from the Pierre Auger Observatory for a diffuse flux
of UHE neutrinos. The search period corresponds to ⇠ 6
yr of a complete SD. We also show the integrated limits
from ANITAII [12] and RICE [13] experiments, along with
expected fluxes for several cosmogenic neutrino models
[15, 16, 17] as well as for astrophysical sources [1, 14].

in Auger while none is observed. The possibility that such
a neutrino flux also represents the flux at UHE energies is
excluded at close to 90% C.L.
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Idea directional information
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Measure extensive air showers 	

• Arrival direction	

• Shower characteristics
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• Arrival direction	

• Shower characteristics

Any point sources visible?
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1. Depth of shower maximum Xmax (FD related)

2. Fit of Greisen function (FD related)
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Figure 3.7: Illustration of the Greisen function for three di↵erent primary energies as
indicated. The radiation length was set to X

r

= 37 g/cm2 and the critical energy to
E

c

= 81 MeV.

Greisen developed a compact parametrization of the mean number of charged particles
Nch as a function of slant depth X based on the solution of the one-dimensional cascade
equations [117] today known as Greisen function:
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Combining Eqn. (3.8), (3.9) and (3.10) the Greisen function can be rewritten as
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Since the Greisen function was derived from purely electromagnetic cascade theory EAS
initiated by photon primaries should fit well to the profile in contrast to hadron induced
showers, cf. Sec. 7.3.2. The primary energy as the only free parameter is another advan-
tage. An illustration of the shape of the Greisen function for three di↵erent energies is
shown in Fig. 3.7.

3.1.3 Muonic component

The muonic component of an EAS emerges from the decay of secondary pions and kaons
of the hadronic component:
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1. Depth of shower maximum Xmax (FD related)

2. Fit of Greisen function (FD related)

3. Energy ratio of Greisen energy and standard energy (FD related)
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Greisen developed a compact parametrization of the mean number of charged particles
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Since the Greisen function was derived from purely electromagnetic cascade theory EAS
initiated by photon primaries should fit well to the profile in contrast to hadron induced
showers, cf. Sec. 7.3.2. The primary energy as the only free parameter is another advan-
tage. An illustration of the shape of the Greisen function for three di↵erent energies is
shown in Fig. 3.7.

3.1.3 Muonic component

The muonic component of an EAS emerges from the decay of secondary pions and kaons
of the hadronic component:
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1. Depth of shower maximum Xmax (FD related)

2. Fit of Greisen function (FD related)

3. Energy ratio of Greisen energy and standard energy (FD related)

4. Sb parameter (SD related)

2.2. SD observables

When observed at ground, photon-induced showers have a generally steeper lateral

distribution than nuclear primaries because of the almost absent muon component. It is

worth noting that, as a consequence of the trigger definition in the local stations and of the

station spacing in the array (The Pierre Auger Collaboration 2010c), the surface detector

alone is not fully e�cient in the energy range used in this work. Thus, as opposed to

previous work based on SD observables (The Pierre Auger Collaboration 2008), we adopt

here observables that are defined at the station level and which do not necessarily require an

independent reconstruction in SD mode. Such observables are related to an estimator (Sb)

of the lateral distribution of the signal or to the shape of the flash analog digital converter

(FADC) trace in individual stations.

The Sb parameter is sensitive to di↵erent lateral distribution functions, due to the

presence/absence of the flatter muon component (Ros et al. 2011), and has already been

used in previous studies (Settimo 2011). It is defined as

Sb =
NX

i=1


Si ·

⇣
ri

1000 m

⌘b
�

, (1)

where the sum extends over all N triggered stations, Si expresses the signal strength of the

i–th SD station, ri the distance of this station to the shower axis, and b a variable exponent.

It has been found that, in the energy region of interest, the optimized b for photon–hadron

separation is b = 3 (Ros et al. 2013).

As a result of both the smaller signal in the stations, on average, and the steeper lateral

distribution function, smaller values of Sb are expected for photon primaries. To prevent a

possible underestimate of Sb (which would mimic the behavior of a photon-like event), due

to missing stations during the deployment of the array or temporarily ine�cient stations,

events are selected requiring at least 4 active stations (fully operational, but not necessary

triggered) within 2 km from the core.
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Figure 3.7: Illustration of the Greisen function for three di↵erent primary energies as
indicated. The radiation length was set to X
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= 37 g/cm2 and the critical energy to
E
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= 81 MeV.

Greisen developed a compact parametrization of the mean number of charged particles
Nch as a function of slant depth X based on the solution of the one-dimensional cascade
equations [117] today known as Greisen function:
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Combining Eqn. (3.8), (3.9) and (3.10) the Greisen function can be rewritten as

Nch(X,E) =
0.31p

ln(E/E
c

)
e

X
Xr

✓
3X

X + 2X
r

ln(E/E
c

)

◆� 3X
2Xr

. (3.11)

Since the Greisen function was derived from purely electromagnetic cascade theory EAS
initiated by photon primaries should fit well to the profile in contrast to hadron induced
showers, cf. Sec. 7.3.2. The primary energy as the only free parameter is another advan-
tage. An illustration of the shape of the Greisen function for three di↵erent energies is
shown in Fig. 3.7.

3.1.3 Muonic component

The muonic component of an EAS emerges from the decay of secondary pions and kaons
of the hadronic component:
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1. Depth of shower maximum Xmax (FD related)

2. Fit of Greisen function (FD related)

3. Energy ratio of Greisen energy and standard energy (FD related)

4. Sb parameter (SD related)

5. Shape parameter (SD related)

2.2. SD observables

When observed at ground, photon-induced showers have a generally steeper lateral

distribution than nuclear primaries because of the almost absent muon component. It is

worth noting that, as a consequence of the trigger definition in the local stations and of the

station spacing in the array (The Pierre Auger Collaboration 2010c), the surface detector

alone is not fully e�cient in the energy range used in this work. Thus, as opposed to

previous work based on SD observables (The Pierre Auger Collaboration 2008), we adopt

here observables that are defined at the station level and which do not necessarily require an

independent reconstruction in SD mode. Such observables are related to an estimator (Sb)

of the lateral distribution of the signal or to the shape of the flash analog digital converter

(FADC) trace in individual stations.

The Sb parameter is sensitive to di↵erent lateral distribution functions, due to the

presence/absence of the flatter muon component (Ros et al. 2011), and has already been

used in previous studies (Settimo 2011). It is defined as

Sb =
NX

i=1


Si ·
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ri

1000 m
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, (1)

where the sum extends over all N triggered stations, Si expresses the signal strength of the

i–th SD station, ri the distance of this station to the shower axis, and b a variable exponent.

It has been found that, in the energy region of interest, the optimized b for photon–hadron

separation is b = 3 (Ros et al. 2013).

As a result of both the smaller signal in the stations, on average, and the steeper lateral

distribution function, smaller values of Sb are expected for photon primaries. To prevent a

possible underestimate of Sb (which would mimic the behavior of a photon-like event), due

to missing stations during the deployment of the array or temporarily ine�cient stations,

events are selected requiring at least 4 active stations (fully operational, but not necessary

triggered) within 2 km from the core.
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= 37 g/cm2 and the critical energy to
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Greisen developed a compact parametrization of the mean number of charged particles
Nch as a function of slant depth X based on the solution of the one-dimensional cascade
equations [117] today known as Greisen function:
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Since the Greisen function was derived from purely electromagnetic cascade theory EAS
initiated by photon primaries should fit well to the profile in contrast to hadron induced
showers, cf. Sec. 7.3.2. The primary energy as the only free parameter is another advan-
tage. An illustration of the shape of the Greisen function for three di↵erent energies is
shown in Fig. 3.7.

3.1.3 Muonic component

The muonic component of an EAS emerges from the decay of secondary pions and kaons
of the hadronic component:

28

„parametrization of the 
longitudinal shower development 

based on electromagnetic 
cascade equations“

„sensitive to different lateral distribution functions  
(presence/absence of muon component)“

Other observables, containing information on the fraction of electromagnetic and

muonic components at the ground, are related to measurements of the time structure

derived from the FADC traces in the SD. The spread of the arrival times of shower particles

at a fixed distance from the shower axis increases for smaller production heights, i.e., closer

to the detector station. Consequently, a larger spread is expected in case of deep developing

primaries (i.e., photons). Here we introduce the shape parameter, defined as the ratio of

the early-arriving to the late-arriving integrated signal as a function of time measured in

the water-Cherenkov detector with the strongest signal:

ShapeP(r, ✓) =
Searly(r, ✓)

Slate(r, ✓)
. (2)

The early signal Searly is defined as the integrated signal over time bins less than a scaled

time t

scaled
i  0.6 µs, beginning from the signal start moment. The scaled time varies for

di↵erent inclination angles ✓ and distances r to the shower axis and can be expressed as:

t

scaled
i (r, ✓) = ti ·

r0

r

· 1

c1 + c2 · cos(✓)
, (3)

where ti is the real time of bin i and r0 = 1000 m is a reference distance. c1 = �0.6

and c2 = 1.9 are scaling parameters to average traces over di↵erent inclination angles.

Correspondingly, the late signal Slate is the integrated signal over time bins later than

t

scaled
i > 0.6 µs, until signal end.

3. Multivariate analysis

The selected discriminating observables are combined by a multivariate analysis

technique to enhance and maximize their photon-hadron separation power. In particular,

the analysis was developed by using a Boosted Decision Tree (BDT) as classifier (Breiman

et al. 1984; Schapire 1990). Several other classifiers were also tested, but the BDT

stands out due to the simplicity of the method, where each training step involves a

16
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Fig. 1.— Distributions of photon (full blue) and proton (striated red) simulations of the in-

troduced observables. The distributions are shown as examples for the energy range between

1017.6 eV and 1018 eV and zenith angle between 0� and 30�.

reconstructed energy less than 40%. Overcast cloud conditions can distort the light profiles

of EAS and influence also the hybrid exposure calculation (Chirinos 2013). To reject

misreconstructed profiles, we select only periods with a detected cloud coverage  80% with

a cut e�ciency of 91%. In addition, only events with a reliable measurement of the vertical

optical depth of aerosols are selected (BenZvi et al. 2007). As already mentioned, at least

4 active stations are required within 2 km of the hybrid-reconstructed axis to prevent an

underestimation of Sb. To enrich our sample with deep showers, we do not require that

Xmax has been observed within the field of view. This cut is usually applied to assure a
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Particle Classification in a Multivariate Analysis

Figure 8.1: Illustration of a decision tree adopted from [247]. A series of binary splits
using the discriminating observable x

i

is applied to the data starting from the root node.
For each split the best separating variable is used resulting that the same variable may be
used at several nodes while others might not be used at all. Final leaf nodes are labeled “S”
and “B” if the majority are signal and background events, respectively.

extended by boosting a decision tree to get several reweighted trees which form a forest.
The final response output is then a combination of each individual tree. This multivariate
technique is called boosted decision tree (BDT).

8.1.2 Description and implementation

While cut-based analysis is able to select only one hypercube as a region of phase space,
a decision tree is able to split the phase space into a large number of hypercubes, each
identified as “signal-like” or “background-like”. The workflow for boosted decision trees
is described below:

• Building a decision tree:
As shown in Fig. 8.1 the training starts with the root node, where an initial splitting
criterion for the full training sample is determined searching for the best separating
observable. A variety of selection criteria exists1 but tests have revealed no signif-
icant performance disparity [247]. In this thesis the Gini index as selection criteria
is used defined as

Gini = P · (1� P) , (8.2)

1e.g. G
ini

index, cross entropy, misclassification error, statistical significance or average squared error

97
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Fig. 2.— Multivariate analysis response value � for photon and proton primaries using
boosted decision trees. During evaluation the MC sample is split half into a training (filled
circles) and half into a testing sample (solid line).

photon acceptance is increased by 42%. The energy resolution is about 20%, independently417

of the primary mass. These resolutions do not a↵ect significantly the analysis since the418

trace of photons from a point source is an accumulation of events from a specific direction,419

and the event direction is well reconstructed also with the relaxed cuts: as shown in Fig. 3,420

the angular resolution is about 0.7�. We also verified that the separation power of the MVA421

is not significantly modified by the weaker selection requirements.422

After selection, the final dataset consists of Ndata = 241, 466 events with an average423

energy of 1017.7 eV. In fact, the energy distribution of these events expresses a compensation424

e↵ect of the energy spectral index and trigger ine�ciencies at low energies. A discussion425

of the hybrid trigger e�ciency for hadrons in the energy range below 1018 eV is given426

in (Settimo 2012). In Sec. 7 this discussion is extended to the case of photons. The average427

number of triggered stations in the current dataset is 2 at 1017.5 eV, where the bulk of428

events is detected, generally increasing with zenith angle and with energy (up to 4 between429

1018 eV and 1018.5 eV).430
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Fig. 5.— Fraction of events passing the �cut for simulated primary photons (black) and
measured averaged data (red). The red shaded area represents the declination-dependent
variation of the data. The grey shaded area represents the expectation of a purely hadronic
composition derived from MC simulations.

number (cf. Sec. 5). The expected number of events after cutting on the � distribution478

can be estimated as n�
b (↵, �) = nb(↵, �) · "�data(�) and is typically less than 4 events for the479

�cut values finally chosen. There are several ways to define an upper limit on the number480

of photons ns, at a given confidence level CL in the presence of a Poisson-distributed481

background. Here the procedure of Zech (Zech 1989) is utilized, where ns is given by:482

P ( n

�
b |n

�
b + ns) = ↵CL · P ( n

�
b |n

�
b ) , (4)

with ↵CL ⌘ 1�CL = 0.05, and where the expected background contribution is n�
b (cf. (The483

Pierre Auger Collaboration 2012b)). The frequentist interpretation of the above equation484

is as follows: “For an infinitely large number of repeated experiments looking for a signal485

with expectation ns and background with mean n

�
b , where the background contribution is486

restricted to a value less than or equal to n

�
b , the frequency of observing n

�
b or fewer events487

is ↵CL.” Since n

�
b is not an integer in general, a linear interpolation is applied to calculate488

21

Data within hadronic 

expectation

mailto:kuempel@physik.rwth-aachen.de


Daniel Kuempel

Frac3on	  of	  events	  passing	  ßcut

32Seminar Annecy October 24 2014

-1 -0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1

data (       )

MC photons (   )

ßcut

fr
ac

ti
o

n
 o

f 
ev

en
ts

 p
as

si
n

g
  
ß

cu
t

dec. dep. variation

hadronic expect.

Fig. 5.— Fraction of events passing the �cut for simulated primary photons (black) and
measured averaged data (red). The red shaded area represents the declination-dependent
variation of the data. The grey shaded area represents the expectation of a purely hadronic
composition derived from MC simulations.

number (cf. Sec. 5). The expected number of events after cutting on the � distribution478

can be estimated as n�
b (↵, �) = nb(↵, �) · "�data(�) and is typically less than 4 events for the479

�cut values finally chosen. There are several ways to define an upper limit on the number480

of photons ns, at a given confidence level CL in the presence of a Poisson-distributed481

background. Here the procedure of Zech (Zech 1989) is utilized, where ns is given by:482
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with ↵CL ⌘ 1�CL = 0.05, and where the expected background contribution is n�
b (cf. (The483

Pierre Auger Collaboration 2012b)). The frequentist interpretation of the above equation484

is as follows: “For an infinitely large number of repeated experiments looking for a signal485

with expectation ns and background with mean n
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b , where the background contribution is486

restricted to a value less than or equal to n
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•Blind	  search:	  Sky	  maps	  are	  pixelized	  with	  526200	  
target	  direc[ons	  between	  declina[on	  -‐85°	  and	  +20°. 
Target	  separa[on	  about	  0.3°	  

•Top-‐hat	  coun[ng	  with	  radius	  1° 
(choice	  will	  be	  explained	  later)	  
!

•Consider	  each	  target	  direc[on	  individually	  
!
•For	  each	  direc4on:	   
Op[mized	  ßcut	  is	  determined	  by	  minimizing	  upper	  
limit	  using	  Zech’s	  method	  assuming	  that	  the	  
expected	  background	  is	  equal	  to	  the	  observed	  
number	  (G.	  Zech,	  NIM	  A277,	  608-‐610	  (1989)): 

upper limit !
photon events

1 - confidence !
level (95%)

expected!
background

in the dataset. This optimization procedure can be described as follows: the upper limit

of photons ns from a point source at a given direction is calculated under the assumption

that ndata = n

�
b , i.e., when the observed number of events (ndata) is equal to the expected

number (cf. Sec. 5). The expected number of events after cutting on the � distribution

can be estimated as n�
b (↵, �) = nb(↵, �) · "�data(�) and is typically less than 4 events for the

�cut values finally chosen. There are several ways to define an upper limit on the number

of photons ns, at a given confidence level CL in the presence of a Poisson-distributed

background. Here the procedure of Zech (Zech 1989) is utilized, where ns is given by:

P ( n

�
b |n

�
b + ns) = ↵CL · P ( n

�
b |n

�
b ) , (4)

with ↵CL ⌘ 1�CL = 0.05, and where the expected background contribution is n�
b (cf. (The

Pierre Auger Collaboration 2012b)). The frequentist interpretation of the above equation

is as follows: “For an infinitely large number of repeated experiments looking for a signal

with expectation ns and background with mean n

�
b , where the background contribution is

restricted to a value less than or equal to n

�
b , the frequency of observing n

�
b or fewer events

is ↵CL.” Since n

�
b is not an integer in general, a linear interpolation is applied to calculate

the Poisson expectation. To determine the optimized �cut, the sensitivity is maximized by

minimizing the expected upper limit by scanning over the entire range of possible �cut, also

taking into account the photon e�ciency "

�
� :

min

✓
ns(�cut)

"

�
�(�cut)

◆
with �cut 2 [�1, 1]. (5)

The optimized mean �cut is shown in Fig. 6 as a function of the expected background

contribution. The grey area indicates the declination-dependent variation of the

optimization. The mean �cut value used in this analysis is 0.22 resulting in an average

background contribution after �cut of 1.48 events. Applying the optimized �cut to measured

data reduces the dataset to 13,304 events. The sky distribution of these events is shown in

Fig. 7.
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34Seminar Annecy October 24 2014Fig. 4.— Sky map of the expected background contribution (average of 5,000 scrambled
maps) in Galactic coordinates using the Mollweide-projection (Bugayevskiy & Snyder 1995).
The solid black lines indicate the covered declination range between �85� and +20�. Note
that the southern celestial pole region is omitted in this analysis for reasons explained in
Sec. 5.

the data e�ciencies, "�� and "

�
data, respectively, and to the expected number of background466

events nb(↵, �), a function of the celestial coordinates ↵ and �. The e�ciencies "�� and "

�
data467

are illustrated in Fig. 5 as a function of the multivariate cut �cut. To estimate "

�
data more468

accurately, a declination dependence is taken into account, "�data = "

�
data(�), indicated by469

the red shaded area in Fig. 5. The expectation of a purely hadronic composition is shown470

as a grey band. To improve the detection potential of photons from point sources, the471

cut on the � distribution is optimized, dependent on the direction of a target center or,472

more specifically, dependent on the expected number of background events nb(↵, �). In473

this way the background contamination is reduced while keeping most of the signal events474

in the dataset. This optimization procedure can be described as follows: the upper limit475

of photons ns from a point source at a given direction is calculated under the assumption476

that ndata = n

�
b , i.e., when the observed number of events (ndata) is equal to the expected477

20

Obtained using scrambling method 
Cassiday et al. Nucl. Phys. Proc. Suppl. 14A, 291 (1990)

•Ques3on:	  What	  is	  the	  sky	  map	  of	  arrival	  direc[ons	  from	  the	  Pierre	  Auger	  
Observatory	  if	  all	  cosmic	  rays	  arrive	  isotropically	  at	  Earth?	  

•Answer:	  Calculate	  isotropic	  map	  using	  scrambling	  (or	  shuffling)	  method	  
•Idea:	  	  
•Split	  arrival	  [me	  (UTC)	  and	  direc[on	  (in	  local	  coordinates)	  and	  combine	  randomly	  
to	  obtain	  one	  (isotropic)	  sky	  map	  

•Repeat	  step	  several	  [mes	  (5000	  sky	  maps)	  and	  take	  the	  average

galactic coordinates
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Fig. 6.— Optimized �cut as a function of the expected background count. The mean value
(solid black line) and the declination-dependent variations (shaded area) are illustrated.

the Poisson expectation. To determine the optimized �cut, the sensitivity is maximized by489

minimizing the expected upper limit by scanning over the entire range of possible �cut, also490

taking into account the photon e�ciency "

�
� :491

min

✓
ns(�cut)

"

�
�(�cut)

◆
with �cut 2 [�1, 1]. (5)

The optimized mean �cut is shown in Fig. 6 as a function of the expected background492

contribution. The grey area indicates the declination-dependent variation of the493

optimization. The mean �cut value used in this analysis is 0.22 resulting in an average494

background contribution after �cut of 1.48 events. Applying the optimized �cut to measured495

data reduces the dataset to 13.304 events. The sky distribution of these events is shown in496

Fig. 7.497

When performing a blind search for photon point sources, the probability p of obtaining498

a test statistic at least as extreme as the one that was actually observed is calculated,499

assuming an isotropic distribution. The test statistic is obtained from the ensemble of500

22

optimized cut as function of 

expected number of events

•Typical	  ß	  cut	  value:	  0.22	  
•Photon	  efficiency:	  85%	  
•Background	  efficiency:	  8%	  
•Typical	  background	  expecta3on	  aYer	  cut:	  1,48	  events
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•Data:	  	  
•Air	  showers	  recoded	  at	  the	  Pierre	  Auger	  Observatory	  by	  fluorescence	  and	  surface	  
detector	  (hybrid	  data)	  between	  Jan.	  2005	  and	  Sep.	  2011	  

•Energy	  range:	  17.3	  <	  log(E/eV)	  <	  18.5	  
•Zenith	  range:	  0°	  <	  theta	  <	  60°	  
•Angular	  resolu3on:	  0.7°	  	  	  	  	  	  	  	  	  	  use	  top-‐hat	  counSng	  with	  radius	  1°	   
(90%	  containment	  of	  possible	  point	  source)	  

•Apply	  addiSonal	  quality	  cuts

space angle (true,rec) [°] 
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Fig. 3.— Space angle distribution between simulated and reconstructed arrival direction of
photon primaries. The angular resolution is calculated as the 68% quantile located at 0.7�

denoted by the dotted line.

5. Background expectation431

The contribution of an isotropic background is estimated using the scrambling432

technique (Cassiday et al. 1990). This method has the advantage of using only measured433

data and takes naturally into account detector e�ciencies and aperture features. Therefore,434

it is not sensitive to the (unknown) cosmic ray mass composition in the covered energy435

range.436

As a first step, the arrival directions (in local coordinates) of the events are smeared437

randomly according to their individual reconstruction uncertainty. In a second step,438

Ndata events are formed by choosing randomly a local coordinate and, independently,439

a Coordinated Universal Time from the pool of measured directions and times. This440

procedure is repeated 5,000 times. The mean number of arrival directions within a target is441

then used as the expected number for that particular sky location. As each telescope has442

a di↵erent azimuthal trigger probability, events are binned by telescope before scrambling.443

The number of events observed in each telescope varies between 4,358 and 14,100. Since444

18
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Fig. 7.— Sky map of measured events after applying the optimized �cut illustrated in galactic
coordinates.

scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is501

calculated for a specific target direction as:502

p = Poiss(� n

�
data|n

�
b ) , (6)

where Poiss(� n

�
data|n

�
b ) is the Poisson probability to observe n

�
data or more events given503

a background expectation after �cut of n
�
b . Note that the superscript “�” indicates the504

number of events after applying the optimized �cut. The fraction of simulated datasets505

pchance, in which the observed minimum p-value pmin is larger than or equal to the simulated506

p-value p

scr
min, is given by:507

pchance(p
scr
min  pmin) . (7)

This corresponds to the chance probability of observing pmin anywhere in the sky. The508

results when applying this blind search to the hybrid data of the Pierre Auger Observatory509

will be discussed in Sec. 8.510

23

Sky map of measured 

number of events after ßcut

•Specific	  cut	  for	  each	  direcSon:	  

galactic coordinates
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Fig. 7.— Sky map of measured events after applying the optimized �cut illustrated in galactic
coordinates.

scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is501

calculated for a specific target direction as:502

p = Poiss(� n

�
data|n

�
b ) , (6)

where Poiss(� n

�
data|n

�
b ) is the Poisson probability to observe n

�
data or more events given503

a background expectation after �cut of n
�
b . Note that the superscript “�” indicates the504

number of events after applying the optimized �cut. The fraction of simulated datasets505

pchance, in which the observed minimum p-value pmin is larger than or equal to the simulated506

p-value p

scr
min, is given by:507

pchance(p
scr
min  pmin) . (7)

This corresponds to the chance probability of observing pmin anywhere in the sky. The508

results when applying this blind search to the hybrid data of the Pierre Auger Observatory509

will be discussed in Sec. 8.510

23

Sky map of measured 

number of events after ßcut

Any significant direction?

•Specific	  cut	  for	  each	  direcSon:	  

galactic coordinates
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•Ask	  for	  the	  p-‐value	  of	  this	  observa3on:

Fig. 7.— Sky map of measured events after applying the optimized �cut illustrated in galactic
coordinates.

scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is501

calculated for a specific target direction as:502

p = Poiss(� n

�
data|n

�
b ) , (6)

where Poiss(� n

�
data|n

�
b ) is the Poisson probability to observe n

�
data or more events given503

a background expectation after �cut of n
�
b . Note that the superscript “�” indicates the504

number of events after applying the optimized �cut. The fraction of simulated datasets505

pchance, in which the observed minimum p-value pmin is larger than or equal to the simulated506

p-value p

scr
min, is given by:507

pchance(p
scr
min  pmin) . (7)

This corresponds to the chance probability of observing pmin anywhere in the sky. The508

results when applying this blind search to the hybrid data of the Pierre Auger Observatory509

will be discussed in Sec. 8.510
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Fig. 8.— Integral distribution of p-values. For better visibility � log(p) is shown. The
observed distribution is shown as a thick black line, the mean expected one, assuming back-
ground only, as a thin red line. The blue shaded region corresponds to 95% containment of
simulated data sets.

photons, using hybrid data of the Pierre Auger Observatory, therefore finds no candidate554

point on the pixelized sky that stands out among the large number of trials. It is possible555

that some genuine photon fluxes are responsible for some of the low p-values. If so,556

additional exposure should increase the significance of those excesses. They might also be557

identified in a future search targeting a limited number of astrophysical candidates. The558

present search, however, finds no statistical evidence for any photon flux.559

Directional photon flux upper limits (95% confidence level) are derived using Eqn. (8)560

and shown as a celestial map in Fig. 10. The mean value is 0.035 photons km�2 yr�1,561

with a maximum of 0.14 photons km�2 yr�1. Those values correspond to an energy flux of562

0.06 eV cm�2 s�1 and 0.25 eV cm�2 s�1, respectively, assuming an E

�2 energy spectrum.563

Various sources of systematic uncertainties were investigated and their impact on564

the mean flux upper limit is estimated. The systematics on the photon exposure ranges565

26

Fig. 9.— Celestial map of � log(p) values in Galactic coordinates.

between ±30% at 1017.3 eV and ±10% above 1018 eV and are dominated by the uncertainty566

on the Auger energy scale of ±14% (Verzi 2013). A systematic uncertainty of the Auger567

energy scale of +14% and �14% changes the mean upper limit by about +8% and �9%,568

respectively. Variations in determining the fraction of photon (✏��) and measured events569

(✏�data) passing a �cut, introduced by, e.g., an additional directional dependency for photons,570

contribute less than 6%. A collection of ⇠ 50, 000 proton CORSIKA air shower simulations,571

using EPOS LHC (Pierog et al. 2013), were additionally generated to estimate the impact572

of using a di↵erent high-energy hadronic interaction model. The resulting change of the573

mean limit of the photon flux is �9%. Furthermore, the assumed photon flux spectral index574

of �2 could be incorrect. To estimate the impact of this, the analysis is repeated assuming575

a spectral index of �1.5 or �2.5. The mean upper limit changes by about �34% and +51%,576

respectively, whereas the dominant contribution arises from a changing directional photon577

exposure, i.e., assuming a flatter primary photon spectrum increases the photon exposure,578

while reducing the average upper limits, and vice versa.579

The limits are of considerable astrophysical interest in all parts of the exposed sky.580
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No significant deviation from 

isotropic expectation!

Chance	  probability	  that	  pmin	  is	  observed	  anywhere	  in	  the	  sky:	  36%

galactic coordinates
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•Calculate	  flux	  upper	  limit	  fUL	  using	  Zech’s	  method	  again:

7. Upper limit calculation511

Here we specify the method used to derive a skymap of upper limits to the photon512

flux of point sources. The directional upper limit on the photon flux from a point source513

is the limit on the number of photons from a given direction, divided by the directional514

acceptance (cf. Sec. 5) from the same target at a confidence level of CL = 95%, and by a515

correction term:516

f

UL =
n

Zech
s

ninc · E�
. (8)

Here nZech
s is the upper limit on the number of photons obtained by using the �cut definition517

in Fig. 6, and applying the procedure of Zech (cf. Eqn. (4)) for the observed number of518

events in data n

�
data:519

P ( n

�
data|n

�
b + n

Zech
s ) = ↵CL · P ( n

�
data|n

�
b ) . (9)

The expected signal fraction in the top-hat search region is ninc = 0.9, and E� is the total520

photon exposure. This latter exposure is derived as:521

E�(↵, �) = E(↵, �) · "�� , (10)

where E indicates the exposure before applying the multivariate cut �cut (cf. Eqn. 11), and522

"

�
� is the photon e�ciency when applying a �cut.523

The exposure E(E) is typically defined as a function of energy E, cf. (The Pierre Auger524

Collaboration 2011a; Settimo 2012; The Pierre Auger Collaboration 2010d). In a similar525

way, the photon exposure E as a function of celestial coordinates ↵ and � is defined as:526

E(↵, �) =
Z

E

Z

T

Z

S

"(E, t, ✓,�, x, y) dS dt dE , (11)

where the coordinates ↵ and � are functions of the zenith (✓) and azimuth (�) angles and527

of the time t; " is the overall e�ciency assuming an energy power-law spectral index for528

photons of �2. It includes detection, reconstruction and selection of the events and the529

24

particle upper limit

photon exposure 
(from time-dependent 
detector simulations)

correction factor for 
top-hat choice (=0.9)

•Exposure	  as	  a	  func<on	  of	  celes<al	  coordinates:

events in data n

�
data:

P ( n

�
data|n

�
b + n

Zech
s ) = ↵CL · P ( n

�
data|n

�
b ) . (9)

The expected signal fraction in the top-hat search region is ninc = 0.9, and E� is the total

photon exposure. This latter exposure is derived as:

E�(↵, �) = E(↵, �) · "�� , (10)

where E indicates the exposure before applying the multivariate cut �cut (cf. Eqn. 11), and

"

�
� is the photon e�ciency when applying a �cut.

The exposure E(E) is typically defined as a function of energy E, cf. (The Pierre Auger

Collaboration 2011a; Settimo 2012; The Pierre Auger Collaboration 2010d). In a similar

way, the photon exposure E as a function of celestial coordinates ↵ and � is defined as:

E(↵, �) = 1

cE

Z

E

Z

T

Z

S

E

⇣
"(E, t, ✓,�, x, y) dS dt dE , (11)

where the coordinates ↵ and � are functions of the zenith (✓) and azimuth (�) angles and of

the time t; " is the overall e�ciency including detection, reconstruction and selection of the

events and the evolution of the detector in the time period T . The integration over energy

is performed assuming a power-law spectrum with index ⇣ = �2 and normalization factor

cE =
R
E

⇣ dE. The area S encloses the full detector array and is chosen su�ciently large

to ensure a negligible (less than 1%) trigger e�ciency outside of it. The exposure for the

hybrid detector is not constant with energy and is not uniform in right ascension. Thus,

detailed simulations were performed to take into account the status of the detector and

the dependence of its performance with energy and direction (both zenith and azimuth).

For the exposure calculation applied here, time-dependent simulations were performed,

following the approach described in (The Pierre Auger Collaboration 2011a; Settimo

2012). This takes into account the photon trigger e�ciency, possible periods of overcast

28

Exposure not constant with energy 
and not uniform in right ascension.  
!
!
Detailed simulations that take into 
account the status of detector and 
dependence in energy and direction.

Photon exposure calculation 10

Figure 5: Relative uncertainty on the exposure map in Fig. 4.

been derived according to:

�E =

qP
+ wi

2(
P

� wi)2 +
P

� wi

2(
P

+ wi)2

(
P

all

wi)2
(14)

where
P

+ and
P

� referes to the selected and rejected events respectively and wi is the
weight for each event in the sums. The relative uncertainty on the exposure, in each
direction of the sky, is shown in Fig. 5.
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Figure 6: Zenith angle distribution for the selected events in di↵erent energy intervals.
Events are distributed as a power law with spectral index �=1.
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Fig. 10.— Celestial map of photon flux upper limits in
h
photons
km2·yr

i
illustrated in Galactic

coordinates.

The energy flux in TeV gamma rays exceeds 1 eV cm�2 s�1 for some Galactic sources with581

a di↵erential spectral index of E�2 (Hinton & Hofmann 2009; H.E.S.S. 2011). A source582

with a di↵erential spectral index of E�2 puts out equal energy in each decade, resulting in583

an expected energy flux of 1 eV cm�2 s�1 in the EeV decade. No energy flux that strong584

in EeV photons is observed from any target direction, including directions of TeV sources585

such as Centaurus A or the Galactic center region. This flux would have been detected with586

> 5� significance, even after penalizing for the large number of trials (using Eqn. 6 and587

Eqn. 7). Furthermore, an energy flux of 0.25 eV cm�2 s�1 would yield an excess of at least588

5� for median exposure targets. If we make the conservative assumption that all detected589

photons are at the upper energy bound, a flux of 1.44 eV cm�2 s�1 would be detectable.590

This result for median exposure targets is independent of the assumed photon spectral591

index, and implies that we can exclude a photon flux greater than 1.44 eV cm�2 s�1 with592

5� significance.593
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Sky map of photon flux 

upper limit from point 
sources

Average	  par<cle	  flux	  upper	  limit:	  0.035	  photons	  /	  km2	  /	  yr	  
Average	  energy	  flux	  upper	  limit:	  0.06	  eV	  /	  cm2	  /	  s	  (energy	  spectral	  index	  -‐2)

galactic coordinates
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A. Abramowski et al.: VHE γ-rays from PSR B1706−44 and SNR G 343.1−2.3

Fig. 1. Left: image of the VHE γ-ray excess (in units of γ-rays arcmin−2) from H.E.S.S. J1708−443, smoothed with a 2D Gaussian with a width
σ = 0.10◦. The blue-to-red color transition is chosen to reduce the appearance of features which are not statistically significant. The white cross
is located at the best-fit position of the center-of-gravity of the emission and its size represents the statistical error of the fit. The small and large
dotted white circles, labeled A and C, respectively, denote the regions used for spectral analysis. The a priori defined Region B, from which the
detection significance was calculated, is represented by a dotted green circle. The three regions are summarized in Table 2. The position of
the pulsar PSR B1706−44, at the center of region A, is marked by a square. The inset (bottom-left corner) shows the point-spread function of the
H.E.S.S. telescope array for this particular dataset, smoothed in the same manner as the excess image. Radio contours of constant intensity, as
seen at 330 MHz with the Very Large Array (VLA), are shown in green. The radio data were smoothed with a Gaussian of width σ = 0.03◦. The
local maximum in the radio contours at the center of the image is largely due to PMN J1708−4419, an extragalactic object seen in projection (see
Sect. 4.3). Right: gamma-ray excess in quadratic bins of 0.175◦ width. The upper number in each bin is the excess summed within this bin, and the
lower number is the corresponding statistical error. The blue contours correspond to a smoothed excess of 0.14, 0.17, and 0.21 γ-rays arcmin−2,
taken from the image on the left. The red-rimmed bin is centered on the pulsar position. Note the different field-of-view used in the two figures.

Nebula (Aharonian et al. 2006a). This upper limit corresponds
to ∼1% of the flux of the Crab Nebula in the same energy range.

The energy spectrum of the entire source is extracted from
Region C. Within the large integration circle, 615 excess γ-ray
events were found, corresponding to a statistical significance
of 6.8σ (pre-trials). The differential spectrum (Fig. 2) is well-
described by a power law φ = φ0 (E/1 TeV)−Γ with a spectral
photon index Γ = 2.0±0.1stat±0.2sys and a flux normalization at
1 TeV of φ0 = (4.2±0.8stat±1.0sys)×10−12 cm−2 s−1 TeV−1. The
integral flux F(1–10 TeV) = 3.8 × 10−12 ph cm−2 s−1 is ∼17%
of the Crab Nebula flux in the same energy range. The extracted
flux points from the extended emission and the fitted power law
are shown in Fig. 2. The results presented above have been cross-
checked, using an independent calibration of the raw data and an
alternative analysis chain. The cross-checks included a spectral
analysis using the reflected region background method (Berge
et al. 2007), which requires observations to be centered outside
of the emissive region and thus used only half of the available
dataset. All cross-checks confirmed the primary results within
the stated statistical uncertainties.

The most recent observations and analysis by CANGAROO-
III also give an indication of extended emission in the vicinity
of PSR B1706−44 (Enomoto et al. 2009). However, their results
differ significantly from those given in this paper. For example,
the morphology of the VHE γ-ray excess reported by Enomoto
et al. (2009), using an ON-OFF background technique, is that
of a source centered roughly at the pulsar position, as opposed
to H.E.S.S. J1708−443, whose centroid is clearly offset from the
pulsar. Furthermore, CANGAROO-III measures a Crab Nebula-
level integral flux (above 1 TeV) within 1.0◦ of the pulsar, which
is inconsistent with the ∼18% Crab flux measured by H.E.S.S.

Fig. 2. Differential energy spectrum of H.E.S.S. J1708−443, extracted
from Region C (see Table 2). The solid line shows the result of a power-
law fit. The error bars denote 1-σ statistical errors. The bottom panel
shows the residuals of the power-law fit. Events with energies between
0.6 and 28 TeV were used in the determination of the spectrum, and the
minimum significance per bin is 1σ.

in the same energy range. The difference is possibly due to the
exact methods used for background subtraction; in the H.E.S.S.
analysis, the OFF data are normalized to source-free regions of
the ON data, because the background can vary significantly de-
pending on the observing conditions.
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~E-2

Auger limit

1 eV / cm2 / s

1 eV / cm2 / s

EeV rangeTeV range

0.06 eV / cm2 / s (avg.)!
0.25 eV / cm2 / s (max)

An	  energy	  flux	  of	  1	  eV	  /	  cm2	  /	  s	  would	  
have	  been	  detected	  with	  >	  5	  sigma

Exclude extrapolation of TeV sources

Daniel Kuempel

Interpretation of results
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‣ Absense of point source photons does not mean that sources are extragalactic:!‣ Maybe produced in transient sources (e.g. GRB or SN)!‣ Maybe emitting in jets not pointing to Earth!‣ Maybe EeV protons from sources with much lower optical depth (comp. to TeV sources)
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Summary
‣ Search for ultra-high energy photons is an 

interesting field with high discovery potential	

‣ No photons in EeV range observed so far	

‣ First directional search and energy flux upper 

limits for photon point sources

‣ It’s just a matter of time until	

A) EeV photons are detected.  

That would open a new window of astronomy  
B) Existence of EeV photons is disproved 

That would role up the current understanding of 
physical principles
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The most exciting phrase to 

hear in science, the one that 

heralds the most discoveries, is 

not “Eureka!” (I found it!) but 

“That’s funny…”.

Isaac Asimov


