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e Can we collectively provide to IN2P3 staff the
means for accessing their data transparently
wherever they are connected?

no site-specific barriers, SSH connections, tunnelling, VPN, ...

e |In other words, can we provide them an
Internet-connected personal storage device?




Motivation (cont.)
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OK, but why? |

e | want to access my data from any of my
connected devices

e | want to easily share selected data with my
colleagues, in the next office or across the

world

e | want to use convenient, familiar tools on
my personal computer also for analysing my
data




Lack or demand or lack of offer?

e Thisidea is neither new nor original. Still, we

are not offering (nor getting) this kind of
service yet

e 50, what is missing?

e Would it add value to our users?




Ingredients |

e Good network connectivity

IN2P3 sites are very well interconnected

enough bandwidth and low latency (< 10ms)

e Standard protocols and reliable storage backends

e Convenient client-side tools

well integrated to the operating system of the personal computers

e Experience operating round-the-clock, storage-
intensive services at significant scale




Let’s try, then

e Goal of this work

Explore how to implement Internet-connected storage in the
context of scientific research

Identify what use-cases this model is good for, if any

Convenience first, performance second




“If you'’re not embarrassed by the first version
of your product, you've launched too late.”

Reid Hoffman, founder of LinkedIn



Outline

o Personal federation of remote storage
e Cloud storage basics

e Cloud storage & ROOT

o Perspectives

e Conclusion




Personal storage tederation







Demo environment

openstack

Swift @ CC-IN2P3

openstack

Protocol: Swift
(tunneled via SSH)

Synthetic file system mounted here Swift @ IHEP

Federates several remote storage
endpoints under same namespace
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Personal storage tederation

Ongoing development work for implementing a personal federation of remote
storage endpoints

runs on your personal computer (currently Linux and MacQOS X)

initial target back-ends OpenStack Swift and Amazon S3

Application-agnostic
applications transparently read remote files as if they were local files, except for latency

FUSE-based synthetic file system, emulates POSIX AP/

same software usable for mounting cloud storage repositories on your personal computer and for (auto)
mounting on worker nodes, virtual machines and Docker containers

Example real-life use case
grid jobs running in Wuhan read BES Il random trigger data (2GB, binary files) stored in Beijing (1150 Km)

direct benefit: event reconstruction can be performed at compute-only remote sites

Modern development environment

Go programming language, designed with built-in concurrency, self-contained compiled executable
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Cloud-based storage basics




Cloud-based storage

e Object storage system

well documented programming interface
on top of standard protocols (HTTP)

accessible through wide area network

o Advantages for service providers
elasticity, standard protocols, tuneable durability by redundancy, scalability, possibility of using commodity
hardware, public or on-premise

e Typical use cases

well suited for “write-once read-many” type of data: images, videos, documents, static web sites, ..., HEP data

e Introduced in 2006, significant development over the last few years

Amazon S3: 2 trillion objects, 1.1M requests/sec (as of April 2013)
Microsoft Azure: 8.5 trillion objects, 0.9M requests/sec (as of July 2013)
other big players: Google, Rackspace, Tencent, ...

open source implementations: OpenStack, Eucalyptus, ...
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Cloud storage model

 Immutable objects (i.e. files)

file update is not supported; rewrite the whole file

file versioning supported by some implementations

o Flat structure: no directories, only containers
and objects

objects are stored in containers (a.k.a. buckets) and uniquely
identified

https://fsc.ihep.ac.cn:8443/randomtrg/round05/120601/run 0028410 RandomTrg file001l SFO-1l.raw

: object name
container name




Cloud storage & ROOT




Cloud storage & ROOT

e Improved support for S3 protocol built-in from ROOT v5.34.05 (Feb.
2013)

o We developed an extension to ROOT which adds transparent
support of cloud-based protocols

no modification to ROOT source code nor to experiment’s code is required
currently supports both OpenStack Swift and Amazon S3
tested against Amazon S3, Google Storage, Rackspace, OpenStack Swift, Huawei UDS

backwards compatible with legacy versions of ROOT: from v5.24 to v6

e Features

installable by unprivileged user on a private or shared ROOT installation

partial reads, web proxy handling, data caching, HTTP and HTTPS, connection reuse

lightweight shared object library (500KB) + TFi1e plugin
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Cloud storage & ROOT (cont.)

e Usage

open cloud-based files for reading as if they were local

TFile* £ = TFile::0pen(“swift://myContainer/name/of/my/file.root”)

share URLs to their cloud files with other ROOT users

“look at my plOt Al s3://s3.amazonaws.com/myBucket/myHisto. root







Demo environment

Goal: demonstrate usage of ROOT cloud
extension for transparently reading remote files

openstack

Protocol: Swift ROOT-formatted files are
stored here

Protocol S3

ﬁ amazon

ROOT runs here webservices™
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Cloud storage & ROOT (cont.)

Oairnandez/root—cloud X

C' | & GitHub, Inc. [US] https://github.com/airnandez/root-cloud
P branch: master v = root-cloud / +

Document copatibility with ROOT v6

:|_|: airnandez authored 5 days ago
doc Document copatibility with ROOT v6
B external Group commit for introducing several related modifications to support
Bl plugins Only accept 'swift:' scheme for Swift files since transort to be issu...
B src Make compatible with ROOT v6 which uses the Cling interpreter
tests Group commit for introducing several related modifications to support
& .gitignore Ignore files generated by rootcling
B .gitmodules Group commit for introducing several related modifications to support
B LICENSE Initial commit
B README.md Split documentation in several files and improve it
B TODO.ixt Initial commit

README.md

latest commit 14efef9724 [
5 days ago

21 days ago

5 days ago

5 days ago

21 days ago

5 days ago

21 days ago

a year ago

21 days ago

a year ago

Cloud storage extension for ROOT data

analysis framework

Overview

This software is an extension to CERN's ROOT data analysis framework. Its purpose is to help ROOT
users transparently read files stored remotely (i.e. "in the cloud") through cloud storage protocols

such as Amazon's S3 or OpenStack's Swift.

That is. once this extension is installed. vou can use the instruction below in in vour ROOT macro or

N -—
w @ =
il Pull Requests o

EE Wiki

“~ Pulse

fali Graphs

¥ Settings

SSH clone URL
git@github.com:airn: @.

You can clone with HTTPS, SSH,
or Subversion. ®

(] Clone in Desktop

<> Download ZIP

https://github.com/airnandez/root-cloud
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Evaluation
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efficiency of access protocol ———
y p Abstract. We present an on-going work that aims to evaluate the suitability of cloud-based

storage as a supplement to the Lustre file system for storing experimental data for the BES III

physics experiment and as a backend for storing files belonging to individual members of the

collaboration. In particular, we discuss our findings regarding the support of cloud-based

ol o storage in the software stack of the experiment. We report on our development work that

improves the support of CERN’s ROOT data analysis framework and allows efficient remote

erfo rm a n Ce a n d S Ca la b I II t Wh en access to data through several cloud storage protocols. We also present our efforts providing
the experiment with efficient command line tools for navigating and interacting with cloud

storage-based data repositories both from interactive sessions and grid jobs.

°
used by real BES Il jobs e
Object storage systems such as Amazon’s Simple Storage Service (S3) [1] have substantially

developed in the last few years. The scalability, durability and elasticity characteristics of those
systems make them well suited for a range of use cases where data, in the form of files, is written,
seldom updated and frequently read. Storage of images, static web sites and backup systems are
examples of the use cases where remote object storage systems have proven effective [2]. In the rest of
this paper we use the term cloud storage to refer to object storage systems that expose a well-
documented interface on top of standard protocols such as HTTP so that remote clients can interact
[ ] . .

with the systems both over local or wide area networks.
. Generally speaking, experimental physics data are stored as immutable files, which are read several
times for the purposes of filtering and analysis according to the experiment-specific data processing

’ workflows. This write-once read-many access pattern seems well suited for cloud storage systems.

We present in this paper an on-going work that aims to evaluate the suitability of cloud-based
storage as a supplement to the Lustre file system [3] for storing experimental data for the BES III
physics experiment [4] and as a backend for storing files belonging to individual members of the
collaboration. For this evaluation, we deployed a test bed of OpenStack Swift [5], an open source,
community-driven implementation of a cloud storage system used in production by several

commercial cloud storage providers.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
[ of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOL
1

Published under licence by IOP Publishing Ltd

http://iopscience.iop.org/1742-6596/513/4/042050
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Protocol efficiency with BES Il jobs

PROTOCOL EFFICIENCY
[BES IIl ANALYSIS JOB, PERFORMANCE RELATIVE TO LUSTRE, SHORTER IS BETTER]

S3 /HTTP m
S3 / HTTPS —
0.I90 1.;0 1.;0 1.i20

WALLCLOCK TIME RELATIVE TO LUSTRE

Low overhead of both native Swift and S3 over HTTP

Noticeable penalty when using HTTPS
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What's next

e Implement client-side caching mechanism

for both metadata and data

allows for disconnected operation

e Add write capabilities
e Explore client-side encryption

e Better integration with operating system

e.g. certificate management, credential management

e Credential management for jobs

e Add support for other popular back-ends
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Summary of features

e Synthetic file system conveniently exposes
data as if it was locally stored

uniform access to data from personal computer, worker nodes
and virtual machines

convenience first, performance second

e Federation of several distinct repositories
into the same namespace

each repository potentially speaking a different protocol




Potential use-cases

o Storage backend for personal files

individual user files (software, analysis results, plots, papers, ...)

individual storage repository accessible not only on-site but also
remotely through wide area network

uniform access methods from personal computer and from (grid) jobs

e Repository for sharing files among several
individuals

cloud storage acts as reference data repository

accessible from anywhere, from any connected device




Potential use-cases (cont.)

@ openstac

Swift @ Site 1

Swift @ Site 2

@a openstac

Swift @ Site 3




Conclusions

o With a working prototype, demonstrated that
Internet-connected storage and adequate client-
side tools and add value to individual workflows

still a lot of work remains, but preliminary results are encouraging

e Demonstrated that it is possible to integrate
cloud storage backends into a running physics
experiment’s workflows, without disruption

without modification to the experiment’s software framework

using real-world physics analysis jobs
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Cloud storage vs. file system

C - OUd Storage
Storage unit file object
Container of data directory container (a.k.a bucket)
: multi-level 2 levels
Name space hierarchy : :
/dirl/dir2/.../dirn/file container(obj
File update allowed not allowed

individual write () are atomic and

nsisten
Consiste cy immediately visible to all clients

updates eventually consistent

POSIX file protocol cloud protocol over HTTP(S)
Access protocol
file://dirl/dir2/dir3/filel s3://hostname/bucket/object
Command line . , _
cp, mkdir, rmdir, rm, 1s, ... s3curl.pl, s3cmd, swift, ...

interface
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OpenStack Swift testbed at IHEP

e Head Node x2
10Gb Ethernet, 24GB RAM, 24 CPU cores

openstack

Head Nodes

[proxy + memcache]

e Storage Node x4
1 Gb Ethernet, 24GB RAM, 24 CPU cores
3 x2TB SATA disks

e Aggregated raw storage capacity: 24TB

Storage Nodes

e Max read throughput: 480MB/s

Gy [object + account +
AOgs container servers +
replicators]

e Access protocols

native Swift

Amazon S3 (partial support with ‘swifts3’ plugin)

o Software

Batch Farm

OpenStack Swiftv1.7.4 SWIFT testbed

Scientific Linux v6
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Throughput with small-sized objects

AGGREGATED DOWNLOAD AND UPLOAD THROUGHPUT
[SMB FILES, 100 ACCOUNTS, 20 BUCKETS/ACCOUNT, 5 CLIENT HOSTS, NATIVE SWIFT OVER HTTP]

L L 1
; ; ; {

Max test bed read throughput

T e T e S

300 e T
, | DOWNLOAD

MB/sSEC

R R i e e e B

100 ----- UPLOAD-

10 50 100 200 500
SIMULTANEOUS REQUESTS

Replication impacts write performance
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Cloud storage extension for ROOT

fabio — fabio@Ixslc509 — fabio@Ixslc509 — 102x40 [

| void drawCloudHisto(const charx fileName)
12:58 | 1xslc569] ROOT (©)> root 20l {

ok ok R R K oK 3 3K 3K 5K oK oK 3K KK K K K Kk ok oK o o o oK oK oK oK oK K K K K K K K B k d N ' A , L . .
aC War S 3 // Open the remote file which contains the histogram

* * TFilex inputFile = TFile::Open(fileName);

WELCOME to ROOT * (:()fT][)Eitit)lEE

Version 5.24/66b 11 October 2009 ; // Load the histogram , ,
TH1F* histogram = (TH1F*)inputFile->GetObjectChecked(”"h1gauss”, "TH1F");
You are welcome to visit our Web site
http://root.cern.ch 9 // Draw the histogram

histogram->Draw();
4 0 3 0 0 2 2 26 2 3 3 e 2 2 3 K K R e e 3 K K 0 0 K Kk K K

ROOT 5.24/00b (tags/v5-24-00b@30662, Sep 03 2013, 14:03:59 on linuxx8664gcc) i

Line: 4 Column: 40 C++ 5 v Soft Tabs: 3 7 drawCloudHisto

CINT/ROOT C/C++ Interpreter version <l

Type ? for help. Commands must be C File Edit Yiew Options Tools

Enclose multiple statements between LOad ROOT C++ Macro

root [0] Entries 10000
root [0] .L drawCloudHisto.cxx Mean 0.008217
root [1] RMS 1.004
root [1] drawCloudHisto("swift://fsc.ihep.ac.cn:8080/root/gaussHistogram.root")
<TCanvas: :MakeDefCanvas>: created default TCanvas with name cl

root [2]

Number of entries

Draw the histogram contained
specified in the remote Swift file
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