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Paramètres cosmologiques et dégénerescences

La mesure d’une observable induit en général des 
contraintes sur une combinaison de paramètres 
cosmologiques.

Exemple : constante de Hubble

Intervient dès qu’on veut comparer 
des quantités absolues et relatives, 
pour convertir redshift en distance, 
ou dès qu’on utilise des fractions de 
densité critique Ω puisque ρc ∝ H02.

Le CMB par exemple contraint 
approximativement Ωmh3 et Ωbh2.

Planck Collaboration: Cosmological parameters
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Fig. 3. Constraints in the ⌦m–H0 plane. Points show samples
from the Planck-only posterior, coloured by the corresponding
value of the spectral index ns. The contours (68% and 95%)
show the improved constraint from Planck+lensing+WP. The
degeneracy direction is significantly shortened by including WP,
but the well-constrained direction of constant ⌦mh3 (set by the
acoustic scale), is determined almost equally accurately from
Planck alone.

3.3. Matter densities

Planck can measure the matter densities in baryons and dark
matter from the relative heights of the acoustic peaks. However,
as discussed above, there is a partial degeneracy with the spec-
tral index and other parameters that limits the precision of the
determination. With Planck there are now enough well measured
peaks that the extent of the degeneracy is limited, giving ⌦bh2 to
an accuracy of 1.5% without any additional data:

⌦bh2 = 0.02207 ± 0.00033 (68%; Planck). (17)

Adding WMAP polarization information shrinks the errors by
only 10%.

The dark matter density is slightly less accurately measured
at around 3%:

⌦ch2 = 0.1196 ± 0.0031 (68%; Planck). (18)

3.4. Optical depth

Small-scale fluctuations in the CMB are damped by Thomson
scattering from free electrons produced at reionization. This
scattering suppresses the amplitude of the acoustic peaks by e�2⌧

on scales that correspond to perturbation modes with wavelength
smaller than the Hubble radius at reionization. Planck measures
the small-scale power spectrum with high precision, and hence
accurately constrains the damped amplitude e�2⌧As. With only
unlensed temperature power spectrum data, there is a large de-
generacy between ⌧ and As, which is weakly broken only by the
power in large-scale modes that were still super-Hubble scale
at reionization. However, lensing depends on the actual ampli-
tude of the matter fluctuations along the line of sight. Planck
accurately measures many acoustic peaks in the lensed tempera-
ture power spectrum, where the amount of lensing smoothing de-
pends on the fluctuation amplitude. Furthermore Planck’s lens-
ing potential reconstruction provides a more direct measurement

of the amplitude, independently of the optical depth. The combi-
nation of the temperature data and Planck’s lensing reconstruc-
tion can therefore determine the optical depth ⌧ relatively well.
The combination gives

⌧ = 0.089 ± 0.032 (68%; Planck+lensing). (19)

As shown in Fig. 4 this provides marginal confirmation (just un-
der 2�) that the total optical depth is significantly higher than
would be obtained from sudden reionization at z ⇠ 6, and is con-
sistent with the WMAP-9 constraint, ⌧ = 0.089 ± 0.014, from
large-scale polarization (Bennett et al. 2012). The large-scale E-
mode polarization measurement is very challenging because it
is a small signal relative to polarized Galactic emission on large
scales, so this Planck polarization-free result is a valuable cross-
check. The posterior for the Planck temperature power spectrum
measurement alone also consistently peaks at ⌧ ⇠ 0.1, where the
constraint on the optical depth is coming from the amplitude of
the lensing smoothing e↵ect and (to a lesser extent) the relative
power between small and large scales.

Since lensing constrains the underlying fluctuation ampli-
tude, the matter density perturbation power is also well deter-
mined:

�8 = 0.823 ± 0.018 (68%; Planck+lensing). (20)

Much of the residual uncertainty is caused by the degeneracy
with the optical depth. Since the small-scale temperature power
spectrum more directly fixes �8e�⌧, this combination is tightly
constrained:

�8e�⌧ = 0.753 ± 0.011 (68%; Planck+lensing). (21)

The estimate of �8 is significantly improved to �8 = 0.829 ±
0.012 by using the WMAP polarization data to constrain the op-
tical depth, and is not strongly degenerate with ⌦m. (We shall
see in Sect. 5.5 that the Planck results are discrepant with re-
cent estimates of combinations of �8 and ⌦m from cosmic shear
measurements and counts of rich clusters of galaxies.)

3.5. Spectral index

The scalar spectral index defined in Eq. (2) is measured by
Planck data alone to 1% accuracy:

ns = 0.9616 ± 0.0094 (68%; Planck). (22)

Since the optical depth ⌧ a↵ects the relative power between large
scales (that are una↵ected by scattering at reionization) and in-
termediate and small scales (that have their power suppressed
by e�2⌧), there is a partial degeneracy with ns. Breaking the de-
generacy between ⌧ and ns using WMAP polarization leads to a
small improvement in the constraint:

ns = 0.9603 ± 0.0073 (68%; Planck+WP). (23)

Comparing Eqs. (22) and (23), it is evident that the Planck tem-
perature spectrum spans a wide enough range of multipoles to
give a highly significant detection of a deviation of the scalar
spectral index from exact scale invariance (at least in the base
⇤CDM cosmology) independent of WMAP polarization infor-
mation.

One might worry that the spectral index parameter is degen-
erate with foreground parameters, since these act to increase
smoothly the amplitudes of the temperature power spectra at
high multipoles. The spectral index is therefore liable to po-
tential systematic errors if the foreground model is poorly con-
strained. Figure 4 shows the marginalized constraints on the
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Dégénerescences

Si on mesure une observable variant comme p x q :

Si on mesure une observable variant comme p x q–1 :

p

q
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Paramètres cosmologiques et dégénerescences

La positions des pics du CMB est sensible 
principalement à la courbure de l’Univers, donc à 
Ωm+ΩΛ.



Paramètres cosmologiques et dégénerescences

L’amplitude relative des pics pairs et impairs dépend 
principalement de la densité de baryons



Paramètres cosmologiques et dégénerescences

L’amplitude globale des pics dépend de la quantité 
totale de matière.



Paramètres cosmologiques et dégénerescences

Une expérience comme Planck qui mesure de 
nombreux pics limite donc les dégénérescences. 

Cependant…
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Fig. 4.— Constraints from the five-year WMAP data on ΛCDM parameters (blue), showing marginalized
one-dimensional distributions and two-dimensional 68% and 95% limits. Parameters are consistent with the
three-year limits (grey) from Spergel et al. (2007), and are now better constrained.

WMAP seulement,
3 ans et 5 ans
Dunkley et al. 2008



Et si on combine le CMB avec autre chose ?
16 Komatsu et al.

Fig. 6.— Joint two-dimensional marginalized constraint on the vacuum energy density, ΩΛ, and the spatial curvature parameter, Ωk
(§ 3.4.3). The contours show the 68% and 95% CL. (Left) The WMAP-only constraint (light blue) compared with WMAP+BAO+SN (pur-
ple). Note that we have a prior on ΩΛ, ΩΛ > 0. This figure shows how powerful the extra distance information is for constraining Ωk. (Mid-
dle) A blow-up of the region within the dashed lines in the left panel, showing WMAP-only (light blue), WMAP+HST (gray), WMAP+SN
(dark blue), and WMAP+BAO (red). The BAO provides the most stringent constraint on Ωk. (Right) One-dimensional marginalized
constraint on Ωk from WMAP+HST, WMAP+SN, and WMAP+BAO. We find the best limit, −0.0178 < Ωk < 0.0066 (95% CL), from
WMAP+BAO+SN, which is essentially the same as WMAP+BAO. See Fig. 12 for the constraints on Ωk when dark energy is dynamical,
i.e., w "= −1, with time-independent w. Note that neither BAO nor SN alone is able to constrain Ωk: they need the WMAP data for lifting
the degeneracy. Note also that BAO+SN is unable to lift the degeneracy either, as BAO needs the sound horizon size measured by the
WMAP data.

The curvature parameter at the beginning of inflation
must be below of order unity, as inflation would not begin
otherwise. However, it is plausible that Ωbegin

k was not
too much smaller than 1; otherwise, we have to explain
why it was so small before inflation, and probably we
would have to explain it by inflation before inflation. In
that case Ntot would refer to the sum of the number
of e-foldings from two periods of inflation. From this
argument we shall take Ωbegin

k ∼ 1.
The reheating temperature can be anywhere between

1 MeV and 1016 GeV. It is more likely that it is between
1 TeV and 108 GeV for various reasons, but the allowed
region is still large. If we scale the result to a reasonably
conservative lower limit on the reheating temperature,
Tend ∼ 1 TeV, then we find, from our limit on the cur-
vature of the universe,

Ntot > 36 + ln
Tend

1 TeV
. (31)

A factor of 10 improvement in the upper limit on |Ωbegin
k |

will raise this limit by ∆Ntot = 1.2.
Again, Ntot here refers to the total number of e-foldings

of inflation. In § 3.3 we use N ≡ ln(aend/aWMAP ), which
is the number of e-foldings between the end of inflation
and the epoch when the wavelength of fluctuations that
we probe with WMAP left the horizon during inflation.
Therefore, by definition N is less than Ntot.

3.5. Primordial non-Gaussianity

3.5.1. Motivation and Background

In the simplest model of inflation, the distribution of
primordial fluctuations is close to a Gaussian with ran-
dom phases. The level of deviation from a Gaussian
distribution and random phases, called non-Gaussianity,
predicted by the simplest model of inflation is well below
the current limit of measurement. Thus, any detection of
non-Gaussianity would be a significant challenge to the
currently favored models of the early universe.

The assumption of Gaussianity is motivated by the
following view: the probability distribution of quan-

tum fluctuations, P (ϕ), of free scalar fields in the
ground state of the Bunch-Davies vacuum, ϕ, is a
Gaussian distribution; thus, the probability distribu-
tion of primordial curvature perturbations (in the co-
moving gauge), R, generated from ϕ (in the flat
gauge) as R = −[H(φ)/φ̇0]ϕ (Mukhanov & Chibisov
1981; Hawking 1982; Starobinsky 1982; Guth & Pi 1982;
Bardeen et al. 1983), would also be a Gaussian distribu-
tion. Here, H(φ) is the expansion rate during inflation,
and φ0 is the mean field, i.e., φ = φ0 + ϕ.

This argument suggests that non-Gaussianity can be
generated when (a) scalar fields are not free, but have
some interactions, (b) there are non-linear corrections to
the relation between R and ϕ, and (c) the initial state is
not in the Bunch-Davies vacuum.

For (a) one can think of expanding a general scalar
field potential V (φ) to the cubic order or higher, V (φ) =
V̄ + V ′ϕ + (1/2)V ′′ϕ2 + (1/6)V ′′′ϕ3 + . . .. The cu-
bic (or higher-order) interaction terms can yield non-
Gaussianity in ϕ (Falk et al. 1993). When perturba-
tions in gravitational fields are included, there are many
more interaction terms that arise from expanding the
Ricci scalar to the cubic order, with coefficients contain-

ing derivatives of V and φ0, such as φ̇0V ′′, φ̇0
3
/H , etc.

(Maldacena 2003).
For (b) one can think of this relation, R =

−[H(φ)/φ̇0]ϕ, as the leading-order term of a Taylor
series expansion of the underlying non-linear (gauge)
transformation law between R and ϕ. Salopek & Bond
(1990) show that, in the single-field models, R =

4πG
∫ φ0+ϕ

φ0
dφ (∂ lnH/∂φ)−1. Therefore, even if ϕ is pre-

cisely Gaussian, R can be non-Gaussian due to non-linear
terms such as ϕ2 in a Taylor series expansion of this re-
lation. One can write this relation in the following form,
up to second order in R,

R = RL −
1

8πG

(

∂2 lnH

∂φ2

)

R2
L, (32)

where RL is a linear part of the curvature perturba-

Komatsu et al. 2008



Caractériser l’énergie noire ?

Géométrie

Échelles physiques : BAO

Distances : supenovae

Volumes : comptages d’amas

Croissance des structures 
et des fluctuations

Amas

ISW

Lensing

Redshift space distorsions



Les oscillations de baryons
Cf. le cours de Jim Rich.

Mesure l’horizon acoustique à divers z.

Mesure angulaire : dépendance 
forte en Ωk, puis principalement 
en Ωmh2. Dans un univers plat, 
la dégérescence Ωm–w dépend du 
z de la mesure.

rc =
c

H0
√
Ωm

∫ z

0

1√
Ωk(z′+1)2

Ωm
+ ΩΛ(z′+1)3(w+1)

Ωm
+ (z′ + 1)3

dz′

1

N.G. Busca et al.: BAO in the Lyα forest of BOSS quasars

Table 1. Results with the the two methods and two broadbands (equations 23 and 24). Columns 2 and 3 give the χ2 for the fiducial
model and for the model with the minimum χ2. Column 4 gives the best fit for αiso with the constraint (αt = αr ≡ αiso). Column 5
gives Hrs/[Hrs] f id with the 2σ limits in parentheses. Column 6 gives the Hrs/[Hrs] f id deduced by combining our data with that of
WMAP7 (Komatsu et al., 2011) (see section 5.3).

method & χ2
f id/DOF χ2

min/DOF αiso Hrs/[Hrs] f id Hrs/[Hrs] f id
broadband (with WMAP7)

Method 1 (24) 85.0/80 84.6/78 1.035 ± 0.035 0.876 ± 0.049 (+0.188
−0.111) 0.983 ± 0.035

Method 2 (24) 71.5/80 71.4/78 1.010 ± 0.025 0.954 ± 0.077 (+0.152
−0.154) 1.000 ± 0.036

Method 1 (23) 104.3/82 99.9/80 1.027 ± 0.031 0.869 ± 0.044 (+0.185
−0.084) 0.988 ± 0.034

Method 2 (23) 88.4/82 87.7/80 1.004 ± 0.024 0.994 ± 0.111 (+0.166
−0.178) 1.006 ± 0.032

Model: Flat wCDM
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Fig. 19.As in figure 18 with constraints on the matter density pa-
rameter,ΩM , and dark-energy pressure-density ratio w assuming
ΩM +ΩΛ = 1.

ergy from BAO data. In fact, our measurement is the only BAO
measurement that by itself requires dark energy:ΩΛ > 0.5. This
is because at z = 2.3 the universe is strongly matter dominated
and the

√
ΩM factor in H partially cancels the 1/

√
ΩM in rs,

enhancing the importance of the ΩΛ dependence of H.
Figure 19 shows the constraints on (ΩM ,w; where w is the

dark-energy pressure-density ratio) assuming a flat universe:
Ωk = 0. Our result is the only BAO measurement that by itself
requires negativew. Our limit w < −0.6 requires matter domina-
tion at z = 2.3.

ρde(z = 2.3)
ρm(z = 2.3)

< 0.3
(

ΩΛ/ΩM

0.73/0.27

)

. (25)

5.3. Constraints on H(z)

The contours in figure 16 give the measurements of Hrs given in
table 1. A measurement of the expansion rate deep in the matter-
dominated epoch can be used to demonstrate the deceleration of
the expansion at that time. Unfortunately, our data are not yet
precise enough to do this. To make a more precise measurement
of H(z = 2.3), we must add further constraints to eliminate the
long tails in figure 16. These tails correspond to models where
1/H(z = 2.3) is increased (resp. decreased) with respect to the
fiducial value while DA(z = 2.3) is decreased (resp. increased).
For flat models, this would imply a change in the mean of 1/H
(averaged up to z = 2.3) that is opposite to that of the change
in 1/H(z = 2.3), which requires a functional form H(z) that

strongly differs from the fiducial case. It is possible to construct
models with this property by introducing significant non-zero
curvature.

Because of the importance of curvature, the tails are elim-
inated once WMAP7 constraints (Komatsu et al., 2011) are in-
cluded. This is done in figure 20 within the framework of non-
flat models where the dark-energy pressure-density ratio,w(z), is
determined by two parameters, w0 and wa: w(z) = w0 +waz/(1+
z). As expected, the WMAP7 results in this framework constrain
DA and 1/H to migrate in roughly the same direction as one
moves away from the fiducial model. Combining WMAP7 con-
straints with ours gives the values of H(z = 2.3)rs given in the
last column of table 1. For what follows, we adopt the mean of
methods 1 and 2 that use the more flexible broadband of equation
(24):

H(z = 2.3)rs
[H(z = 2.3)rs] f id

= 0.992 ± 0.035 . (26)

The precision on H is now sufficient to study the redshift evolu-
tion of H(z).

The fiducial model has rs = 152.76 Mpc and H(z = 2.3) =
3.23H0, H0 = 70km s−1Mpc−1. These results produce

H(z = 2.3)rs
1 + z

= (1.036 ± 0.036) × 104 km s−1 . (27)

or equivalently

H(z = 2.3)
1 + z

= (67.8 ± 2.4)km s−1Mpc−1
(

152.76 Mpc
rs

)

. (28)

This number can be compared with the measurements of
H(z) at lower redshift shown in table 2 and figure 21. Other than
those of H0, the measurements that we use can be divided into
two classes: those (like ours) that use rs as the standard of length
and those that use c/H0 as the standard of length.

The comparison with our measurement is simplest with
BAO-based measurements that use rs as the standard of length
and therefore measure H(z)rs (as is done here). The first at-
tempt at such a measurement was made by Gaztañaga et al.
(2009), a result debated in subsequent papers by Miralda-Escudé
(2009), Yoo & Miralda-Escudé (2010), Kazin et al. (2010), and
Cabré & Gaztañaga (2011). Here, we use four more recent mea-
surements. Chuang & Wang (2012) and Xu et al. (2012) studied
the SDSS DR7 LRG sample and decomposed the BAO peak into
radial and angular components, thus extracting directly Hrs and
DA/rs. Blake et al. (2012) and Reid et al. (2012) took a more in-
direct route. They first used the angle-averaged peak position
to derive DV (z)/rs = ((1 + z)2D2

AczH
−1/rs. They then studied
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Les supernovae

Cf  cours à venir…

Historiquement, première mise en évidence de 
l’accélération de l’expansion de l’Univers

Mesure de DL(z).
M. Betoule et al.: Joint cosmological analysis of the SNLS and SDSS SNe Ia.

sample �coh
low-z 0.12
SDSS-II 0.11
SNLS 0.08
HST 0.11

Table 9. Values of �coh used in the cosmological fits. Those val-
ues correspond to the weighted mean per survey of the values
shown in Figure 7, except for HST sample for which we use the
average value of all samples. They do not depend on a specific
choice of cosmological model (see the discussion in §5.5).

redshift
0 0.5 1

co
h

σ

0

0.05

0.1

0.15

0.2

Fig. 7. Values of �coh determined for seven subsamples of the
Hubble residuals: low-z z < 0.03 and z > 0.03 (blue), SDSS
z < 0.2 and z > 0.2 (green), SNLS z < 0.5 and z > 0.5 (orange),
and HST (red).

may a↵ect our results including survey-dependent errors in es-
timating the measurement uncertainty, survey dependent errors
in calibration, and a redshift dependent tension in the SALT2
model which might arise because di↵erent redshifts sample dif-
ferent wavelength ranges of the model. In addition, the fit value
of �coh in the first redshift bin depends on the assumed value
of the peculiar velocity dispersion (here 150km · s�1) which is
somewhat uncertain.

We follow the approach of C11 which is to use one value of
�coh per survey. We consider the weighted mean per survey of
the values shown in Figure 7. Those values are listed in Table 9
and are consistent with previous analysis based on the SALT2
method (Conley et al. 2011; Campbell et al. 2013).

6. ⇤CDM constraints from SNe Ia alone

The SN Ia sample presented in this paper covers the redshift
range 0.01 < z < 1.2. This lever-arm is su�cient to provide
a stringent constraint on a single parameter driving the evolu-
tion of the expansion rate. In particular, in a flat universe with
a cosmological constant (hereafter ⇤CDM), SNe Ia alone pro-
vide an accurate measurement of the reduced matter density
⌦m. However, SNe alone can only measure ratios of distances,
which are independent of the value of the Hubble constant today
(H0 = 100h km s�1 Mpc�1). In this section we discuss ⇤CDM
parameter constraints from SNe Ia alone. We also detail the rel-
ative influence of each incremental change relative to the C11
analysis.
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Fig. 8. Top: Hubble diagram of the combined sample. The dis-
tance modulus redshift relation of the best-fit ⇤CDM cosmol-
ogy for a fixed H0 = 70 km s�1 Mpc�1 is shown as the black
line. Bottom: Residuals from the best-fit ⇤CDM cosmology as
a function of redshift. The weighted average of the residuals in
logarithmic redshift bins of width �z/z ⇠ 0.24 are shown as
black dots.

6.1. ⇤CDM fit of the Hubble diagram

Using the distance estimator given in Eq. (4), we fit a ⇤CDM
cosmology to supernovae measurements by minimizing the fol-
lowing function:

�2 = (µ̂ � µ⇤CDM(z;⌦m))†C�1(µ̂ � µ⇤CDM(z;⌦m)) (15)

with C the covariance matrix of µ̂ described in Sect. 5.5 and
µ⇤CDM(z;⌦m) = 5 log10(dL(z;⌦m)/10pc) computed for a fixed
fiducial value of H0 = 70 km s�1 Mpc�1,13 assuming an unper-
turbed Friedmann-Lemaître-Robertson-Walker geometry, which
is an acceptable approximation (Ben-Dayan et al. 2013). The
free parameters in the fit are ⌦m and the four nuisance param-
eters ↵, �, M1

B and �M from Eq. (4). The Hubble diagram for
the JLA sample and the ⇤CDM fit are shown in Fig. 8. We find
a best fit value for ⌦m of 0.295 ± 0.034. The fit parameters are
given in the first row of Table 10.

For consistency checks, we fit our full sample excluding sys-
tematic uncertainties and we fit subsamples labeled according to
the data included: SDSS+SNLS, lowz+SDSS and lowz+SNLS.
Confidence contours for ⌦m and the nuisance parameters ↵, �
and �M are given in Fig. 9 for the JLA and the lowz+SNLS
sample fits. The correlation between ⌦m and any of the nuisance
parameters is less than 10% for the JLA sample.

The ⇤CDM model is already well constrained by the SNLS
and low-z data thanks to their large redshift lever-arm. However,
the addition of the numerous and well-calibrated SDSS-II data
to the C11 sample is interesting in several respects. Most impor-
tantly, cross-calibrated accurately with the SNLS, the SDSS-II
data provide an alternative low-z anchor to the Hubble diagram,
with better understood systematic uncertainties. This redundant

13 This value is assumed purely for convenience and using another
value would not a↵ect the cosmological fit (beyond changing accord-
ingly the recovered value of M1

B).
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7.1.2. Baryon Acoustic Oscillations

The detection of the characteristic scale of the baryon acous-
tic oscillations (BAO) in the correlation function of di↵erent
matter distribution tracers provides a powerful standard ruler
to probe the angular-diameter-distance versus redshift relation
and Hubble parameter evolution. The BAO scale has now been
detected in the correlation function of various galaxy surveys
(Eisenstein et al. 2005; Beutler et al. 2011; Blake et al. 2011;
Anderson et al. 2012), as well as in the Ly↵ forest of distant
quasars (Busca et al. 2013; Slosar et al. 2013). Large-scale sur-
veys also probe the horizon size at matter-radiation equality.
However, this latter measurement appears to be more a↵ected
by systematic uncertainties than the robust BAO scale measure-
ment.

BAO analyses usually perform a spherical average of their
scale measurement constraining a combination of the angular
scale and redshift separation:

dz =
rs(zdrag)
Dv(z)

(21)

with:

Dv(z) =
 
(1 + z)2D2

A
cz

H(z)

!1/3

(22)

For this work, we follow Planck Collaboration XVI (2013) in
using the measurement of the BAO scale at z = 0.106, 0.35,
and 0.57 from Beutler et al. (2011); Padmanabhan et al. (2012);
Anderson et al. (2012), respectively. We consider a BAO prior of
the form:

�2
bao = (dz � dbao

z )†C�1
bao(dz � dbao

z ) (23)

with zdrag computed from the Eisenstein & Hu (1998) fit-
ting formulae, dbao

z = (0.336, 0.1126, 0.07315) and C�1
bao =

diag(4444, 215156, 721487).

7.2. Constraints on cosmological parameters for various dark
energy models

We consider three alternatives to the base ⇤CDM model:

– the one-parameter extension allowing for non-zero spatial
curvature ⌦k, labeled o-⇤CDM.

– the one-parameter extension allowing for dark energy in a
spatially flat universe with an arbitrary constant equation of
state parameter w, labeled w-CDM.

– the two-parameter extension allowing for dark energy in a
spatially flat universe with a time varying equation of state
parameter parameterized as w(a) = w0 + wa(1 � a) with a =
1/(1 + z) (Linder 2003) and labeled wz-CDM.

We follow the assumptions of Planck Collaboration XVI (2013)
to achieve consistency with our prior. In particular we assume
massive neutrinos can be approximated as a single massive
eigenstate with m⌫ = 0.06 eV and an e↵ective energy density
when relativistic:

⇢⌫ = Ne↵
7
8

 
4

11

!4/3

⇢� (24)

with ⇢� the radiation energy density and Ne↵ = 3.046. We use
Tcmb = 2.7255 K for the CMB temperature today.

Best-fit parameters for di↵erent probe combinations are
given in Tables 13, 14 and 15. Errors quoted in the ta-
bles are 1-� Cramér-Rao lower bounds from the approximate
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Fig. 15. 68% and 95% confidence contours (including system-
atic uncertainty) for the⌦m and⌦⇤ cosmological parameters for
the o-⇤CDM model. Labels for the various data sets correspond
to the present SN Ia compilation (JLA), the Conley et al. (2011)
SN Ia compilation (C11), the combination of Planck temperature
and WMAP polarization measurements of the CMB fluctuation
(Planck+WP), and a combination of measurements of the BAO
scale (BAO). See Sect. 7.1 for details. The black dashed line cor-
responds to a flat universe.

Fig. 16. Confidence contours at 68% and 95% (including sys-
tematic uncertainty) for the ⌦m and w cosmological parameters
for the flat w-⇤CDM model. The black dashed line corresponds
to the cosmological constant hypothesis.

Fisher Information Matrix. Confidence contours corresponding
to ��2 = 2.28 (68%) and ��2 = 6 (95%) are shown in
Figs. 15, 16 and 17. For all studies involving SNe Ia, we used
likelihood functions similar to Eq. (15), with both statistical and
systematic uncertainties included in the computation of C. We
also performed fits involving the SNLS+SDSS subsample and
the C11 “SALT2” sample for comparison (see Sect. 6).

In all cases the combination of our supernova sample with
the two other probes is compatible with the cosmological con-
stant solution in a flat universe, which could have been antic-
ipated from the agreement between CMB and SN Ia measure-
ments of ⇤CDM parameters (see Sect. 6.6). This concordance is
the main result of the present paper. We note that this conclusion
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Les supernovae
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Chandelles 
« standardisables »

Physique complexe, 
traitement largement 
empirique

Calibration, k-corrections

Effets d’évolution (âge et 
chemins d’évolution stellaire, 
métallicité…)



Comptages d’amas

Les plus grandes structures liées

Très sensibles au facteur de croissance

Densité sensible à l’expansion

Problème d’étalonnage en masse

Gastrophysique compliquée



Comptages d’amas

Relevé d’amas
4000 degrés carrés
M > 2 1014 Msol

Ωm = 0.3, σ8 = 0.9



Les lentilles gravitationnelles

Cf  cours d’Aurélien Benoit-Levy. Ici : cisaillement.

Fournit en particulier via la statistique à deux points 
une contrainte dégénérée entre Ωm et σ8.

Améliorable via la tomographie

Donne accès aussi au taux de croissance des structures : 
une autre mesure des propriétés de l’énergie noire.972 S. Pires et al.: Cosmological model discrimination with weak lensing

Fig. 1. Upper left, the 5 cosmological models along the (σ8,Ωm)-degeneracy. Upper right, one realization of the convergence κ for model 1 (σ8 = 1
and Ωm = 0.23); middle left, for model 2 (σ8 = 0.9 and Ωm = 0.3); middle right, for model 3 (σ8 = 0.8 and Ωm = 0.36); bottom left, for model 4
(σ8 = 0.7 and Ωm = 0.47) and bottom right for model 5 (σ8 = 0.6 and Ωm = 0.64). Each map is 1.975 × 1.975 degrees down-sampled to
512 × 512 pixels.

– a threshold T2: if the estimation of a given statistic in a map κi
is above T2, the map κi is classified to belong to the model m2,
and not if it is below. We have used a statistical tool called
FDR (false discovery rate) introduced by Benjamini & Hochberg
(1995) to set these two thresholds (T1 and T2) correctly (see
Appendix A).

This FDR method is a competitive tool that sets a threshold
in an adaptive way without any assumption, given a false discov-
ery rate (α). The false discovery rate is given by the proportion of
false detections over the total number of detections. The thresh-
old being estimated, we can derive a discrimination efficiency for
each statistic. The discrimination efficiency measures the ability
of a statistic to differentiate a model and another by calculat-
ing the ratio of detections (true or false) to the total number of

samples. It corresponds basically to the part of the distribution
that does not overlap. The more the distributions overlap, the
lower the discrimination efficiency will be.

Figure 2 represents the dispersion in the values of a given
statistic estimated for 100 realizations of the model 1 (on the
left) and 100 realizations of the model 2 (on the right). The two
distributions barely overlap, it indicates a good discrimination
that is to say the two models can easily be separated with this
statistic. To be more quantitative, a threshold must be applied to
each distribution to estimate a discrimination efficiency that cor-
responds to the part of the distribution delimited by the hatched
area.

The formalism of the FDR method ensures that the yellow
area delimited by corresponding to false detections will be small.

Pires et al. 2009 (simus)



Les lentilles gravitationnelles

Méthode de mesure du cisaillement :

Mesure des ellipticités des galaxies du champ

Lissage, correction de PSF du télescope

Extraction des champs de convergence et de cisaillement

Calculs des fonctions de corrélation / p(k)
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Figure 8: Left panel: Constraints upon ΩM and ΩΛ in the consensus model using
BAO, CMB, and SNe measurements. Right panel: Constraints upon ΩM and
constant w in the fiducial dark energy model using the same data sets. From
Kowalski et al. (2008).

shown in the second column of Table 1.
To both illustrate and gauge the sensitivity of the results to the choice of

cosmological parameters, we also consider a “fiducial dark energy model”, in which
spatial flatness (k = 0, Ω0 = 1) is imposed, and w is assumed to be a constant
that can differ from −1. For this case the cosmological parameter constraints are
given in the third column of Table 1.

Although w is not assumed to be −1 in the fiducial model, the data prefer a
value that is consistent with this, w = −0.94 ± 0.1. Likewise, the data prefer
spatial flatness in the consensus model in which flatness is not imposed. For
the other parameters, the differences are small. Fig. 8 shows how different data
sets individually and in combination constrain parameters in these two models;
although the mix of data used here differs from that in Table 1 (SNe are included
in Fig. 8), the resulting constraints are consistent.

Regarding Sandage’s two numbers, Table 1 reflects good agreement with but
a smaller uncertainty than the direct H0 measurement based upon the extra-
galactic distance scale, H0 = 72± 8 km/s/Mpc (Freedman et al. 2001). However,
the parameter values in Table 1 are predicated on the correctness of the CDM
paradigm for structure formation. The entries for q0 in Table 1 are derived from
the other parameters using Eq. (6). Direct determinations of q0 require either
ultra-precise distances to objects at low redshift or precise distances to objects
at moderate redshift. The former is still beyond reach, while for the latter the
H0/q0 expansion is not valid.

If we go beyond the restrictive assumptions of these two models, allowing both
curvature and w to be free parameters, then the parameter values shift slightly
and the errors increase, as expected. In this case, combining WMAP, SDSS,
2dFGRS, and SN Ia data, Spergel et al. (2007) find w = −1.08 ± 0.12 and
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shown in the second column of Table 1.
To both illustrate and gauge the sensitivity of the results to the choice of

cosmological parameters, we also consider a “fiducial dark energy model”, in which
spatial flatness (k = 0, Ω0 = 1) is imposed, and w is assumed to be a constant
that can differ from −1. For this case the cosmological parameter constraints are
given in the third column of Table 1.

Although w is not assumed to be −1 in the fiducial model, the data prefer a
value that is consistent with this, w = −0.94 ± 0.1. Likewise, the data prefer
spatial flatness in the consensus model in which flatness is not imposed. For
the other parameters, the differences are small. Fig. 8 shows how different data
sets individually and in combination constrain parameters in these two models;
although the mix of data used here differs from that in Table 1 (SNe are included
in Fig. 8), the resulting constraints are consistent.

Regarding Sandage’s two numbers, Table 1 reflects good agreement with but
a smaller uncertainty than the direct H0 measurement based upon the extra-
galactic distance scale, H0 = 72± 8 km/s/Mpc (Freedman et al. 2001). However,
the parameter values in Table 1 are predicated on the correctness of the CDM
paradigm for structure formation. The entries for q0 in Table 1 are derived from
the other parameters using Eq. (6). Direct determinations of q0 require either
ultra-precise distances to objects at low redshift or precise distances to objects
at moderate redshift. The former is still beyond reach, while for the latter the
H0/q0 expansion is not valid.

If we go beyond the restrictive assumptions of these two models, allowing both
curvature and w to be free parameters, then the parameter values shift slightly
and the errors increase, as expected. In this case, combining WMAP, SDSS,
2dFGRS, and SN Ia data, Spergel et al. (2007) find w = −1.08 ± 0.12 and

Kowalski et al. 2008
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lium abundances measured from stars (e.g., Sun; see
Asplund et al. 2009, for a recent review) and HII regions
are, in general, larger than the primordial abundance.
On the other hand, as we have just shown, the CMB
data provide a lower limit on Yp. Even with a very con-
servative hard prior, Yp < 0.3, we find 0.23 < Yp <
0.3 (68% CL)31. Therefore, a combination of the CMB
and the solar constraints on Yp offers a new way for test-
ing the predictions of theory of the big bang nucleosyn-
thesis (BBN). For example, the BBN predicts that the
helium abundance is related to the baryon-to-photon ra-
tio, η, and the number of additional neutrino species (or
any other additional relativistic degrees of freedom) dur-
ing the BBN epoch, ∆Nν ≡ Nν−3, as (see equation (11)
of Steigman 2008)

Yp = 0.2485 + 0.0016[(η10 − 6) + 100(S − 1)], (55)

where S ≡
√

1 + (7/43)∆Nν # 1 + 0.081∆Nν and
η10 ≡ 1010η = 273.9(Ωbh2) = 6.19 ± 0.15 (68% CL;
WMAP+BAO+H0). (See Simha & Steigman 2008, for
more discussion on this method.) For ∆Nν = 1, the he-
lium abundance changes by ∆Yp = 0.013, which is much
smaller than our error bar, but is comparable to the ex-
pected error bar from Planck (Ichikawa et al. 2008).
There have been several attempts to measure Yp

from the CMB data (Trotta & Hansen 2004; Huey et al.
2004; Ichikawa & Takahashi 2006; Ichikawa et al. 2008;
Dunkley et al. 2009). The previous best-limit is Yp =

0.25+0.10(+0.15)
−0.07(−0.17) at 68% CL (95% CL), which was ob-

tained by Ichikawa et al. (2008) from the WMAP 5-year
data combined with ACBAR (Reichardt et al. 2009),
BOOMERanG (Jones et al. 2006; Piacentini et al. 2006;
Montroy et al. 2006), and Cosmic Background Imager
(CBI; Sievers et al. 2007). Note that the likelihood func-
tion of Yp is non-Gaussian, with a tail extending to
Yp = 0; thus, the level of significance of detection was
less than 3σ.

5. CONSTRAINTS ON PROPERTIES OF DARK ENERGY

In this section, we provide limits on the properties of
dark energy, characterized by the equation of state pa-
rameter, w. We first focus on constant (time indepen-
dent) equation of state in a flat universe (Section 5.1)
and a curved universe (Section 5.2). We then constrain a
time-dependent w given by w(a) = w0+wa(1−a), where
a = 1/(1 + z) is the scale factor, in Section 5.3. Next,
we provide the 7-year “WMAP normalization prior” in
Section 5.4, which is useful for constraining w (as well as
the mass of neutrinos) from the growth of cosmic den-
sity fluctuations. (See, e.g., Vikhlinin et al. 2009b, for
an application of the 5-year normalization prior to the
X-ray cluster abundance data.) In Section 5.5, we pro-
vide the 7-year “WMAP distance prior,” which is useful
for constraining a variety of time-dependent w models
for which the Markov Chain Monte Carlo exploration of
the parameter space may not be available. (See, e.g.,

31 The upper limit is set by the hard prior. The 68% lower limit,
Yp,min = 0.23, is found such that the integral of the posterior
likelihood of Yp in Yp,min ≤ Yp < 0.3 is 68% of the integral in
0 ≤ Yp < 0.3. Similarly, the 95% CL lower limit is Yp > 0.14 and
the 99% CL lower limit is Yp > 0.065.

Fig. 12.— Joint two-dimensional marginalized constraint on the
time-independent (constant) dark energy equation of state, w, and
the curvature parameter, Ωk. The contours show the 68% and
95% CL from WMAP+BAO+H0 (red), WMAP+BAO+H0+D∆t
(black), and WMAP+BAO+SN (purple).

Li et al. 2008; Wang 2008, 2009; Vikhlinin et al. 2009b,
for applications of the 5-year distance prior.)
We give a summary of our limits on dark energy pa-

rameters in Table 4.

5.1. Constant Equation of State: Flat Universe

In a flat universe, Ωk = 0, an accurate determina-
tion of H0 helps improve a limit on a constant equa-
tion of state, w (Spergel et al. 2003; Hu 2005). Using
WMAP+BAO+H0, we find

w = −1.10± 0.14 (68% CL),

which improves to w = −1.08 ± 0.13 (68% CL) if
we add the time-delay distance out to the lens system
B1608+656 (Suyu et al. 2010, see Section 3.2.5). These
limits are independent of high-z Type Ia supernova data.
The high-z supernova data provide the most strin-

gent limit on w. Using WMAP+BAO+SN, we find
w = −0.980±0.053 (68% CL). The error does not include
systematic errors in supernovae, which are comparable
to the statistical error (Kessler et al. 2009; Hicken et al.
2009b); thus, the error in w from WMAP+BAO+SN
is about a half of that from WMAP+BAO+H0 or
WMAP+BAO+H0+D∆t.
The cluster abundance data are sensitive to w via the

comoving volume element, angular diameter distance,
and growth of matter density fluctuations (Haiman et al.
2001). By combining the cluster abundance data and
the 5-year WMAP data, Vikhlinin et al. (2009b) found
w = −1.08 ± 0.15 (stat) ± 0.025 (syst) (68% CL) for a
flat universe. By adding BAO of Eisenstein et al. (2005)
and the supernova data of Davis et al. (2007), they found
w = −0.991 ± 0.045 (stat) ± 0.039 (syst) (68% CL).
These results using the cluster abundance data (also see
Mantz et al. 2010c) agree well with our corresponding
WMAP+BAO+H0 and WMAP+BAO+SN limits.

5.2. Constant Equation of State: Curved Universe

Komatsu et al. 2010



Comment aller plus loin ?

Ces combinaisons a posteriori d’observations ayant des 
dégénérescences et des systématiques ont des limites

Peuvent indiquer l’existence d’erreurs systématiques, pas les réduire

N’utilisent pas le fait que les diverses observations utilisent le même ciel, et 
sont pour certaines causées par la même distribution de matière.



Corrélation de relevés

Recherche de corrélation sur le ciel entre diverses 
méthodes, diverses observables

Augmentation du rapport signal-bruit

Élimination de certaines erreurs systématiques

<(X+NX)(Y+NY)> = <XY> + <YNX> + <XNY> + <NXNY>
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Corrélations

Même effet que l’erreur soit statistique ou systématique, 
dès lors qu’elle n’est pas corrélée entre les deux 
observables.



Les avant-plans du CMB

Le CMB peut être considéré comme une lumière 
d’arrière plan. La matière entre z=1000 et z=0 peut 
interagir avec les photons du CMB.

Diffusion

Déviation gravitationnelle



Lentillage du CMB

Les photons du CMB sont déviés par les fluctuations de 
densité.

x(n) →  x(n+∇φ(n))

x : température du CMB, ou polarisation (T, Q, U)

φ : potentiel projeté (avec le noyau de convolution)

Déviation ~ 3 arcmin (résultat de ~50 déflexions), 
cohérence à l’échelle du degré.

Fait apparaître des modes B (à petite échelle).

D’abord détecté par cross-corrélation, maintenant 
détecté uniquement dans le CMB.



Effet Sachs-Wolf intégré (ISW)

Non compensation des décalages vers le bleu et vers le 
rouge lorsqu’un photon du CMB entre et sort d’un 
puits de potentiel qui évolue

Nul dans un univers plat sans énergie noire

Mesuré par corrélation entre le CMB et les grandes 
structures



ISW

Giannantonio et al. 2008
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FIG. 14: Comparison with constraints from other observa-
tions, including CMB shift (black), SNe (red) and BAO (blue)
(top panel), and combined likelihoods using the ISW + each
one of these other constraints (bottom panel, same colour cod-
ing). 1 and 2 σ contours are shown (solid and dashed lines
respectively). The MC2 errors are used.

VII. CONCLUSIONS

In this paper, we have measured the cross-correlation
between the CMB and a large range of probes of the
density in a consistent way, and have calculated their
covariance taking into account their overlapping sky cov-
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FIG. 15: Same as Fig. 14 for the curved case.

erage and redshift distributions. While individual mea-
surements vary somewhat depending on how the data are
cleaned and how the covariance is calculated, the overall
significance of the detection of cross-correlations is at the
∼ 4.5σ level.

These observations provide important independent ev-
idence for the existence and nature of the dark energy.
The observed cross-correlations are consistent with the
expected signal arising from the integrated Sachs-Wolfe
effect in the concordance model with a cosmological con-

Giannantonio et al. 2008



ISW

Très sensible à l’énergie noire

Effet à grandes échelles : variance cosmique



x1000

Effets SZ : thermique



Effets SZ : cinétique et thermique



Effets SZ

Thermique : signature spectrale particulière

Catalogues d’amas

Cinétique : même spectre que le CMB

Sensible aux vitesses particulières des amas



Densité de matière, BAO

Cosmic Infrared Background

Vitesses : reconstruction, redshift space distorsion

Les observables dans les grandes structures





Traceurs : BOSS

The Astronomical Journal, 145:10 (41pp), 2013 January Dawson et al.

Figure 13. Statistics of the depth of the spectra in the Lyα forest region 1041 Å to 1185 Å (rest frame). Only quasars at z > 2.5 are included, so that the entire Lyα
forest lies within BOSS wavelength coverage. On average, the sampling is bit more than 1 Å pixel−1 in this subsample. Left: mean S/N per pixel as a function of
extinction-corrected gPSF magnitude. The error bars represent the standard deviation of all quasars in each bin of width 0.1 mag. Right: distribution of the S/N per
pixel. The solid line is taken from a sample of quasars near the bright end (gPSF ∼ 20) of the sample. The dotted line represents a typical quasar (gPSF ∼ 21). The
dashed line shows quasars near the faint magnitude limit gPSF ∼ 22.0 of the CORE and BONUS target selection algorithms.

Figure 14. Left: progress of the survey at the time of DR9. The solid curve represents the number of unique plates completed as a function of time in the first two
years of BOSS. The dashed curve represents the projected rate required to complete the baseline survey of 2208 plates. The yearly “pauses” are the result of the
summer shutdown for telescope maintenance during the New Mexico monsoon season. The plate completion thresholds were changed in the summer of 2010 from
S/N2

R = 26 to S/N2
R = 22 and from S/N2

B = 16 to S/N2
B = 10. Center: average number density as a function of redshift for the SDSS (dash-dotted), LOWZ (dotted),

and CMASS DR9 galaxies with ZWARNING_NOQSO = 0. Right: redshift distribution of DR7 (dotted), DR9 (solid), and unique DR9 (dashed) quasars.

the second year, compared with an expectation of 454. The rate
of plate completion benefited from better than average weather
in the spring of 2011. In total, 813 unique plates have been
completed, 3.5% ahead of the projected progress to complete
the survey by the summer of 2014. As reported in Anderson
et al. (2012), these plates account for 3275 deg2 of unique sky
coverage, approximately 35% of the full footprint. The rate of
plate completion as a function of time during the first two years
of BOSS is shown in Figure 14.

The plates completed as a function of equatorial coordinates
are presented in Figure 1. This figure reveals a high rate
of completion in the tGC and a lower rate in the SGC.
The difference between the NGC and SGC is due to the
unusually good weather in the Spring of 2011 and the fact
that commissioning occurred during most of the time that the
SGC was visible in 2009. The difference is more acute when
comparing the 110◦ < α < 130◦ region of the NGC to the
α > 330◦ region of the SGC. As explained in Section 5.4, the
Galactic plane crosses at LST ∼4.6 hr, and many of those NGC
fields must be observed near that time. As shown in Figure 5,
the shorter nights and New Mexico monsoon season result in
a smaller amount of observing time available to observe those
SGC plates. Looking beyond the second year and assuming
average weather, we predict that we will complete the NGC
region of the survey in less than the allotted time, but will likely

need better than average weather to finish the α > 330◦ region
of the SGC.

The DR9 sample is the first sample of BOSS spectra released
to the public and is the data that define the initial sample for
the BOSS galaxy and Lyα BAO analyses described below. DR9
contains 324,198 unique CMASS targets and 29,493 repeat ob-
servations from the CMASS sample. Exceeding survey require-
ments, the spectra from 98.7% of the CMASS targets produced
ZWARNING_NOQSO = 0 in at least one of the observa-
tions, and 95.4% were confirmed as galaxies. Contamination
from stars accounts for the 3.3% of successfully classified ob-
jects that were not galaxies. As expected, the statistics from the
LOWZ sample are even better; 103,729 unique targets (7,646
repeat observations) produced a 99.9% successful rate of clas-
sification; 99.2% of LOWZ targets were successfully classified
as galaxies.

There were 154,433 unique quasar targets from the main
sample, with 11,601 repeat observations. The idlspec2d pipeline
classified 79.2% of these objects successfully and determined
51.5% of the 154,433 objects to be quasars. The numbers are
similar to the numbers found in manual classification described
in Section 6.3, with minor differences explained by the inclusion
of ancillary programs in the manual inspections and occasional
disagreement between the two techniques. A summary of the
DR9 statistics is found in Table 7 and the redshift distribution for
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CIB

Cosmic Infrared Background

Sources multiples : les premières étoiles, lumière 
redshiftée et/ou réémise par de la poussière…



Distorsions dans l’espace des redshifts

Une mesure de redshift = 
distance (Hubble) + vitesse 
propre

À petite échelle, dispersion de 
vitesse : « finger of  god »

À grande échelle, effondrement des 
structures

Mesure la fonction de 
croissance des structures

Sous-produit des expériences 
BAO : perspective pour 
BAO dans l’espace (0.5 
milliard de galaxies)

Cabré & Gaztanaga 2008



Techniques déjà utilisées depuis longtemps à d’autres 
échelles (Dekel et al., champ de vitesse 3D des galaxies 
voisines…)

Utilisé dans le cadre des BAO pour reconstruire le 
régime linéaire.

Distorsions dans l’espace des redshifts
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ζ0 ζ1 ρ χ2 1-PTE

-2.94±1.94 0.32±0.13 -0.72 1.34 0.99

-2.07±1.88 0.28±0.10 -0.70 3.31 0.86

TABLE II: Results from fits to the RSD data. The first line
of results is for the LRG60 data set, and the second line is for
LRG200. For each set, we present the best-fit values of the
gravitational slip at redshift 0 and 1 (ζ0 & ζ1). The uncer-
tainties are at the one-standard deviation level. The fiducial
value of both parameters in General Relativity is 0. We also
indicate the correlation coefficient ρ of the distribution of the
fit to these two parameters, the minimum χ2 of the fit and
corresponding Probability To Exceed (PTE).

We consider the χ2 statistic for the fits, given by

χ2 = (x− x̄)C−1(x− x̄) (2)

where x is a vector of observed values, x̄ is a vector of
corresponding values from a model for x, and C is the
covariance matrix for the data. We note that for both
data sets, the χ2 is substantially less than the 7 degrees
of freedom in the fit. We calculate the Probability To
Exceed (PTE) this χ2, under the assumption that the
uncertainties are indeed correctly estimated. The very
low PTE values suggest that either the uncertainties have
been over estimated, or genuine scatter in the measure-
ments is being systematically suppressed. While only ad-
ditional observations will determine whether this trend is
truly statistically significant, the results already in hand
appear to suggest that either the quoted uncertainties
have been overestimated, or the analysis is suppressing
genuine scatter in the measurements.
We note that the PTE decreases with the LRG200 data

set, since the LRG200 measurements have a larger scatter
than the LRG60 measurements. This is likely due to the
fact that most of the coherent clustering signal is due
to correlations on scales less than 100 h−1Mpc, so the
additional correlations are effectively adding noise to the
signal.
In most recent results, the uncertainties have been es-

timated from several hundred simulated realisations of
the survey, from which the uncertainty (and the covari-
ance between measurements, in the case of several red-
shift bins) can be deduced from the scatter in the re-
alisations. Although it may appear that the uncertain-
ties on the measurements have been overestimated, good
agreement between the quoted values and Fisher fore-
casts [e.g., 30] of the minimum intrinsic statistical uncer-
tainties suggests that this is not the case, although [21]
note that the uncertainties in the BOSS growth rate mea-
surements are around 40% larger than the Fisher matrix
predictions.
Perhaps the stage of an RSD analysis most likely to

introduce a systematic shift, and artificially reduce the
scatter, may be in fitting a model to the two-dimensional
two-point correlation function (or power spectrum). [17]
analysed simulated catalogues for the WiggleZ survey
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FIG. 1: Comparing models to recent measurements of
f(z)σ8(z). We are plotting results for the LRG200 data set.
The open markers are the original published values from the
RSD measurements, and the filled markers are after account-
ing for the Alcock-Paczynski effect in going from WMAP to
Planck cosmology. The measurement error bars are at the
1 standard deviation uncertainty level. The dashed red line
illustrates the expected growth rate from ΛCDM with Planck
parameters, with the 1 and 2 standard deviation uncertainty
illustrated with the shaded bands. The solid blue line and
corresponding blue shaded regions illustrates the best fit to
the RSD data with the gravitational slip model. We note
that almost all the measurements include our best fit model
at the 1 standard deviation uncertainty level, which is re-
flected in the low χ2 in Table II. The one standard deviation
range of the model (the darker blue band) is narrower than
the typical one standard deviation uncertainty on any of the
measurements because the fit has been calculated from the
several independent measurements.

with a range of models for the RSD effect, and found
that measurements of Ωm (which is directly sensitive to
the growth rate) were highly dependent on the model
used. In particular, the model of a HALOFIT [27] P (k)
with a linear model for the redshift space distortion re-
covered a lower Ωm compared to the fiducial value on
which the simulation was based.
The preference for a lower growth rate or σ8 appears

to agree with recent results from [20], studying Sunyaev-
Zeldovich (SZ) cluster counts, who find σ8 = 0.77± 0.02
and Ωm = 0.29 ± 0.02. Collectively, these results may
be suggesting that ΛCDM does not fully model simulta-
neously the Cosmic Microwave Background and the Uni-
verse at z < 1. However, future work will require detailed
work with simulated catalogues for a range of cosmolog-
ical models [e.g., 11, 12] and an improved understanding
of the relationship between the observed galaxies, the pe-
culiar velocity field, and the underlying dark matter [e.g.,
22, 26], before we can more robustly use RSD measure-
ments to study departures from ΛCDM.
We thank the two anonymous referees for useful com-
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We perform a meta-study of recently published Redshift Space Distortion (RSD) measurements
of the cosmological growth rate, f(z)σ8(z). We analyse the latest results from the 6dFGS, BOSS,
LRG, WiggleZ and VIPERS galaxy redshift surveys, and compare the measurements to expectations
from Planck. In this Letter we point out that the RSD measurements are consistently lower than
the values expected from Planck, and the relative scatter between the RSD measurements is lower
than expected. A full resolution of this issue may require a more robust treatment of non-linear
effects in RSD models, although the trend for a low σ8 agrees with recent constraints on σ8 and Ωm

from Sunyaev-Zeldovich cluster counts identified in Planck.

Understanding the accelerated expansion of the uni-
verse is currently one of the most important questions in
cosmology. Measurements of the distance-redshift rela-
tion with supernovae and Baryon Acoustic Oscillations
(BAOs) are well described by General Relativity with
a cosmological constant, and Cold Dark Matter – the
ΛCDM model. The discovery of the accelerated expan-
sion has motivated a vast number of theories of modified
gravity - comprehensively reviewed by [4]. Any theory
of gravity must reproduce the background expansion ob-
served with tests of the distance-redshift relation. To
test such theories, a number of galaxy surveys have mea-
sured the growth rate of cosmological density perturba-
tions, where many modified gravity theories predict dif-
ferent growth rates to ΛCDM. Specifically, the cosmolog-
ical growth rate f is defined as f = d lnG/d ln a, where
a is the scale factor, and G is the growth factor of the
matter density contrast.
Most recent growth rate measurements come from in-

ferring peculiar velocities from Redshift Space Distor-
tions (RSDs) in a galaxy redshift survey, as proposed by
[14]. One of the first RSD surveys to use this anisotropy
to measure the growth rate was the 2dFGRS [18]. The
growth rate has since been measured with a range of
other techniques and surveys, with the RSD technique in
the VVDS survey [8], QSO clustering and Lyα cluster-
ing [5, 23, 29], and at z ∼ 0 in peculiar velocity surveys,
[6, 10].
Since galaxies only form in the densest regions of the

universe, a bias factor b is used to relate perturbations
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in the matter density δm to perturbations in galaxy den-
sity δg, so that δg = bδm. Due to this bias, galaxies
are only sensitive to the growth rate f to within a fac-
tor of the density power spectrum normalisation. Conse-
quently, early growth rate measurements reported values
of the parameter β, where β = f/b. However, since the
galaxy bias varies between populations of galaxies (with
typical values between 1 and 3), values of β from differ-
ent surveys can be difficult to combine and compare to
theories. More recently, growth rate measurements have
therefore been reported in the combination of f(z)σ8(z),
[19] where σ8 is the matter power spectrum normalisa-
tion on scales of 8 h−1 Mpc. It is only values of f(z)σ8(z)
from RSD surveys that we consider here, as summarised
in Table I, and not earlier values of β.

In [28], the growth rate from the BOSS survey was fit-
ted at four correlated redshift values, although the pub-
licly available covariance matrix is for three redshift mea-
surements, to reduce correlations between the measure-
ments. We find that even with three redshift bins, the
block-diagonal covariance matrix is too highly correlated,
and thus we do not include the highly correlated interme-
diate redshift measurement. We analyse the data with
two different measurements from the LRG (Luminous
Red Galaxy) survey (from the SDSS data release 7), with
a maximum pair separation of 200 h−1Mpc (LRG200)
and also with a maximum pair separation of 60 h−1Mpc
(LRG60) – we do not analyse the data with both LRG200

and LRG60 simultaneously.

These galaxy surveys do not measure distances directly
– in order to infer the distance from the measured red-
shift, a cosmological model must be assumed. As noted
by [1], if an incorrect cosmological model is assumed, an
additional, artificial anisotropy can be imposed on the
RSDs. For the surveys we consider here, a ΛCDM cos-
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(BAOs) are well described by General Relativity with
a cosmological constant, and Cold Dark Matter – the
ΛCDM model. The discovery of the accelerated expan-
sion has motivated a vast number of theories of modified
gravity - comprehensively reviewed by [4]. Any theory
of gravity must reproduce the background expansion ob-
served with tests of the distance-redshift relation. To
test such theories, a number of galaxy surveys have mea-
sured the growth rate of cosmological density perturba-
tions, where many modified gravity theories predict dif-
ferent growth rates to ΛCDM. Specifically, the cosmolog-
ical growth rate f is defined as f = d lnG/d ln a, where
a is the scale factor, and G is the growth factor of the
matter density contrast.
Most recent growth rate measurements come from in-

ferring peculiar velocities from Redshift Space Distor-
tions (RSDs) in a galaxy redshift survey, as proposed by
[14]. One of the first RSD surveys to use this anisotropy
to measure the growth rate was the 2dFGRS [18]. The
growth rate has since been measured with a range of
other techniques and surveys, with the RSD technique in
the VVDS survey [8], QSO clustering and Lyα cluster-
ing [5, 23, 29], and at z ∼ 0 in peculiar velocity surveys,
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are only sensitive to the growth rate f to within a fac-
tor of the density power spectrum normalisation. Conse-
quently, early growth rate measurements reported values
of the parameter β, where β = f/b. However, since the
galaxy bias varies between populations of galaxies (with
typical values between 1 and 3), values of β from differ-
ent surveys can be difficult to combine and compare to
theories. More recently, growth rate measurements have
therefore been reported in the combination of f(z)σ8(z),
[19] where σ8 is the matter power spectrum normalisa-
tion on scales of 8 h−1 Mpc. It is only values of f(z)σ8(z)
from RSD surveys that we consider here, as summarised
in Table I, and not earlier values of β.

In [28], the growth rate from the BOSS survey was fit-
ted at four correlated redshift values, although the pub-
licly available covariance matrix is for three redshift mea-
surements, to reduce correlations between the measure-
ments. We find that even with three redshift bins, the
block-diagonal covariance matrix is too highly correlated,
and thus we do not include the highly correlated interme-
diate redshift measurement. We analyse the data with
two different measurements from the LRG (Luminous
Red Galaxy) survey (from the SDSS data release 7), with
a maximum pair separation of 200 h−1Mpc (LRG200)
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and LRG60 simultaneously.

These galaxy surveys do not measure distances directly
– in order to infer the distance from the measured red-
shift, a cosmological model must be assumed. As noted
by [1], if an incorrect cosmological model is assumed, an
additional, artificial anisotropy can be imposed on the
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FIG. 1. The lensing kernel W κgal (solid) for the CS82 red-
shift distribution of source galaxies (as given in Eq. 6) and
normalized to a unit maximum. For comparison, the kernel
for CMB lensing (Eq. 3) is shown as dashed, also normalized
to a unit maximum.

and WκCMB is z ∼ 0.9, illustrating that the cross power
spectrum is sensitive to the amplitude of structure at in-
termediate redshifts.

III. CMB AND GALAXY LENSING DATA

A. ACT CMB Lensing Data

ACT is a 6-meter telescope located in the Atacama
desert in Chile [36–38]. The CMB temperature maps
used in this work are made from observations taken dur-
ing 2008 - 2010 in the 148 GHz frequency channel and
have been calibrated to 2% accuracy as in [39]. The maps
are centered on the celestial equator with a width of 3
degrees in declination and 108 degrees in right ascension
and are identical to those used in [12].
The lensing convergence fields are reconstructed from

the CMB temperature maps using the minimum variance
quadratic estimator of [40] following the procedure used
in [27]. The lensing deflection induces correlations in the
Fourier modes of the previously uncorrelated, unlensed
CMB. The lensing convergence is estimated from these
Fourier correlations with a quadratic estimator:

κ̂(L) = N(L)

∫
d2l f(L, l)T (l)T (L− l), (5)

where l and L are Fourier space coordinates, N is the
normalization function, T is the temperature field, and
f is a weighting function that maximizes the signal-to-
noise ratio of the reconstructed convergence (see [40] for
details). In the lensing reconstruction, we filter out tem-
perature modes with a low signal-to-noise ratio, specif-
ically those modes below " = 500 and above " = 4000.
This filtering does not prevent the measurement of low-
" lensing modes, as the lensing signal at a given scale "
is obtained from temperature modes separated by " (see

Eq. 5). The maximum " of included temperature modes
is the only difference between the lensing maps used in
this work and those in [12].
The final normalization is obtained in a two step pro-

cess, as in [12]. A first-order approximation for the
normalization is computed from the data power spec-
trum, with an additional, small correction factor (of or-
der 10%) applied from Monte Carlo simulations, which
are designed to match both the signal and noise prop-
erties of the ACT data. Finally, we obtain a simulated
mean field map 〈κ̂〉 from 480 Monte Carlo realizations of
reconstructed CMB lensing convergence maps and sub-
tract this mean field from the reconstructed ACT lensing
maps. The simulated mean field is non-zero due to noise
and finite-map effects giving rise to a small (∼5%) ar-
tificial lensing signal, which must be subtracted. Note
that this set of 480 Monte Carlo realizations is also used
to estimate error bars on the final cross power spectrum
measurement, as described in section V.

B. CS82 Lensing Data

1. Data

The Canada-France-Hawaii Telescope Stripe 82 Survey
is an i′-band survey of the so-called Stripe 82 region of
sky along the celestial equator [41]. The survey was de-
signed with the goal of covering a large fraction of Stripe
82 with high quality i′-band imaging suitable for weak
lensing measurements. With this goal in mind, the CS82
survey was conducted under excellent seeing conditions:
the Point Spread Function (PSF) for CS82 varies between
0.4′′ and 0.8′′ over the entire survey with a median see-
ing of 0.6′′. In total, CS82 comprises 173 MegaCam i′-
band images, with each image roughly one square degree
in area with a pixel size of 0.187 arcseconds. The area
covered by the survey is 160 degrees2 (129.2 degrees2 af-
ter masking out bright stars and other artifacts). The
completeness magnitude is i′ ∼ 24.1 (AB magnitude, 5σ
in a 2′′ aperture). Image processing is largely based on
the procedures presented in [42, 43]. Weak lensing shear
catalogs were constructed using the state-of-the-art weak
lensing pipeline developed by the CFHTLenS collabora-
tion which employs the lensfit shape measurement algo-
rithm [44, 45]. We refer to these publications for more
in-depth details on the shear measurement pipeline.
Following [44] and [45], source galaxies are selected to

have w > 0 and FITSCLASS = 0. Here, w represents an
inverse variance weight accorded to each source galaxy by
lensfit, and FITSCLASS is a flag to remove stars but also
to select galaxies with well-measured shapes (see details
in [44]). After these cuts, the CS82 source galaxy den-
sity is 15.8 galaxies arcmin−2 and the effective weighted
galaxy number density (see equation 1 in [45]) is 12.3
galaxies arcmin−2. Note that these numbers do not in-
clude any cuts on photometric redshift quality since for
the purposes of this paper, we only need to know the

8

FIG. 4. The CMB lensing - galaxy lensing convergence cross
power spectrum (red points), measured using ACT and CS82
data. Error bars are computed using Monte Carlo methods
(see text), and the significance of the measurement is 3.2σ.
The dashed and solid black lines show the expected power
spectra assuming the Planck + lensing + WP + highL and
WMAP9 + eCMB cosmological models, respectively. The
theoretical spectra shown correspond to A = 1, and rela-
tive to these models, the best-fit amplitudes to our data are
APlanck = 0.61 ± 0.19 and AWMAP = 0.74 ± 0.23.

B. Null Tests

We verify our pipeline and measured cross power spec-
trum with a series of null tests. The first test uses the
480 Monte Carlo realizations of simulated CMB lensing
maps described previously. We compute the cross power
spectrum of the true CS82 convergence field with these
realizations. The mean of these 480 spectra is shown in
the top panel of Fig. 5. As expected, the result is con-
sistent with the null hypothesis, with χ2 = 10.0 for five
degrees of freedom; the probability of random deviates
with the same covariances to exceed this chi-squared is
7.4%. The second test uses 500 realizations of random-
ized galaxy lensing shear maps (described in section III),
and we compute the mean cross power spectrum between
the true ACT convergence field and these random maps.
Shown in the center panel of Fig. 5, this mean corre-
lation is also consistent with zero, with χ2 = 5.2 and
a probability to exceed of 39%. Note that the set of
500 randomized shear maps do not contain a cosmolog-
ical shear signal and thus, can only be used as a null
test rather than to estimate error bars for the final cross
spectrum measurement. Finally, we create 58 “shuffled”
ACT maps by shifting the true ACT data in intervals
of 0.75◦ along the right ascension direction. The mean
of the cross-correlation between these shuffled maps and
the CS82 convergence data is shown in the lower panel
of Fig. 5. This mean correlation is also consistent with
null signal, with χ2 = 6.1 and a probability to exceed of
30%. The error bars for each of these measurements are

FIG. 5. Three successful null tests, all consistent with zero.
Top: the mean correlation between 480 Monte Carlo real-
izations of simulated CMB lensing maps and the true CS82
lensing data. Middle: the mean correlation between 500 ran-
domized galaxy lensing maps and the true ACT data. Bot-
tom: the mean correlation between the true CS82 data and
58 ACT “shuffled” maps, constructed by shifting the data in
intervals of 0.75◦ along the right ascension direction. The
probabilities to exceed the measured χ2 for these tests are
7.4%, 39% and 30%, respectively. Note that the scaling of
the y-axis here is two orders of magnitude smaller than the
y-axis of Fig. 4.

computed using the full covariance matrix as determined
from the Monte Carlo realizations, as was done for the
true data.
We also perform two specific tests of the CS82 shear

data. We compute the cross power spectrum using the
same methods outlined in section IV, but replace the
CS82 ellipticity data with 1) the B-mode ellipticity maps
Mbmode1/2 and 2) the PSF ellipticity maps Mpsf1/2. The
B-mode ellipticity is obtained using the transformation
(e1, e2) to (−e2, e1), and in the absence of systematics,
should vanish. The cross power spectrum between the
ACT data and the B-mode convergence data is shown in
the top panel of Fig. 6. As expected, the measurement is

Galaxy lensing : CFHT stripe 82
CMB lensing :  ACT

Petite zone du ciel (130 deg2), 3.2σ
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Fig. 3 Left panel shows the first detection of the ISW in 2004 by Boughn & Crittenden [12]. They
use the WMAP first-year data cross correlated with the NVSS radio galaxies and X-ray data and find
the ISW effect with 3.0 σ detection. Right panel shows the latest detection in 2013 by Hernandez-
Monteagudo et al. [54, but see also [31]]. They use the WMAP ninth-year data cross correlated with
the LRG and CMASS galaxies observed by the BOSS and find the ISW effect with 1.6 σ detection.

sources can be distinguished since the ISW effect is only important at largest scales while the other
effects are dominant at much smaller scales.

3.1.1. Angular Power Spectrum. The observed quantities used in the literature can be classi-
fied into four: angular power spectrum, angular correlation function, wavelet and stacking. As we
observe the CMB temperature fluctuation projected on the sky, it can be expanded into the spherical
harmonic series

aISWlm =

∫

dΩn̂ ΘISW(n̂)Y ∗
lm(n̂), (30)

where n̂ is a unit vector pointing toward a two dimensional position on the sky, Ylm is the spherical
harmonic function, dΩn̂ is a volume element of the unit sphere and the integral is over the whole
sky.
The expanded temperature fluctuation can be cross correlated with the density tracer X,

aXlm =

∫

dΩn̂δX(n̂)Y
∗
lm(n̂), (31)

where X is the matter tracer field projected on to the sky by

δX(n̂) =

∫ r∗

0
drδm(n̂r, τ)WX(r), (32)

with the projection kernelWX. The upper bound of the integral is defined by the maximum distance
of the source that has a non-zero contribution to the projection. For the galaxy distribution, the
projection kernel is,

Wgal(r) = b(r)r2φ(r)

[
∫

drr2φ(r)

]−1

(33)

where φ is the radial selection function and b(r) is the galaxy bias which may depend on redshift
but not on the scale (by assumption). We have assumed that in the scale where the ISW effect is
important, the galaxy number counts are linearly related to the underlying dark matter density but
strictly speaking the linear relation is valid only on very large scales. It breaks down on smaller

11/24

Boughn & Crittenden 2004

NVSS + WMAP 1an

3 σ

Hernandez- Monteagudo et al.  2013

SDSS(LRG+CMASS) + WMAP 9an

1.6 σ
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Figure 3. The binned cross-correlation between the recon-

structed ISW map and the NVSS data is given (blue asterisks).

For comparison, the fiducial model (black line) and the average

and dispersion from two sets of 10000 simulations are also shown.

The red triangles and their error bars correspond to CMB and

NVSS-like simulations which are correlated, while for the second

set of simulations (green squares are error bars), no correlation is

introduced. The width of the bins is �` = 9, except for the last

bin that is �` = 13. For a better visualization, the results for the

simulations have been shifted with respect to the central value of

the bin.

Using simulations, we have also studied which is the im-
provement from combining both the CMB and NVSS data,
with respect to use only the galaxies catalogue (as for in-
stance in Dupé et al. 2011 whose proposed reconstruction
corresponds to the term given by the filtered survey of equa-
tion 2). In particular, we find an improvement of 15 per cent
in the error of the ISW reconstruction when the CMB data
are included. In any case, the relative contribution to the re-
construction of the CMB and LSS data depends significantly
on the cross correlation between them, so it will di↵er for
other galaxies surveys.

In a related matter, we can also calculate the expected
relative contribution of the auto and cross power of the CMB
and the galaxy number density maps to the angular power
spectrum of the reconstructed ISW map (using equation 2).
This is shown in Fig. 4 for the fiducial model as well as the
actual contribution of each angular power spectrum for the
considered data. As can be seen, the contribution from the
power spectrum of the CMB Ct

` is dominant at low mul-
tipoles (up to ` ⇡ 10), while Cg

` gives the main weight at
higher multipoles. The contribution from the cross power
between the CMB and NVSS is subdominant at all multi-
poles. The results obtained from the data agree quite well
with the expected value. However, it is interesting to point
out that the relative importance of Ct

` with respect to Cg
`

for the data is lower than the expectation value. This can
be easily explained by the fact that the amplitude of the
low multipoles of the WMAP data is lower than that of the
fiducial model.

Figure 4. The expected relative contribution of the CMB and

NVSS auto and cross spectra to the power spectrum of the ISW

reconstruction is shown (solid lines) as well as the same quantities

for the data. The results for the data have been binned to allow for

a clearer comparison. The error bars correspond to the dispersion

of the values within the considered bin.

5 CONCLUSIONS

We have presented a reconstructed map of the ISW e↵ect,
obtained by combining through a linear filter CMB and LSS
data. In particular, we have used the 7-yr WMAP data and
the NVSS galaxies catalogue. The joint combination of both
data sets improves by a 15 per cent the error of the ISW re-
construction in comparison to the case when only the NVSS
data are used. We have performed a consistency test, show-
ing a good agreement between the cross correlation inferred
from the reconstructed ISW map and the assumed fiducial
model. In particular, the data favour a ⇤CDM model with
respect to a scenario with null correlation between the CMB
and the NVSS data. The relative contribution to the angular
power spectrum of the ISW reconstructed map is dominated
by the CMB fluctuations up to ` ⇡ 10 and by the density
number galaxies field at larger multipoles.

The presented methodology works in harmonic space,
which implies the use of surveys with large sky coverage, in
order to avoid the problematics introduced by large masks.
However, this technique can be easily extended to work di-
rectly in the pixel space, which would make straightforward
to deal with a mask and, in particular, LSS surveys with
smaller sky coverage could also be used to reconstruct the
ISW signal (Bonavera et al. 2012, in preparation). In addi-
tion, several catalogues can be combined at the same time,
provided the covariance matrix between the surveys and the
CMB data is known.

Finally, let us remark that the application of the ap-
proach described in this paper to future surveys (as EU-
CLID Refregier et al. 2010 or J-PAS Beńıtez et al. 2009,
with very large sky coverage and very accurate redshift esti-
mation) could provide maps of the ISW anisotropies caused
by the large-scale structure at di↵erent redshift shells. This
will provide a tomographic view of the ISW fluctuations.

c� 1998 RAS, MNRAS 000, 1–6

Carte reconstruite d’ISW

Cohérence du modèle fiduciel

Première détection 
statistique : 2004
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G. Lagache62, A. Lähteenmäki2,45, J.-M. Lamarre75, M. Langer62, A. Lasenby6,73, R. J. Laureijs43, C. R. Lawrence71, J. P. Leahy72, R. Leonardi42,
J. Lesgourgues96,87, M. Liguori34, P. B. Lilje68, M. Linden-Vørnle16, M. López-Caniego70, P. M. Lubin32, J. F. Macı́as-Pérez78, B. Ma↵ei72,
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ABSTRACT

Based on Cosmic Microwave Background (CMB) maps from the 2013 Planck Mission data release, this paper presents the detection of the
Integrated Sachs-Wolfe (ISW) e↵ect, i.e., the correlation between the CMB and large-scale evolving gravitational potentials. The significance of
detection ranges from 2 to 4�, depending on which method is used. We investigate three separate approaches, which cover essentially all previous
studies, as well as breaking new ground. (i) Through correlation of the CMB with the Planck reconstructed gravitational lensing potential (for the
first time). This detection is made using the lensing-induced bispectrum between the low-` and high-` temperature anisotropies; the correlation
between lensing and the ISW e↵ect has a significance close to 2.5�. (ii) Through cross-correlation with tracers of large-scale structure, yielding
around 3� significance, based on a combination of radio (NVSS) and optical (SDSS) data. (iii) Using aperture photometry on stacked CMB fields
at the locations of known large-scale structures, which yields and confirms, over a broader spectral range, a 4� signal when using a previously
explored catalogue, but shows strong discrepancies in amplitude and scale compared to expectations. More recent catalogues give more moderate
results, ranging from negligible to 2.5� at most, but with a more consistent scale and amplitude, the latter being still slightly above what is
expected from numerical simulations within ⇤CMD. Where they can be compared, these measurements are compatible with previous work using
data from WMAP, which had already mapped these scales to the limits of cosmic variance. Planck’s broader frequency coverage allows for better
foreground cleaning, and confirms that the signal is achromatic, bolstering the case for ISW detection. As a final step we use tracers of large-scale
structure to filter the CMB data, presenting maps of the ISW temperature perturbation. These results provide complementary and independent
evidence for the existence of a dark energy component that governs the current accelerated expansion of the Universe.

Key words. Cosmology: observations – cosmic microwave background – large-scale structure of the Universe – dark engery – Galaxies: clusters:
general – Methods: data analysis
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Fig. 1. Left: one of the CMB maps used in this paper, constructed using SEVEM (given at Nside = 64). Other Planck CMB maps used
in this work are Commander-Ruler, NILC and SMICA, in addition to clean SEVEM maps from 44 to 353 GHz. Right: Planck lensing
map, optimally filtered to perform the ISW–lensing cross-correlation (given at Nside = 1024). See Planck Collaboration XII (2013)
and Planck Collaboration XVII (2013) for a detailed description of these maps.

Fig. 1 we reproduce (right panel) an optimally filtered version
of the Planck lensing map, suitable for the ISW-lensing cross-
correlation.

In addition to a direct correlation between the CMB sky and
the reconstructed lensing map, we measure the bispectrum gen-
erated by weak lensing by applying a range of estimators: the
KSW-bispectrum estimator; bispectra binned in multipole inter-
vals; and a modal decomposition of the bispectrum. This meas-
surement is made possible for the first time thanks to the Planck
data. In addition, we will use information from the lensing field
as a tracer for an ISW map reconstruction at high redshift (see
Sect. 6).

2.2. External data sets

As described in the introduction, the achromatic nature of the
ISW e↵ect requires a tracer of the gravitational potentials from
the large-scale structure, so that by cross-correlating the CMB
temperature map with that tracer distribution the fluctuations due
to the ISW e↵ect are singled out. The prerequisites for a tracer
catalogue to be used in ISW studies are: a large survey volume;
well-understood biasing properties; and low or at least well-
modelled systematics. The radio NVSS catalogue and the op-
tical luminous galaxies (SDSS-CMASS/LOWZ) and main pho-
tometric galaxy sample (SDSS-MphG) catalogues possess these
qualities. Table 7 summarizes some basic properties of these
catalogues. In addition, the redshift distributions of these cata-
logues are shown in Fig. 2. Notice that NVSS presents the widest
redshift coverage. The SDSS-CMASS/LOWZ sample is peaked
around z ⇡ 0.5, whereas the SDSS-MphG sample peaks around
z ⇡ 0.3.

Figure 3 shows the all-sky density projection for these maps,
where the grey area indicates regions not observed by these sur-
veys (or discarded for having contamination or low galaxy num-
ber density, see next subsections for details). In Fig. 4 we give
the angular power spectra (blue points) of the surveys (corrected
with a procedure similar to MASTER, e.g., Hivon et al. 2002), as
well as the theoretical spectra (black lines) and their 1� error
bars (grey areas), estimated from the MASTER approach as well.

Besides the cross-correlation between CMB and LSS tracers
(Sect. 4), we will present results from a di↵erent methodology in
Sect. 5, where we use catalogues of super-structures to study the

Table 1. Major characteristics of the galaxy catalogues used
as tracers of the gravitational potential. From left to right, the
columns indicate: the number of galaxies per steradian; the frac-
tion of the sky covered by each survey; the mean bias; and the
median redshift. The bias for NVSS is not provided, since the
assumed model has a bias which depends on redshift (see text
for details).

Galaxy catalogue n̄ fsky bias z̄

NVSS 1.584 ⇥ 105 0.73 · · · 1.17
SDSS-CMASS/LOWZ 5.558 ⇥ 105 0.22 2.03 0.45

SDSS-MphG 9.680 ⇥ 106 0.22 1.20 0.32

Fig. 2. Redshift distributions of the di↵erent surveys used in
this work as LSS tracers, to be correlated with the Planck CMB
maps. For ease of comparison, these distributions have been nor-
malised to unity.

ISW through stacking of the CMB fluctuations on the positions
of these super-structures. The relevant catalogues are described
in Sect. 2.2.4.

4

Planck CMB Planck CMB lensing (potentiel)
Planck Collaboration: The ISW e↵ect with Planck

Table 2. Amplitudes AT�, errors �A and significance levels (SNR) of the non-Gaussianity due to the ISW e↵ect, for all component
separation algorithms (C-R, NILC, SEVEM, and SMICA) and all the estimators (potential reconstruction, KSW, binned, and modal).
For the potential reconstruction case, an additional minimum variance (MV) map has been considered (see Planck Collaboration
XVII 2013 for details).

Estimator C-R NILC SEVEM SMICA MV
AT� SNR AT� SNR AT� SNR AT� SNR AT� SNR

T� ` � 10 0.52 ± 0.33 1.5 0.72 ± 0.30 2.4 0.58 ± 0.31 1.9 0.68 ± 0.30 2.3 0.78 ± 0.32 2.4
T� ` � 2 0.52 ± 0.32 1.6 0.75 ± 0.28 2.7 0.62 ± 0.29 2.1 0.70 ± 0.28 2.5

KSW 0.75 ± 0.32 2.3 0.85 ± 0.32 2.7 0.68 ± 0.32 2.1 0.81 ± 0.31 2.6

Binned 0.80 ± 0.40 2.0 1.03 ± 0.37 2.8 0.83 ± 0.39 2.1 0.91 ± 0.37 2.5

Modal 0.68 ± 0.39 1.7 0.93 ± 0.37 2.5 0.60 ± 0.37 1.6 0.77 ± 0.37 2.1

simulations processed through the SMICA pipeline. The results
are summarized in Table 3. For each pair of statistics, we pro-
vide the di↵erence in amplitudes estimated for the data (�AT�),
the dispersion of the di↵erence of amplitudes obtained from the
simulations (sA), the ratio between this dispersion and the largest
of the corresponding sensitivities (⌘, according to Table 2), and
the correlation coe�cient (⇢). As can be seen from the Table,
the agreement among estimators is good and the discrepancies
are only around 0.5�, which is the expected scatter, given the
correlation between the weights of di↵erent estimators discussed
above. Overall, the bispectrum estimators provide a larger value
of the amplitude AT�, as compared to the T� estimator.

We have also explored the joint estimation of the two bispec-
tra that are expected to be found in the data: the ISW-lensing;
and the residual point sources. A detailed description of the
non-Gaussian signal coming from point sources can be found in
Planck Collaboration XXIV (2013). The joint analysis of these
two signals performed with the KSW estimator, and the binned,
and modal estimators has shown that the ISW-lensing amplitude
estimation can be considered almost completely independent of
the non-Gaussian signal induced by the residual sources, and that
the two bispectra are nearly perfectly uncorrelated.

There is not a unique way of extracting a single signal-to-
noise value from Table 2. However, all the estimators show evi-
dence of ISW-lensing at about the 2.5� level.

Finally, we estimate that the bias introduced by the ISW-
lensing signal on the estimation of the primordial local shape
bispectrum (Eq. 14) is �prim ' 7, corresponding to the theoret-
ical expectation, as described in detail in Planck Collaboration
XXIV (2013).

4. Cross-correlation with surveys

The ISW e↵ect can be probed through several di↵erent ap-
proaches. Among the ones already explored in the literature, the
classical test is to study the cross-correlation of the CMB tem-
perature fluctuations with a tracer of the matter distribution, typ-
ically a galaxy or cluster catalogue. As mentioned in the intro-
duction, the correlation of the CMB with LSS tracers was first
proposed by Crittenden & Turok (1996) as a natural way to am-
plify the ISW signal, otherwise very much subdominant with re-
spect to the primordial CMB fluctuations. Indeed, this technique
led to the first reported detection of the ISW e↵ect (Boughn &
Crittenden 2004).

Several methods have been proposed in the literature to study
statistically the cross-correlation of the CMB fluctuations with
LSS tracers, and, they can be divided into: real space statis-
tics (e.g., the cross-correlation function, hereinafter CCF); har-

Table 3. For each pair of estimators, we give the mean di↵er-
ence among the amplitudes estimated from the data (�AT�), the
dispersion of the di↵erences between the amplitudes estimated
from the simulations (sA), the ratio of this dispersion to the larger
of the corresponding sensitivities (⌘), and the correlation coe�-
cient (⇢).

KSW Binned Modal

�A ± sA �0.11 ± 0.10 �0.21 ± 0.21 �0.07 ± 0.21
T� ⌘ 0.32 0.56 0.56

⇢ 0.95 0.84 0.84

�A ± sA �0.10 ± 0.19 0.04 ± 0.19
KSW ⌘ 0.52 0.51

⇢ 0.86 0.87

�A ± sA 0.14 ± 0.15
Binned ⌘ 0.41

⇢ 0.92

monic space statistics (e.g., the cross-angular power spectrum,
hereinafter CAPS); and wavelet space statistics (e.g., the co-
variance of the Spherical Mexican Hat Wavelet coe�cients, or
SMHWcov from now on). These statistics are equivalent (in the
sense of the significance of the ISW detection) under ideal condi-
tions. However, ISW data analysis presents several problematic
issues (incomplete sky coverage, selection biases in the LSS cat-
alogues, foreground residuals in the CMB map, etc.). Hence, the
use of several di↵erent statistical approaches provides a more
robust framework for studying the ISW-LSS cross-correlation,
since di↵erent statistics may have di↵erent sensitivity to these
systematic e↵ects, The individual methods are described in more
detail in Sect. 4.1.

Besides the choice of specific statistical tool, the ISW cross-
correlation can be studied from two di↵erent (and complemen-
tary) perspectives. On the one hand, we can determine the am-
plitude of the ISW signal, as well as the corresponding signal-
to-noise ratio, by comparing the observed cross-correlation to
the expected one. On the other hand, we can postulate a null hy-
pothesis (i.e., that there is no correlation between the CMB and
the LSS tracer) and study the probability of obtaining the ob-
served cross-correlation. Whereas the former answers a question
regarding the compatibility of the data with the ISW hypothe-
sis (and provides an estimation of the signal-to-noise associated
with the observed signal), the latter tells us how incompatible
the measured signal is with the no-correlation hypothesis, i.e.,
against the presence of dark energy (assuming that the Universe
is spatially flat). Obviously, both approaches can be extended
to account for the cross-correlation signal obtained from sev-

10
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Using high-resolution microwave sky maps made by the Atacama Cosmology Telescope, we for
the first time present strong evidence for motions of galaxy clusters and groups via microwave back-
ground temperature distortions due to the kinematic Sunyaev-Zel’dovich e↵ect. Galaxy clusters are
identified by their constituent luminous galaxies observed by the Baryon Oscillation Spectroscopic
Survey, part of the Sloan Digital Sky Survey III. We measure the mean pairwise momentum of
clusters, with a probability of the signal being due to random errors of 0.002, and the signal is
consistent with the growth of cosmic structure in the standard model of cosmology.

PACS numbers: 98.52.Eh, 98.62.Py, 98.70.Vc, 98.80.Es

Introduction. The growth of cosmic structure over the history of the Universe inevitably results not only in the
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15Harvard College Observatory, 60 Garden Street, MS 20, Cambridge, MA 02138 USA

16NIST Quantum Devices Group, 325 Broadway Mailcode 817.03, Boulder, CO 80305 USA
17Department of Physics and Astronomy, The Johns Hopkins University, Baltimore, MD 21218 USA

18Department of Physics and Astronomy, University of British Columbia, Vancouver, BC V6T 1Z4 Canada
19School of Physics and Astronomy, University of Nottingham, University Park, Nottingham, NG7 2RD UK

20Joseph Henry Laboratories of Physics, Princeton University, Princeton, NJ 08544 USA
21Department of Physics and Astronomy, Rutgers University, Piscataway, NJ 08854 USA

22Pittsburgh Particle Physics, Astrophysics, and Cosmology Center, University of Pittsburgh, Pittsburgh PA 15260
23Institute of Astronomy and Astrophysics, Academia Sinica, Taipei, Taiwan

24Department of Physics, University of California, Santa Barbara, CA 93106 USA
25Astrophysics and Cosmology Research Unit, School of Mathematical Sciences,

University of KwaZulu-Natal, Durban 4041, South Africa
26CEA, Centre de Saclay, IRFU, 91191 Gif-sur-Yvette, France

27Department of Astronomy and Astrophysics, The Pennsylvania State University, University Park, PA 16802 USA
28Institute for Gravitation and the Cosmos, The Pennsylvania State University, University Park, PA 16802 USA

29Center for Cosmology and Particle Physics, New York University, New York, NY 10003 USA
30Code 553/665, NASA/Goddard Space Flight Center, Greenbelt, MD 20771 USA

(Dated: July 30, 2012)

Using high-resolution microwave sky maps made by the Atacama Cosmology Telescope, we for
the first time present strong evidence for motions of galaxy clusters and groups via microwave back-
ground temperature distortions due to the kinematic Sunyaev-Zel’dovich e↵ect. Galaxy clusters are
identified by their constituent luminous galaxies observed by the Baryon Oscillation Spectroscopic
Survey, part of the Sloan Digital Sky Survey III. We measure the mean pairwise momentum of
clusters, with a probability of the signal being due to random errors of 0.002, and the signal is
consistent with the growth of cosmic structure in the standard model of cosmology.

PACS numbers: 98.52.Eh, 98.62.Py, 98.70.Vc, 98.80.Es

Introduction. The growth of cosmic structure over the history of the Universe inevitably results not only in the
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that our galaxy luminosity cut corresponds to a cluster
halo mass limit of roughly M200 ' 4.1 ⇥ 1013 M� and a
mean cluster halo mass of M200 = 6.5⇥ 1013 M�. Error
bars are estimated via bootstrap resampling. Neighbor-
ing bins have a mean correlation of 0.25 and we include
smaller mean correlations out to a 5-bin separation, as
determined using independent simulation volumes.

The measured points largely fall below zero and have
��2 = 23 for 15 degrees of freedom, compared to the
best-fit model. The model is a good fit to the data: 13%
of random data realizations with the same normal er-
rors and correlations have larger ��2. The measured
points have ��2 = 43 for 15 degrees of freedom, com-
pared to a null signal; the probability of random noise
having ��2 at least this large is 2.0 ⇥ 10�3 including
correlations. The measured points approach zero signal
as the comoving pair separation increases, which demon-
strates that the signal depends on spatial separation, not
redshift separation.

Null tests are simple, as the statistic is essentially a
sum of pixel temperatures, half with positive and half
with negative signs, with weights corresponding to rel-
ative galaxy positions. Figure 1 also displays the null
test corresponding to using the same weights but random
pair positions compared to the signal plot (��2 = 11.6
for 15 degrees of freedom). Success of this null test veri-
fies that the function T (z) correctly models any redshift-
dependent contributions to the microwave signal. Chang-
ing the sign in the second term of Eq. (4) from negative to
positive also gives a null signal (��2 = 9.9 for 15 degrees
of freedom).

Discussion and Prospects. The signal in Fig. 1 repre-
sents the first measurement of the cosmic velocity field
made directly with respect to the rest frame of the Uni-
verse. It is consistent with simulations based on the stan-
dard cosmological model. This signal is also the first
clear evidence for the kinematic Sunyaev-Zel’dovich ef-
fect. A recent attempt by Kashlinsky et al. to measure
the large-scale bulk flow via the galaxy cluster kSZ sig-
nal uses galaxy clusters from X-ray surveys and searches
for an overall dipole dependence of the microwave tem-
perature in the WMAP data at these locations [36, 37].
However, Keisler [38] found the first reported detection
was not statistically significant. Osborne et al. [39] rean-
alyzed the most recent results including both a monopole
and dipole term, obtaining limits on a bulk flow a factor
of three below the reported detection of Ref. [37]. Mody
and Hajian [40] also fail to reproduce the bulk flow re-
sult using Planck and ROSAT galaxy clusters. Planck
will soon make a more precise test of this reported large-
scale flow [41]. The statistic used in this paper is di↵er-
ential, which mitigates many of the potential systematic
errors a↵ecting bulk flow measurements, but also is not
sensitive to an overall bulk flow.

Most previous work on peculiar velocities using opti-
cal observations has measured the properties of the local

FIG. 1: The upper panel shows the mean pairwise momentum
estimator, Eq. (4), for the 5000 most luminous BOSS DR9
galaxies within the ACT sky region (red points), with boot-
strap errors. The solid line is derived from numerical kSZ sim-
ulations [34] using a halo mass cuto↵ of M200 = 4.1⇥1013 M�.
The probability of the data given a null signal is 2.0 ⇥ 10�3

including bin covariances. The lower panel displays the same
sum but with randomized map positions, and is consistent
with a null signal.

bulk flow, but has not been able to extend measurements
to cosmologically interesting distances. The traditional
method of measuring velocities – a Doppler shift of an
object’s radiation spectrum – is very challenging at cos-
mological distances because the spectrum of an object is
redshifted due to the expansion of the Universe, and this
cosmological redshift is typically large compared to the
velocity frequency shift. Precise distance measurements
are required, a di�cult observational problem. Recent
optical work [42] extends to around 100 Mpc, a redshift
of z = 0.02, while this paper uses galaxy cluster velocities
out to z = 0.8. Future large optical surveys such as the
LSST may enable competitive cosmological velocity sur-
veys using large catalogs of standard candles for distance
measurements [43].
The evidence for a nonzero mean pairwise momentum

from a kSZ signal presented here can also be interpreted
as a measure of baryons on cluster length scales; a deficit
of observed baryons has long been a cosmological puz-
zle [44]. Our signal is roughly consistent with the stan-
dard baryon fraction based on primordial nucleosynthe-
sis, given independent halo mass estimates based on clus-
tering of our luminous galaxy sample. This issue will be
addressed in a future paper.
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ABSTRACT

Redshift space distortion (RSD) is a powerful way of measuring the growth of structure
and testing General Relativity, but it is limited by cosmic variance and the degeneracy
between galaxy bias b and the growth rate factor f . The cross-correlation of lensing
shear with the galaxy density field can in principle measure b in a manner free from
cosmic variance limits, breaking the f − b degeneracy and allowing inference of the
matter power spectrum from the galaxy survey. We analyze the growth constraints
from a realistic tomographic weak lensing photo-z survey combined with a spectro-
scopic galaxy redshift survey over the same sky area. For sky coverage fsky = 0.5,
analysis of the transverse modes measures b to 2–3% accuracy per ∆z = 0.1 bin at
z < 1 when ∼ 10 galaxies arcmin−2 are measured in the lensing survey and all halos
with M > Mmin = 1013h−1M" have spectra. For the gravitational growth parame-
ter parameter γ (f = Ωγ

m), combining the lensing information with RSD analysis of
non-transverse modes yields accuracy σ(γ) ≈ 0.01. Adding lensing information to the
RSD survey improves σ(γ) by an amount equivalent to a 3× (10×) increase in RSD
survey area when the spectroscopic survey extends down to halo mass 1013.5 (1014)
h−1M". We also find that the σ(γ) of overlapping surveys is equivalent to that of
surveys 1.5–2× larger if they are separated on the sky. This gain is greatest when the
spectroscopic mass threshold is 1013–1014h−1M", similar to LRG surveys. The gain of
overlapping surveys is reduced for very deep or very shallow spectroscopic surveys, but
any practical surveys are more powerful when overlapped than when separated. The
gain of overlapped surveys is larger in the case when the primordial power spectrum
normalization is uncertain by > 0.5%.

1 INTRODUCTION

Measurement of the linear growth of structure of the Uni-
verse is essential in that the growth history reflects the
nature of dark energy and the underlying gravity model
(e.g. Yamamoto et al. 2010), i.e. whether dark energy is a
cosmological constant, or is evolving with time, or if Gen-
eral Relativity (GR) is the correct gravity model that gov-
erns the evolution of the Universe. In the linear regime of
GR, the growth of perturbations is scale independent. It
can be parameterized as the linear growth function G, with
P (z) = G2(z)PCMB, where P (z) and PCMB are the mat-
ter density power spectra at redshift z and at the epoch of
recombination, respectively. G(z) carries information about
the amount of dark energy and dark matter. The growth
rate factor f ≡ ∂ lnG

∂ ln a
, with a being the scale factor, is an-

other quantify of interest: f can be well approximated as
f = Ωγ

m, with γ in a narrow range near 0.55, for a wide vari-
ety of dark-energy models in General Relativity (Peebles
1980; Lahav et al. 1991; Linder & Cahn 2007). A precise
measure of γ therefore enables one to distinguish GR from
alternative gravity models. In a braneworld type of modified

gravity, for example, γ is different from γGR by more than
20% (Linder & Cahn 2007).

Precise measurements of G and f constrain dark en-
ergy and gravity, and Redshift Space Distortion (RSD) has
been shown to be a powerful approach to perform this mea-
surement (e.g. Kaiser 1987; Cole et al. 1994; Hamilton et al.
2000; Peacock et al. 2001; Scoccimarro 2004; Guzzo et al.
2008; Cabré & Gaztañaga 2009; Blake et al. 2011). This
RSD measurement is, however, only precise in the linear
regime. At late epochs of the Universe, the linear regime
(of the velocity field in particular,) is confined to very large
scales, k ≤ 0.1h−1Mpc−1. On these scales, the measurement
is usually limited by sample variance, or cosmic variance—
we do not have many independent perturbation modes for
the measurement because of the finite survey volume ob-
servable in a given epoch.

Using multiple tracers of the density field, one
can in principle evade sampling variance, and mea-
sure the linear growth of structure with unbounded
accuracy (McDonald & Seljak 2009; White et al. 2009;
Gil-Maŕın et al. 2010; Bernstein & Cai 2011). The great
benefit of multiple tracers is not realized, however, if only the
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and testing General Relativity, but it is limited by cosmic variance and the degeneracy
between galaxy bias b and the growth rate factor f . The cross-correlation of lensing
shear with the galaxy density field can in principle measure b in a manner free from
cosmic variance limits, breaking the f − b degeneracy and allowing inference of the
matter power spectrum from the galaxy survey. We analyze the growth constraints
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ter parameter γ (f = Ωγ

m), combining the lensing information with RSD analysis of
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RSD survey improves σ(γ) by an amount equivalent to a 3× (10×) increase in RSD
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overlapping surveys is reduced for very deep or very shallow spectroscopic surveys, but
any practical surveys are more powerful when overlapped than when separated. The
gain of overlapped surveys is larger in the case when the primordial power spectrum
normalization is uncertain by > 0.5%.
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Measurement of the linear growth of structure of the Uni-
verse is essential in that the growth history reflects the
nature of dark energy and the underlying gravity model
(e.g. Yamamoto et al. 2010), i.e. whether dark energy is a
cosmological constant, or is evolving with time, or if Gen-
eral Relativity (GR) is the correct gravity model that gov-
erns the evolution of the Universe. In the linear regime of
GR, the growth of perturbations is scale independent. It
can be parameterized as the linear growth function G, with
P (z) = G2(z)PCMB, where P (z) and PCMB are the mat-
ter density power spectra at redshift z and at the epoch of
recombination, respectively. G(z) carries information about
the amount of dark energy and dark matter. The growth
rate factor f ≡ ∂ lnG

∂ ln a
, with a being the scale factor, is an-

other quantify of interest: f can be well approximated as
f = Ωγ

m, with γ in a narrow range near 0.55, for a wide vari-
ety of dark-energy models in General Relativity (Peebles
1980; Lahav et al. 1991; Linder & Cahn 2007). A precise
measure of γ therefore enables one to distinguish GR from
alternative gravity models. In a braneworld type of modified

gravity, for example, γ is different from γGR by more than
20% (Linder & Cahn 2007).

Precise measurements of G and f constrain dark en-
ergy and gravity, and Redshift Space Distortion (RSD) has
been shown to be a powerful approach to perform this mea-
surement (e.g. Kaiser 1987; Cole et al. 1994; Hamilton et al.
2000; Peacock et al. 2001; Scoccimarro 2004; Guzzo et al.
2008; Cabré & Gaztañaga 2009; Blake et al. 2011). This
RSD measurement is, however, only precise in the linear
regime. At late epochs of the Universe, the linear regime
(of the velocity field in particular,) is confined to very large
scales, k ≤ 0.1h−1Mpc−1. On these scales, the measurement
is usually limited by sample variance, or cosmic variance—
we do not have many independent perturbation modes for
the measurement because of the finite survey volume ob-
servable in a given epoch.

Using multiple tracers of the density field, one
can in principle evade sampling variance, and mea-
sure the linear growth of structure with unbounded
accuracy (McDonald & Seljak 2009; White et al. 2009;
Gil-Maŕın et al. 2010; Bernstein & Cai 2011). The great
benefit of multiple tracers is not realized, however, if only the

Fonction de croissance des structures G :
P(z) = G2(z)PCMB

f = d ln G/d ln a : taux de croissance
b : biais

Les RSD mesurent f/b et fG.
Le lensing casse la dégénérescence en mesurant b.
f et G très sensibles au modèle d’énergie noire.



De la détection aux contraintes

Pour le moment, 

on détecte des corrélations

contraintes sur le biais

contraintes faibles sur le modèle cosmologique

Étape suivante !



lensing-lensing ?

Cross-correlation du shear mesuré au sol et depuis 
l’espace ?

Systématiques observationnelles différentes (optique, PSF…)

Mesure sur le cœur / la périphérie des galaxies



 
 

Comparing HST with Subaru 

ACS: 34 min (1 orbit)
PSF: 0.1 arcsec (FWHM)

2 arcmin



 
 

Comparing HST with Subaru 

Suprime-Cam: 20 min
PSF: 0.52 arcsec (FWHM)



Subaru-HST Shape Comparison 

e1 Subaru-e1 HST e2 Subaru-e2 HST 

Binned by magnitude. 

Tony Tyson

LSST + Euclid ? Shear + mag ? 



Shear + magnification ?

Deux effets de lentilles gravitationnelles :

distorsion des formes des galaxies

modification de leur magnitude apparente

systématiques différentes. Magnification insensible à l’alignement intrinsèque
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Conclusions

Les corrélations de sondes sont un moyen d’augmenter 
le rapport signal/bruit et de combattre les effets 
systématiques

Sujet très chaud, beaucoup de détections en 2013-2014

Encore des gains nécessaires pour contraindre les 
modèles

Va devenir un outil standard avec l’arrivée de très 
grands relevés (LSST, Euclid, DESI…).


