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Fittino and the CMSSM: 
 
                                    Introduction and review

The missing piece - so far:

Part I

Part II

Frequentist P-Values!



Constrained MSSM
• In the most general version the MSSM introduces  >100 BSM 

parameters. 

• CMSSM as one of the simplest versions of the MSSM reduces this 
to just 4 continuous parameters and 1 sign: 

• We fix sign μ = 1 and treat mt as additional free parameter. 

M0 scalar mass parameter
M1/2 gaugino mass parameter
A0 trilinear coupling

tan β ratio of Higgs VEVs
sign μ sign of Higgsino mass parameter

3
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FIG. 5. The LUX 90% confidence limit on the spin-
independent elastic WIMP-nucleon cross section (blue),
together with the ±1� variation from repeated trials, where
trials fluctuating below the expected number of events for
zero BG are forced to 2.3 (blue shaded). We also show
Edelweiss II [44] (dark yellow line), CDMS II [45] (green
line), ZEPLIN-III [46] (magenta line), CDMSlite [47] (dark
green line), XENON10 S2-only [20] (brown line), SIMPLE [48]
(light blue line) and XENON100 100 live-day [49] (orange
line), and 225 live-day [50] (red line) results. The inset
(same axis units) also shows the regions measured from annual
modulation in CoGeNT [51] (light red, shaded), along with
exclusion limits from low threshold re-analysis of CDMS II
data [52] (upper green line), 95% allowed region from
CDMS II silicon detectors [53] (green shaded) and centroid
(green x), 90% allowed region from CRESST II [54] (yellow
shaded) and DAMA/LIBRA allowed region [55] interpreted
by [56] (grey shaded). Results sourced from DMTools [57].

upper limit on the number of expected signal events
ranges, over WIMP masses, from 2.4 to 5.3. A variation
of one standard deviation in detection e�ciency shifts
the limit by an average of only 5%. The systematic
uncertainty in the position of the NR band was estimated
by averaging the di↵erence between the centroids of
simulated and observed AmBe data in log(S2b/S1). This
yielded an uncertainty of 0.044 in the centroid, which
propagates to a maximum uncertainty of 25% in the high
mass limit.

The 90% upper C. L. cross sections for spin-
independent WIMP models are thus shown in Fig. 5
with a minimum cross section of 7.6⇥10�46 cm2 for a
WIMP mass of 33 GeV/c2. This represents a significant
improvement over the sensitivities of earlier searches [45,
46, 50, 51]. The low energy threshold of LUX permits
direct testing of low mass WIMP hypotheses where
there are potential hints of signal [45, 51, 54, 55].
These results do not support such hypotheses based
on spin-independent isospin-invariant WIMP-nucleon
couplings and conventional astrophysical assumptions

for the WIMP halo, even when using a conservative
interpretation of the existing low-energy nuclear recoil
calibration data for xenon detectors.

LUX will continue operations at SURF during 2014
and 2015. Further engineering and calibration studies
will establish the optimal parameters for detector
operations, with potential improvements in applied
electric fields, increased calibration statistics, decaying
backgrounds and an instrumented water tank veto
further enhancing the sensitivity of the experiment.
Subsequently, we will complete the ultimate goal of
conducting a blinded 300 live-day WIMP search further
improving sensitivity to explore significant new regions
of WIMP parameter space.
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FIG. 8: Inclusive hadronic cross section ratio versus centre-of-
mass energy in the continuum region below theDD threshold.
Shown are bare BES data points [48], with statistical and sys-
tematic errors added in quadrature, the data average (shaded
band), and the prediction from massive perturbative QCD
(solid line—see text).

count for the uncertainty in ↵S (we use ↵S(M2
Z) =

0.1193±0.0028 from the fit to the Z hadronic width [55]),
the truncation of the perturbative series (we use the full
four-loop contribution as systematic error), the full dif-
ference between fixed-order perturbation theory (FOPT)
and, so-called, contour-improved perturbation theory
(CIPT) [56], as well as quark mass uncertainties (we use
the values and errors from Ref. [51]). The former three
errors are taken to be fully correlated between the vari-
ous energy regions (see Table II), whereas the (smaller)
quark-mass uncertainties are taken to be uncorrelated.
Figure 8 shows the comparison between BES data [48]
and the QCD prediction below the DD threshold be-
tween 2 and 3.7 GeV. Agreement within errors is found.7

Muon magnetic anomaly. Adding all lowest-
order hadronic contributions together yields the estimate
(this and all following numbers in this and the next para-
graph are in units of 10�10)

ahad,LOµ = 692.3± 4.2 (21)

7 To study the transition region between the sum of exclusive mea-

surements and QCD, we have computed ahad,LO
µ in two narrow

energy intervals around 1.8 GeV. For the energy interval 1.75–
1.8 GeV we find (in units of 10�10) 2.74±0.06±0.21 (statistical
and systematic errors) for the sum of the exclusive data, and
2.53±0.03 for perturbative QCD (see text for the contributions to
the error). For the interval 1.8–2.0 GeV we find 8.28±0.11±0.74
and 8.31 ± 0.09 for data and QCD, respectively. The excellent
agreement represents another support for the use of QCD beyond

1.8 GeV centre-of-mass energy. Comparing the ahad,LO
µ predic-

tions in the energy interval 2–3.7 GeV, we find 26.5 ± 0.2 ± 1.7
for BES data, and 25.2± 0.2 for perturbative QCD.
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FIG. 9: Compilation of recent results for aSM
µ (in units of

10�11), subtracted by the central value of the experimen-
tal average [12, 57]. The shaded vertical band indicates
the experimental error. The SM predictions are taken from:
this work (DHMZ 10), HLMNT [58] (e+e� based, including
BABAR and KLOE 2010 ⇡+⇡� data), Davier et al. 09/1 [15]
(⌧ -based), Davier et al. 09/1 [15] (e+e�-based, not including
BABAR ⇡+⇡� data), Davier et al. 09/2 [10] (e+e�-based in-
cluding BABAR ⇡+⇡� data), HMNT 07 [59] and JN 09 [60]
(not including BABAR ⇡+⇡� data).

which is dominated by experimental systematic uncer-
tainties (cf. Table II for a separation of the error into
subcomponents). The new result is �3.2 · 10�10 below
that of our previous evaluation [10]. This shift is com-
posed of �0.7 from the inclusion of the new, large photon
angle data from KLOE, +0.4 from the use of preliminary
BABAR data in the e+e� ! ⇡+⇡�2⇡0 mode, �2.4 from
the new high-multiplicity exclusive channels, the reesti-
mate of the unknown channels, and the new resonance
treatment, �0.5 from mainly the four-loop term in the
QCD prediction of the hadronic cross section that con-
tributes with a negative sign, as well as smaller other
di↵erences. The total error on ahad,LOµ is slightly larger
than that of Ref. [10] owing to a more thorough (and con-
servative) evaluation of the inter-channel correlations.

Adding to the result (21) the contributions from higher
order hadronic loops, �9.79±0.09 [59], hadronic light-by-
light scattering, 10.5±2.6 [61] (cf. remark in Footnote 8),
as well as QED, 11 658 471.809± 0.015 [62] (see also [57]
and references therein), and electroweak e↵ects, 15.4 ±
0.1had ± 0.2Higgs [63–65], we obtain the SM prediction

aSMµ = 11 659 180.2± 4.2± 2.6± 0.2 (4.9tot) , (22)

where the errors account for lowest and higher order
hadronic, and other contributions, respectively. The re-
sult (22) deviates from the experimental average, aexpµ =

4
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FIG. 5. The LUX 90% confidence limit on the spin-
independent elastic WIMP-nucleon cross section (blue),
together with the ±1� variation from repeated trials, where
trials fluctuating below the expected number of events for
zero BG are forced to 2.3 (blue shaded). We also show
Edelweiss II [44] (dark yellow line), CDMS II [45] (green
line), ZEPLIN-III [46] (magenta line), CDMSlite [47] (dark
green line), XENON10 S2-only [20] (brown line), SIMPLE [48]
(light blue line) and XENON100 100 live-day [49] (orange
line), and 225 live-day [50] (red line) results. The inset
(same axis units) also shows the regions measured from annual
modulation in CoGeNT [51] (light red, shaded), along with
exclusion limits from low threshold re-analysis of CDMS II
data [52] (upper green line), 95% allowed region from
CDMS II silicon detectors [53] (green shaded) and centroid
(green x), 90% allowed region from CRESST II [54] (yellow
shaded) and DAMA/LIBRA allowed region [55] interpreted
by [56] (grey shaded). Results sourced from DMTools [57].

upper limit on the number of expected signal events
ranges, over WIMP masses, from 2.4 to 5.3. A variation
of one standard deviation in detection e�ciency shifts
the limit by an average of only 5%. The systematic
uncertainty in the position of the NR band was estimated
by averaging the di↵erence between the centroids of
simulated and observed AmBe data in log(S2b/S1). This
yielded an uncertainty of 0.044 in the centroid, which
propagates to a maximum uncertainty of 25% in the high
mass limit.

The 90% upper C. L. cross sections for spin-
independent WIMP models are thus shown in Fig. 5
with a minimum cross section of 7.6⇥10�46 cm2 for a
WIMP mass of 33 GeV/c2. This represents a significant
improvement over the sensitivities of earlier searches [45,
46, 50, 51]. The low energy threshold of LUX permits
direct testing of low mass WIMP hypotheses where
there are potential hints of signal [45, 51, 54, 55].
These results do not support such hypotheses based
on spin-independent isospin-invariant WIMP-nucleon
couplings and conventional astrophysical assumptions

for the WIMP halo, even when using a conservative
interpretation of the existing low-energy nuclear recoil
calibration data for xenon detectors.

LUX will continue operations at SURF during 2014
and 2015. Further engineering and calibration studies
will establish the optimal parameters for detector
operations, with potential improvements in applied
electric fields, increased calibration statistics, decaying
backgrounds and an instrumented water tank veto
further enhancing the sensitivity of the experiment.
Subsequently, we will complete the ultimate goal of
conducting a blinded 300 live-day WIMP search further
improving sensitivity to explore significant new regions
of WIMP parameter space.
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FIG. 8: Inclusive hadronic cross section ratio versus centre-of-
mass energy in the continuum region below theDD threshold.
Shown are bare BES data points [48], with statistical and sys-
tematic errors added in quadrature, the data average (shaded
band), and the prediction from massive perturbative QCD
(solid line—see text).

count for the uncertainty in ↵S (we use ↵S(M2
Z) =

0.1193±0.0028 from the fit to the Z hadronic width [55]),
the truncation of the perturbative series (we use the full
four-loop contribution as systematic error), the full dif-
ference between fixed-order perturbation theory (FOPT)
and, so-called, contour-improved perturbation theory
(CIPT) [56], as well as quark mass uncertainties (we use
the values and errors from Ref. [51]). The former three
errors are taken to be fully correlated between the vari-
ous energy regions (see Table II), whereas the (smaller)
quark-mass uncertainties are taken to be uncorrelated.
Figure 8 shows the comparison between BES data [48]
and the QCD prediction below the DD threshold be-
tween 2 and 3.7 GeV. Agreement within errors is found.7

Muon magnetic anomaly. Adding all lowest-
order hadronic contributions together yields the estimate
(this and all following numbers in this and the next para-
graph are in units of 10�10)

ahad,LOµ = 692.3± 4.2 (21)

7 To study the transition region between the sum of exclusive mea-

surements and QCD, we have computed ahad,LO
µ in two narrow

energy intervals around 1.8 GeV. For the energy interval 1.75–
1.8 GeV we find (in units of 10�10) 2.74±0.06±0.21 (statistical
and systematic errors) for the sum of the exclusive data, and
2.53±0.03 for perturbative QCD (see text for the contributions to
the error). For the interval 1.8–2.0 GeV we find 8.28±0.11±0.74
and 8.31 ± 0.09 for data and QCD, respectively. The excellent
agreement represents another support for the use of QCD beyond

1.8 GeV centre-of-mass energy. Comparing the ahad,LO
µ predic-

tions in the energy interval 2–3.7 GeV, we find 26.5 ± 0.2 ± 1.7
for BES data, and 25.2± 0.2 for perturbative QCD.

-700 -600 -500 -400 -300 -200 -100 0

aµ  –  aµ
    exp ×

 
10

–11

B
N

L
-E

8
2
1
 2

0
0
4

HMNT 07 (e
+
e

–
-based)

JN 09 (e
+
e

–
)

Davier et al. 09/1 (τ-based)

Davier et al. 09/1 (e
+
e

–
)

Davier et al. 09/2 (e
+
e

–
 w/ BABAR)

HLMNT 10 (e
+
e

–
 w/ BABAR)

DHMZ 10 (τ newest)

DHMZ 10 (e
+
e

–
 newest)

BNL-E821 (world average)

–285
 
±

 
51

–299
 
±

 
65

–157
 
±

 
52

–312
 
±

 
51

–255
 
±

 
49

–259
 
±

 
48

–195
 
±

 
54

–287
 
±

 
49

0
 
±

 
63

FIG. 9: Compilation of recent results for aSM
µ (in units of

10�11), subtracted by the central value of the experimen-
tal average [12, 57]. The shaded vertical band indicates
the experimental error. The SM predictions are taken from:
this work (DHMZ 10), HLMNT [58] (e+e� based, including
BABAR and KLOE 2010 ⇡+⇡� data), Davier et al. 09/1 [15]
(⌧ -based), Davier et al. 09/1 [15] (e+e�-based, not including
BABAR ⇡+⇡� data), Davier et al. 09/2 [10] (e+e�-based in-
cluding BABAR ⇡+⇡� data), HMNT 07 [59] and JN 09 [60]
(not including BABAR ⇡+⇡� data).

which is dominated by experimental systematic uncer-
tainties (cf. Table II for a separation of the error into
subcomponents). The new result is �3.2 · 10�10 below
that of our previous evaluation [10]. This shift is com-
posed of �0.7 from the inclusion of the new, large photon
angle data from KLOE, +0.4 from the use of preliminary
BABAR data in the e+e� ! ⇡+⇡�2⇡0 mode, �2.4 from
the new high-multiplicity exclusive channels, the reesti-
mate of the unknown channels, and the new resonance
treatment, �0.5 from mainly the four-loop term in the
QCD prediction of the hadronic cross section that con-
tributes with a negative sign, as well as smaller other
di↵erences. The total error on ahad,LOµ is slightly larger
than that of Ref. [10] owing to a more thorough (and con-
servative) evaluation of the inter-channel correlations.

Adding to the result (21) the contributions from higher
order hadronic loops, �9.79±0.09 [59], hadronic light-by-
light scattering, 10.5±2.6 [61] (cf. remark in Footnote 8),
as well as QED, 11 658 471.809± 0.015 [62] (see also [57]
and references therein), and electroweak e↵ects, 15.4 ±
0.1had ± 0.2Higgs [63–65], we obtain the SM prediction

aSMµ = 11 659 180.2± 4.2± 2.6± 0.2 (4.9tot) , (22)

where the errors account for lowest and higher order
hadronic, and other contributions, respectively. The re-
sult (22) deviates from the experimental average, aexpµ =

5

How well can the CMSSM describe 

all this (and more) at the same time?

Which parameter region does this best?

Which implications does this region have?



Fittino
• Using the C++ program Fittino we combine a wide range of 

measurements sensitive to supersymmetry:  

• indirect constraints from low energy measurements 
• Higgs boson properties 
• direct searches for sparticles and BSM Higgs bosons 
• astrophysical observations 

• Fittino uses  
  
• public codes to calculate model predictions 
• a χ2 function to compare predictions and measurements 
• an auto-adaptive Markov Chain to sample the parameter space 
• frequentist interpretation

6



χ2 contributions�2 contributions

At each parameter point ~P calculate:

�2 =
⇣
~Omeas � ~Opred(~P)

⌘T
cov�1

⇣
~Omeas � ~Opred(~P)

⌘
+ �2

limits

Björn Sarrazin (University of Bonn) Constrained SUSY. . . DPG Mainz, 24 March 2014 7 / 17
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• candidate point Q chosen according to Gaussian pdf 
centered around Pi 

 

•  

Optimization / Sampling

Pi —> Pi+1:

•  Main method: Markov Chain Monte Carlo using Metropolis-Hastings 
algorithm

⇢ = e
�
✓

�2(Q)��2(Pi)
2

◆ • if ρ>1: Pi+1 = Q 
• else:  

• Pi+1 = Q with probability ρ 
• Pi+1 = Pi with probability 1-ρ

• Experimenting with many more algorithms  
• Correlated Markov Chain 
• Simulated Annealing 
• Particle Swarm 
• Genetic Algorithm 

8
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LE: Comparison with LHC potential

Good prospects for early BSM hints at LHC

L = 1 fb-1

Bechtle, Desch, Uhlenbrock,
Wienemann

Buchmüller, et al.

Slide from 2009  



some tension building up  
between low energy  
observables and LHC

arXiv:1102.4693
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FIG. 1: mSUGRA parameter region in M0 and M1/2 com-
patible with low-energy observables, current collider data
from LEP, SLC and the Tevatron, and the dark matter
relic density. Shown are the two-dimensional 95% and one-
dimensional 68% CL regions. Also shown is our estimate
of the potential LHC 95% CL exclusion limits in the four-
jet, zero-lepton and Emiss

T channel for different integrated
luminosities.

results are in good agreement with current LHC lim-
its at 35 pb−1 [16, 17], and with the projected ATLAS
discovery potential at higher luminosities [7], bearing
in mind that we use an improved signal estimate in-
cluding the NLO+NLL QCD corrections.

We now combine the potential LHC exclusion lim-
its, the current low-energy precision and collider ob-
servables, and the dark matter relic density constraint
in a global fit. We assume 2 fb−1 integrated lumi-
nosity as our base scenario, but also discuss the im-
pact of the LHC exclusions at 35 pb−1, and at 1 and
7 fb−1 below. The result of our combined mSUGRA
fit assuming no SUSY signal at the LHC with 2 fb−1

is shown in Fig. 2. The best fit now corresponds to
M0 = 270+423

−143 GeV, M1/2 = 655+150
−81 GeV, A0 =

763+1238
−879 GeV and tanβ = 32+18

−21, with a minimum
χ2 value of 24 for 21 degrees of freedom. The corre-
sponding sparticle mass spectrum is presented in Fig. 3
and features most probable squark and gluino masses
beyond 1 TeV.

An LHC exclusion in the zero-lepton, four-jet plus
Emiss

T channel is mainly sensitive to the squark and
gluino masses and would drive M0 and M1/2 to
larger values. The low-energy precision observa-
bles and the relic density, on the other hand, are
mainly constraining the masses of colour-neutral spar-
ticles. Supersymmetric models with common scalar
and gaugino masses like mSUGRA connect these two,
leading to a tension between the two sets of observ-
ables. In addition, for larger M0 and M1/2 both aµ
and Ωχ require an increased tanβ. It is also note-
worthy that the global fit allows areas in the SUSY
parameter space at 95% CL, which are located in the
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FIG. 2: mSUGRA parameter region in M0 and M1/2 com-
patible with low-energy observables, current collider data
from LEP, SLC and the Tevatron, the dark matter relic
density, and a potential LHC exclusion limit in the four-
jet, zero-lepton and Emiss

T channel for 2 fb−1 integrated lu-
minosity. Also shown is the the potential LHC 95% CL
exclusion limit.
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region of 95% CL exclusion of the LHC, see Fig. 2.
This is due to the weak dependence of the LHC con-
tribution to the χ2 on M1/2. Furthermore values of
M0 and M1/2 below the direct LHC limit allow for a
significantly better χ2 from the low energy data, com-
pensating the contribution from the LHC. Thus the
lower limits on the SUSY masses from the global fit
including the LHC are significantly lower than the di-
rect exclusion limits.
Fig. 4 presents the impact of the LHC exclusions

on the q̃R and l̃R mass spectrum from the global
mSUGRA fit, assuming 35 pb−1, and 1, 2 and 7 fb−1.
Already with 1 fb−1 the LHC exclusion would push
the lower limit on the squark mass above the TeV-

arXiv:1204.4199

direct and indirect  
astrophysical detection 
experiments not yet 
sensitive to 2σ region

Fittino Timeline
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Figure 18. 1σ and 2σ contours in the ⟨σv⟩χχ→b̄b vs.mχ̃1
plane (a), relevant for indirect dark matter

detection, slightly change when applying current and projected limits from direct searches for dark
matter. Also shown are the gamma-ray limits which we adopted here [140] (dashed horizontal
line) as well as the currently most stringent limits [141] (solid horizontal line) that will be used in
an update of this study. In (b) the annihilation cross-section vs. the spin-independent scattering
cross-section is shown in order to demonstrate the complementarity [142] of direct and indirect dark
matter searches.

vs. mχ̃1 : While the limits that we have implemented indeed do not touch the 2σ regions,

the improved limits from the joined dwarf spheroidal galaxy analysis [141] do. Those limits

were not available in AstroFit when the scans were set up. Let us also stress that we plot

here only the annihilation cross-section into b̄b final states. Future prospects for indirect

dark matter detection are thus actually much better than what is naively inferred from

this figure – especially when explicitly taking into account gamma-ray spectral features in

the analysis rather than only counting the number of photons [145].

In Fig. 18(b), we plot the neutralino annihilation cross-section against the spin-in-

dependent scattering cross-section, demonstrating that indirect and direct dark matter

searches indeed probe the parameter space from an orthogonal direction [142] and are

highly complementary even for very constrained scenarios like the CMSSM. In particular,

improving current gamma-ray limits by about one order of magnitude (as might be rather

straight-forward with future air Ĉerenkov telescopes [142]) would allow to probe models

that are completely out of reach even for XENON1T. Models in the upper right corner of

Fig. 18(b), on the other hand, would in principle allow for a future simultaneous detection of

dark matter with both direct and indirect methods which evidently would make any claim

for a corresponding signal much more convincing. We checked that adding the Higgs-mass

constraint mh = [126 ± 2± 3]GeV does not have a major impact on the 2σ region in this

plane. The 1σ region, on the other, hand blows up considerably. The best fit point moves

to σSI ∼ 10−11pb and ⟨σv⟩bb̄ ∼ 10−29cm3s−1. This again just reflects the overall worse

quality of the fit.

The relic density of cold dark matter remains a strong constraint on the fit. Indeed, it is

well known that only relatively small regions in the full parameter space of the CMSSM can

– 31 –
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Constrained SUSY after the Higgs Boson Discovery Tim Stefaniak
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(b) Mass spectrum of the Higgs bosons and sparticles.

Figure 3: Predictions for the Higgs and SUSY particle spectrum in the allowed parameter region.

In Fig. 3(a) we show the (SM normalized) Higgs boson partial decay widths, normalized to
the h ! ZZ decay mode, for the preferred parameter regions. Deviations from the SM prediction
are at most ⇠ O(3%), making the CMSSM extremely difficult to probe via Higgs boson signal
rate measurements even at a future linear collider. Note also, that there are remaining theoretical
uncertainties of the FEYNHIGGS calculation of these rates.

The sparticle and Higgs boson mass spectrum predicted by the fit is shown in Fig. 3(b). The
heavy Higgs bosons with masses & 1 TeV are beyond the LHC reach. The typical squark mass
scale is ⇠ 2 TeV, only the t̃1 may be as light as & 750 GeV. The lightest neutralino and stau are
nearly mass degenerate with masses around 350�600 GeV.

5. Conclusions and outlook

We presented preliminary results from an ongoing FITTINO global fit analysis of the CMSSM,
including various up-to-date observables and constraints from low-energy and flavor physics, as-
trophysics, direct LHC SUSY searches and Higgs boson searches. For the lightest Higgs boson
we include the Higgs mass and signal rate measurements from the Tevatron and LHC experiments
using the program HIGGSSIGNALS. The direct LHC SUSY limit and the Higgs boson mass mea-
surements drive the fit to regions with very heavy sparticles, making the CMSSM incapable of
explaining the discrepancies observed in the anomalous magnetic moment of the muon. The inclu-
sion of the Higgs signal rates improves the fit quality, since the already preferred region naturally
features a SM-like light Higgs boson. However, it does not change significantly the general picture.
The prospects for a future direct or indirect discovery of the CMSSM are rather grim. Phenomeno-
logically, the CMSSM looks like the SM with a viable explanation of dark matter.

The next steps within this project comprise a dedicated p-value calculation with repeated fits
to randomly generated pseudo-measurements in order to provide a quantitative statement about the
fit quality. Furthermore, we plan to investigate the fit outcome and p-value dependence using a
more inclusive Higgs boson signal rate observable set with ⇠ O(10) measurements.

5

arXiv:1310.3045

SM like Higgs well described by CMSSM

χ2/ndf decreases when the numerous Higgs rate 
measurements are taken into account
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Updated measurements
Low energy observables

12

Experimental value theo uncertainty
BR( Bs —> μ+μ- ) ( 2.90 ± 0.70 ) x 10-9 CMS + LHCb 26%
ΒR( B±—>τ±ν ) ( 1.14 ± 0.22) x 10-4 PDG 20%
ΒR( b—>sγ ) ( 3.43 ±0.21± 0.07 ) x 10-4 HFAG 14%

Δms ( 17.719 ±0.036 ± 0.023 ) ps-1 PDG 24%
aμ - aμSM ( 28.7 ± 8.0 ) x 10-10 Muon g-2 7%

mt ( 173.34 ± 0.27 ± 0.71 ) GeV Tevatron + LHC 
‘14

1 GeV
mW ( 80.385 ± 0.015) GeV CDF + D0 0.01%

sin2 θeff 0.2311 ± 0.00021 LEP + SLC 0.05%



Higgs boson properties and searches

• Higgs limits via HiggsBounds 
• Higgs signals via HiggsSignals

Direct sparticle searches

Astrophysical observables

• LEP chargino mass limit 
• ATLAS MET + jets + 0 lepton search ( 20fb-1 ) 

• We require χ10 to be the LSP 
• ΩCDMh2 = 0.1187 ± 0.0017 ± 0.0119theo ( Planck ’13 ) 
• Direct detection limit from LUX

13



Model Predictions
To evaluate the corresponding model predictions we use:  

• SPheno for spectrum calculation 

• FeynHiggs for Higgs properties, aμ - aμSM, sin2 θeff, mW, Δms 

• SuperIso for BR( Bs —> μ+μ- ),ΒR( B±—>τ±ν ),ΒR( b—>sγ ) 

• Prospino, Herwig++, Delphes for direct sparticle searches 

• micrOMEGAs for dark matter relic density 

• DarkSUSY via AstroFit for direct detection cross section 
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Impact of new Higgs mass calculation

• Of course there are also improvements on the theory side 

• The new Higgs mass calculation contained in FeynHiggs 2.10.0 
makes it significantly “easier” to reach high Higgs masses

Preliminary results

Why all results are preliminary

I Shown results use FeynHiggs 2.9.4

I The Higgs mass calculations used are not designed to work well for
large values of mSUSY

I This has been improved in FeynHiggs 2.10.0

Björn Sarrazin (University of Bonn) Constrained SUSY. . . DPG Mainz, 24 March 2014 17 / 18
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I The Higgs mass calculations used are not designed to work well for
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Preferred parameter region

16

 (GeV)0M
0 2000 4000 6000 8000 10000

 (G
eV

)
12

M

500

1000

1500

2000

2500

3000

3500

4000

4500

5000
2D 95% CL 

1D 68% CL 

  Best Fit

 (GeV)0A
-10000 -5000 0 5000 10000

β
ta

n

0

10

20

30

40

50

60

70

80

90 2D 95% CL 

1D 68% CL 

  Best Fit

• χ²/ndf = 30.4/22  
• Ηigh mass region allowed at 1D 1σ due to new Higgs 

mass calculation



Preferred parameter region
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• χ²/ndf = 30.4/22  
• Ηigh mass region allowed at 1D 1σ due to new Higgs 

mass calculation
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Impact of LUX experiment
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• LUX contributing significantly to χ2 in 2σ region 
• Starting to probe 1σ region



Predicted mass spectrum

19

• Higgs mass measurements well described by CMSSM 
• squark and gluino masses at best fit point about 2 TeV 
• But now also masses of 10 TeV allowed at 1σ
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Summary of part I
• In the CMSSM there is some tension between low energy 

observables and exclusions from LHC  

• The CMSSM is in agreement with astrophysical 
measurements but on the other hand no convincing 
direct or indirect detection hints are found  

• A SM like Higgs is well described by the CMSSM with 
large particle masses but no BSM Higgs sector is found 

 
CMSSM doesn’t look very attractive anymore…

20

.. but can we exclude it?



How well does the CMSSM 
describe the data quantitatively?

If the best fit  
point is realized in nature

how probable is it to get

a minimal χ² at least as  
 bad as the one observed?

p-value

21

fitting the model to the 
measurements



• If our χ2 - function would be χ2 - distributed 
we could just look up the integral  
 
 
  

• Unfortunately this is not necessarily true because of: 

• Non - linear dependence of observables on parameters  

• Non - gaussian uncertainties 

• Thus also χ2/ndf isn’t the appropriate goodness-of-fit measure  

Difficulties

Z 1

�2
min

P�2
ndf

(x) dx

22



If the best fit  
point is realized in nature

how probable is it to get

a minimal χ² at least as  
 bad as the one observed?

Smearing observables around  
the best fit prediction

how often do you get

fitting the model to the 
measurements

and fitting the model to each 
of these toy measurements 

p-value Toy fits

• Very common in HEP 
• Hasn’t been done in global SUSY fits  ( extremely CPU intensive )

23

How well does the CMSSM 
describe the data quantitatively?



 [GeV]0M
0 2000 4000 6000 8000 10000

Fr
ac

tio
ns

0

0.05

0.1

0.15

0.2

0.25
0.3

0.35

0.4

0.45

Toy Fits
σ1 
σ2 

Best Fit Point
 GeV210×3.87 
 GeV210×+ 9.5 
 GeV210×-  1.7 

CMSSM

24

 [GeV]1/2M
0 500 1000 1500 2000 2500 3000 3500

Fr
ac

tio
ns

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
Toy Fits
σ1 
σ2 

Best Fit Point
 GeV210×9.18 
 GeV210×+ 1.7 
 GeV210×-  4.5 

CMSSM

 [GeV]0A
-5000 0 5000 10000

Fr
ac

tio
ns

0

0.1

0.2

0.3

0.4

0.5

Toy Fits
σ1 
σ2 

Best Fit Point
 GeV310×-2.00 
 GeV310×+ 1.2 
 GeV310×-  2.4 

CMSSM

We repeat the fit described 
above 1000 times with 
smeared observables and get 
these best fit points.
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Corresponding predictions of 
observable values 
 at the best fit points.
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This corresponds to these  individual χ2 contributions 
in the toy fits …
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…and results in this p-Value!
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• χ²/ndf overestimates goodness of fit.
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Impact of g-2 and Higgs rates

28

• Without g-2: P = (51 ± 3) %
Low P-Value of baseline fit due to 
incompatibility of g-2 measurement 
with large sparticle masses



Impact of g-2 and Higgs rates

29

• Without g-2: P = (51 ± 3) %
Low P-Value of baseline fit due to 
incompatibility of g-2 measurement 
with large sparticle masses

• Without Higgs rates: P = (1.3 ± 0.4) %
• Higgs rates in decoupling limit  

very SM-like 
• LHC not able to distinguish from SM 
• Inclusion of Higgs rates improves fit 

quality despite some tension between 
ATLAS and CMS measurements 
(summer ’14 results not included)



SmallObsSet

+ 2 mass measurements

With SmallObsSet: P = (1.9 ± 0.4)%

CMSSM punished for the common 
trend of the disagreement 
between ATLAS and CMS 
measurements in the three  h —> 
VV channels. 

Impact of Higgs input parametrization

30



+ 4 mass measurements

LargeObsSet

31

With LargeObsSet:
 P = (41.6 ± 4.4)% 
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an ⌘ · · · ⌘ aNModel predictions

Example: Impact of split measurements  

(xi,�i), i = 1..NMeasurements

ai(P), i = 1..N
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an ⌘ · · · ⌘ aNModel predictions

Example: Impact of split measurements  

�
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(xi,�i), i = 1..NMeasurements

ai(P), i = 1..N
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ai(P), i = 1..N an ⌘ · · · ⌘ aNModel predictions

�

2
data =
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Example: Impact of split measurements  
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�2

split

= �2

combined

+ �2

data

The more uncombined measurements are used 
• the less depends the p-value on the agreement  

 between data and model 
• the more depends the p-value on the agreement  

 within the data. 

Especially, for n fixed and N —> ∞ :    
�2
split

ndfsplit
=

�2
data

ndfdata

�2

split

ndf
split

=
�2

data

ndf
data

+ n
+

�2

combined

ndf
combined

+N� n
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Numerical example: 
• n=1 
• N=10 
• 3σ deviation between true 

value and model prediction  

• Agreement within the data is improbable to be significantly bad  

•                          expected  

• Most of the time p-value will get larger when using uncombined 
measurements hiding deviations between model and data

Effect very well visible for LargeObsSet. 

�2
data

ndfdata
= 1

“Dilution of the p-value”



• On the other hand if there is some 
tension within the data, the 
innocent model is punished for that 
( MediumObsSet, SmallObsSet ) 

  
• In order to incorporate our 

assumption that ATLAS and CMS 
measured the same Higgs boson 
we produce a private 
ATLAS+CMS combination.  

• We also assume that custodial 
symmetry is preserved but do not 
assume that h —> γγ  is connected 
to h—>WW and h—>ZZ.

+ 1 mass measurement
µ

0 1 2

 bb→h 

ττ →h 

γγ →h 

 WW, ZZ→h 

Best fit value

Data

68 % CL

95 % CL
LLL SUSYSUSYSUSY

FITTINO

CombinedObsSet
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ATLAS + CMS combination



CombinedObsSet

LargeObsSet

Impact of agreement within the data on p-Value has been 
removed by doing the combination first.

38

CMSSM

P = (41.6 ± 5.4) %

χ2/ndf = 68.1/65

P = (8.3 ± 0.8 ) %



CombinedObsSet

MediumObsSet

39

CMSSM

P = (4.9 ± 0.7) %

χ2/ndf = 10.9/6

P = (8.3 ± 0.8 ) %

Impact of agreement within the data on p-Value has been 
removed by doing the combination first.



Is the CMSSM excluded?    

χ2/ndf naive p-Value (%) p-Value (%)

ObsSet without Higgs rates 15.5/9 7.8 1.3 ± 0.4

SmallObsSet 27.1/16 4.0 1.9 ± 0.4

MediumObsSet 30.4/22 10.8 4.9 ± 0.7

CombinedObsSet 17.5/13 17.7 8.3 ± 0.8

LargeObsSet 101.1/92 24.3 41.6 ± 4.4

MediumObsSet without g-2 18.1/21 64 51 ± 3

The CMSSM  - a zombie?

[arXiv:1410.6035]
preliminary
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Summary of part II and outlook

• For the first time p-values for a SUSY model have been calculated 
using global toy fits 

• This gives an appropriate measure for the agreement between the 
model and the selected data 

• p-value depends on (Higgs) observable parametrization 

• Using our favorite Higgs parametrization based on a private 
ATLAS + CMS combination we find a p-Value of (8.3±0.8)% for 
the CMSSM. 

• Applying the method to more general models which e.g. 
decouple the electroweak and strong sector will quantify how 
much better they perform.
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