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Strategy
Boosted semi-leptonic tops 

BOOST2013 - Boosted tops in searches 4 Boosted top quarks 

•  Decay products collimated on the leptonic side too: leptons can be non-isolated.  

Boost 

•  pT-dependant isolation used to avoid this effect: so-called mini-isolation.  

Boost 

Standard 
isolation 

Mini-isolation 

Reminds Limit computation using shapes Conclusions & Outlooks

Reminds

Imini < 0.05⇥ pT
A few weeks ago, presentation about di↵erent ways to use a BDT in our analysis :

selection of events (by applying a cut on the BDT output
limit setting using the BDT output spectrum

Today is an update of this talk, focused on two subjects :
The e↵ect of rebining for the limit setting.
The e↵ect on the systematic uncertainties on the expected limit.
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2 TeV Z’ 
µ channel 

•  Mini-isolation more efficient than fixed-cone isolation 
for a 2 TeV Z’. 

 
•  Chosen working point (0.05): 

•  False identification rate ~2.2 % 
•  Efficiency ~95% 
•  Very stable efficiency for different boosting regimes (whole pT(top) 

range) 

lepton lepton 

lepton lepton 

•  Imini : sum of the pT of the tracks in a cone of size 10 GeV / ET. 
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•  Imini : sum of the pT of the tracks in a cone of size 10 GeV / ET. 

leptoniso cone

Boosted
leptonic
top
▶ lepton and b-jet very close
▶ classic jet isolation not optimal
▶ shrink the cone depending on the pT of the

lepton

Boosted
hadronic
top → main
topic
of
the
talk
Why jet substructures? An example
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I Top quarks decay hadronically 68% of the times.
I as we reach higher energies, hadronic decay products start to merge.

The strategy:
I use a bigger, single jet to cluster the whole decay
I use substructure tools to filter and decluster the decay products:

I taggers: top-taggers, W-taggers, H-taggers
I substructure variables: N-subjettiness, mass drop, pruned mass, etc.
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▶ cluster whole decay in a large radius jet
▶ use top taggers
▶ add jet substructure variables on top of it

μ

ν

b

Top jet
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Jet grooming
Large radius jets:

▶ collect lots of soft QCD radiation
▶ suppress it to resolve hard decay product
▶ use jet grooming algorithms to remove soft, wide angle radiation
▶ mass drop filtering, pruning, trimming

Trimming:
▶ kt algorithm to cluster subjet of

radius Rsub
▶ reject softer subjets using a pT

fraction requirement (pT,i/pT,jet < f)

Jet mass [GeV]
0 50 100 150 200 250 300

Ar
bi

tra
ry

 u
ni

ts

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

t t→Ungroomed Z'
Ungroomed Dijets

t t→Trimmed Z'
Trimmed Dijets

 SimulationATLAS
 < 800 GeVjet

T
 p≤ LCW jets, 600 tanti-k

(a) anti-k
t

, R = 1.0

Jet mass [GeV]
0 50 100 150 200 250 300

Ar
bi

tra
ry

 u
ni

ts

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

t t→Ungroomed Z'
Ungroomed Dijets

t t→Trimmed Z'
Trimmed Dijets

 SimulationATLAS
 < 800 GeVjet

T
 p≤C/A LCW jets, 600 

(b) C/A, R = 1.2

Figure 32. Leading-pjet

T

jet mass for simulated PYTHIA Z 0 ! tt̄ (mZ0 = 1.6 TeV) signal events
(red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range
600 GeV  pjet

T

< 800 GeV. The dotted lines show the ungroomed leading-pjet

T

jet distribution,
while the solid lines show the corresponding trimmed (f

cut

= 0.05, R
sub

= 0.3) jets. The groomed
distributions are normalized with respect to the ungroomed distributions, which are themselves
normalized to unity.

for the same mass range is required for groomed jets; this is motivated by the tendency

for trimmed jets to populate an additional small peak around the W mass, as shown in

figure 32.

The mis-tag rate is defined as the fraction of the POWHEG dijet sample that remains

in the mass window after a simple selection based on ⌧
32

. The signal top jet e�ciency is

defined as the fraction of top jets selected in the Z 0 sample with the same ⌧
32

selection.

Figure 36 shows the performance of the N -subjettiness tagger for jets with 600 GeV 
pjet
T

< 800 GeV and 800 GeV  pjet
T

< 1000 GeV. In both cases, for a fixed top-jet e�ciency,

the reduction in high-invariant-mass jets due to trimming results in a relative reduction of

several percent in the mis-tag rate. Moreover, in the case of very high pjet
T

, as in figure 36(b),

the slightly more aggressive trimming configuration results in a slight performance gain as

well.

5.2 Inclusive jet data compared to simulation with and without grooming

Previous studies conducted by ATLAS [20] and CMS [21] suggest that even complex jet-

substructure observables are fairly well modelled by the MC simulations used by the LHC

experiments. This section reviews the description provided by PYTHIA, HERWIG++,

and POWHEG+PYTHIA of the jet grooming techniques introduced above, and of the

substructure of the ungroomed and groomed jets themselves.

Figure 37 presents a comparison of the jet invariant mass for ungroomed, trimmed, and

– 46 –
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CMS Top Tagger (Kaplan et al., arXiv:0806.0848)

▶ start from Cambridge-Aachen R=0.8 jet
Adjacency: ∆R(A,B) > 0.4−0.004×pinput

T , do not decluster if fails
Softness: psubcluster

T > 0.05 × pjet
T

Repeat the procedure separately on cluster A and B
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CMS Top Tagger in data
Additional selection:

▶ Nsubjet ≥ 3
▶ mmin = min(m12,m13,m23) > 50 GeV
▶ 140 < mjet < 250 GeV

Fully commissioned in CMS in a boosted semileptonic t̄t selection.
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HEP Top Tagger (Plehn et al., arXiv:1006.2833)
▶ start from Cambridge-Aachen R=1.5 jet

James Dolen

Mass drop 
decomposition

1

5



HEP Top Tagger (Plehn et al., arXiv:1006.2833)
▶ start from Cambridge-Aachen R=1.5 jet

James Dolen

Mass drop 
decomposition

James Dolen

Loop over all 
combinations of 

3 mass drop 
subjets

1

2

5



HEP Top Tagger (Plehn et al., arXiv:1006.2833)
▶ start from Cambridge-Aachen R=1.5 jet

James Dolen

Mass drop 
decomposition

James Dolen

Loop over all 
combinations of 

3 mass drop 
subjets

James Dolen 16

ΔRmin

Recluster with 
Rfilt=min(0.3,ΔRmin/2) 

1

2

3

5



HEP Top Tagger (Plehn et al., arXiv:1006.2833)
▶ start from Cambridge-Aachen R=1.5 jet

James Dolen

Mass drop 
decomposition

James Dolen

Loop over all 
combinations of 

3 mass drop 
subjets

James Dolen 16

ΔRmin

Recluster with 
Rfilt=min(0.3,ΔRmin/2) 

James Dolen 17

Filtering: keep only 
the 5 leading 

subjets

1

2

3

5



HEP Top Tagger (Plehn et al., arXiv:1006.2833)
▶ start from Cambridge-Aachen R=1.5 jet

James Dolen

Mass drop 
decomposition

James Dolen

Loop over all 
combinations of 

3 mass drop 
subjets

James Dolen 16

ΔRmin

Recluster with 
Rfilt=min(0.3,ΔRmin/2) 

James Dolen 19

Pick the combination 
with filtered mass 

closest to the top mass. 
Recluster to force 3 

subjets

James Dolen 17

Filtering: keep only 
the 5 leading 

subjets

1

2

3

4

5



HEP Top Tagger (Plehn et al., arXiv:1006.2833)
▶ start from Cambridge-Aachen R=1.5 jet

James Dolen

Mass drop 
decomposition

James Dolen

Loop over all 
combinations of 

3 mass drop 
subjets

James Dolen 16

ΔRmin

Recluster with 
Rfilt=min(0.3,ΔRmin/2) 

James Dolen 19

Pick the combination 
with filtered mass 

closest to the top mass. 
Recluster to force 3 

subjets

)12/m
13

atan(m
0 0.2 0.4 0.6 0.8 1 1.2 1.4

12
3

/m
23

m

0

0.2

0.4

0.6

0.8

1

1.2

0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4

 = 8 TeVsCMS Simulation 
HEP Top Tagger

|<2.4ηCA R=1.5 |
>300 GeV/c

T
p

 simulated with MADGRAPHtt

140 < m(jet) < 250 GeV

James Dolen 17

Filtering: keep only 
the 5 leading 

subjets

Apply kinematic cuts

1

2

3

4

5

CMS-PAS-JME-13-007

5



HEP Top Tagger in data
Fully commissioned in both ATLAS and CMS in a boosted semileptonic
t̄t selection.

distance of the constituents to the jet axis, and the corresponding calibration is used. Varying this radius
by factors 2 and 0.5 has a negligible impact on the observed top quark candidate kinematics and a small
impact on the substructure variables used to apply kinematic cuts.

The jet energy correction for C/A jets with R = 0.4 for 0 < ⌘ < 0.1 amounts to +33% at pT = 20 GeV
and +3% for pT > 500 GeV. The mean reconstructed pT of the calibrated jet matches the pT of the
particle jet within less than 3% for all energies and pseudorapidities. For C/A R = 0.2 jets this closure is
4% at pT = 20 GeV and 2% or better for higher pT.

5.2 HEPTopTagger performance with 2012 data

In this section distributions of the reconstructed top candidate mass, the tagger internal substructure
variables and the pile-up stability using the top quark-enriched sample are shown. For the performance
figures in this section the default settings described in Table 1 are used.
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Figure 11: Comparison between data and simulation for an event sample enriched in boosted top quarks.
(a) Mass distribution for C/A jets with R = 1.5 before running the HEPTopTagger. (b) Mass distribution
of the HEPTopTagger top quark candidate with pT > 200 GeV.

Figure 11 shows the mass distributions of (a) C/A R = 1.5 jets before running the HEPTopTagger
and (b) HEPTopTagger top quark candidates. The jets and the top candidates are required to have pT >
200 GeV. The C/A jets are built from locally weighted clusters and not calibrated to the truth level.
There is also no jet areas pile-up correction applied to these large-R jets. The large-R jet mass exhibits a
broad peak with a maximum at 180 GeV. The distribution predicted by the simulation is shifted towards
higher masses. Between 200 and 350 GeV the shift is approximately 10 GeV, which corresponds to a
relative change of 5% at a mass of 200 GeV. This di↵erence to the observed mass is within the typical
simulation uncertainty found for large-R jets [15]. The HEPTopTagger candidate mass shows a peak
at the top quark mass that falls rapidly towards larger masses. The tail towards lower masses results
from cases where not all energy associated with the top quark decay is recovered. These losses occur
in the filtering and when not all decay products are contained in the large-R jet. The e↵ect on the mass
distribution of tightening and loosening the filtering was shown in Ref. [15]. The top candidate mass is
well described by simulation. The HEPTopTagger increases the purity from 86% tt̄ and single-top-quark

14

ATLAS-CONF-2013-084

processes before tagging to 98% in the candidate mass window 140 < mt < 200 GeV. The number of
top quark candidates reconstructed in this mass window in the data is 4210.
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Figure 12: HEPTopTagger substructure variables for top quark candidates. (a) The subjet invariant mass
ratio m23/m123. (b) The quantity arctan(m13/m12).

Distributions of substructure variables used inside the HEPTopTagger are shown in Figure 12 for the
top quark candidates. These variables are invariant mass ratios of combinations of the three (exclusive)
subjets that together form the top quark candidate. For example, the variable m23 is the invariant mass of
the subleading pT and the sub-subleading pT subjet, and the variable m123 is the mass of the top quark
candidate. The ratio m23/m123 displayed in panel (a) shows a peak at mW/mt. This indicates that in most
of the cases the leading pT subjet corresponds to the b quark. The distribution is well described by the
simulation. The same is true for the quantity arctan(m13/m12) in panel (b).

Figure 13 shows the reconstructed top candidate mass for di↵erent pile-up conditions. The average
candidate mass in the window 140 < mt < 200 GeV is plotted as a function of the average number of
interactions per bunch-crossing µ in panel (a) and as a function of the number of reconstructed primary
vertices NPV in (b). The µ and NPV intervals are chosen such that each average mass is calculated from
at least 100 entries. Within the statistical uncertainty of the average mass of approximately ±1 GeV,
the reconstructed top quark mass is not a↵ected by pile-up energy in the full accessible range up to
µ = 31 and NPV = 19. This is also seen for the generated semileptonic tt̄ events that have been passed
through a full ATLAS detector simulation under the same pile-up conditions. The numerical value of
the reconstructed top quark mass depends on the choice of the mass window and is well predicted by the
simulation.

6 Boosted top tagging performance

The substructure techniques presented here are used in LHC top quark physics analyses to extend the
sensitivity to new physics scenarios. Searching for a resonance in the tt̄ invariant mass spectrum has
yielded an exclusion limit on the mass of a hypothetical leptophobic Z0 boson of 1.74 TeV [18, 48–50].

The boosted top quark tagging e�ciency and the rejection of jets arising from light quarks or gluons
are determined from simulation. In order to study a sample of high-pT top quarks, a Z0 sample with
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Tagger's efficiency drops at very high pT → cone is too large →
new improved Multi-R HepTopTagger:

▶ run tagger on different cone sizes R (0.5-1.5)
▶ find optimal cone size:Rmin =

min(R′|abs(mjet(R = R′)−mjet(R = 1.5)) < 0.2mjet(R = 1.5))
▶ additionally use Rmin(pT)− Rmin,expected(pT) as tagging variable 6



Calibration and data driven corrections
CMS: derive Data/MC eff. correction
factor
Tag&probe on t̄t semileptonic sample:

▶ ''tag'' on leptonic side (iso µ, b-jet)
▶ ''probe'' effic. on the hadr. side

Scale factors derived as a function of:
▶ pT, η, generators
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ATLAS: (arXiv:1306.4945)
HEP Tagger: calibrate subjets for
different R
Large cone jets: validate jet mass scale
using:

▶ rmtrack jet =
mjet

mtrack jet

▶ Rm
r track jet =

rm,data
track jet
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→ derive mass scale and JES
uncertainties

〉 
m tra

ck
 je

t
r〈

1

2

3

4

5

6

Jet mass [GeV]
0 50 100 150 200 250 300 350

〉 
r t

ra
ck

 je
t

m
R〈

0.9
1.0
1.1

ATLAS  = 7 TeVs, -1 Ldt = 4.7 fb∫C/A LCW jets with R=1.2
No jet grooming applied

| < 0.8η < 600 GeV, |
T
jet p≤500 

Data 2011
Dijets (Pythia)
Dijets (POWHEG+Pythia)
Dijets (Herwig++)

(a) C/A, R = 1.2

〉 
m tra

ck
 je

t
r〈

1

2

3

4

5

6

Jet mass [GeV]
0 50 100 150 200 250 300 350

〉 
r t

ra
ck

 je
t

m
R〈

0.9
1.0
1.1

ATLAS  = 7 TeVs, -1 Ldt = 4.7 fb∫ LCW jets with R=1.0tanti-k
=0.3)

sub
=0.05, R

cut
Trimmed (f

| < 0.8η < 600 GeV, |
T
jet p≤500 

Data 2011
Dijets (Pythia)
Dijets (POWHEG+Pythia)
Dijets (Herwig++)

(b) anti-k
t

, R = 1.0 (trimmed)

Figure 9. Mean values of rm
track jet

as a function of jet mass for (a) C/A, R = 1.2 jets and (b)

anti-kt, R = 1.0 trimmed jets (f
cut

= 0.05, R
sub

= 0.3) in the range 500 GeV  pjet

T

< 600 GeV and
in the central calorimeter, |⌘| < 0.8. The mean ratios between the data and MC distributions (the
double ratios Rm

r track jet

) are shown in the lower section of each figure. The error bars and bands
represent the statistical uncertainty only.

The weighted average deviation of Rm

r track jet

from unity ranges from approximately

2% to 4% for the set of jet algorithms and grooming configurations tested for jets in the

range 500 GeV  pjet
T

< 600 GeV and in the central calorimeter, |⌘| < 0.8. The results are

fairly stable for the slightly less central ⌘ range 0.8  |⌘| < 1.2.

Figure 10 presents the full set of jet mass scale systematic uncertainties for various jet

algorithms estimated using the calorimeter-to-track-jet double ratios. The total relative

uncertainty includes the 3% uncertainty on the precision of the jet mass scale calibration

(see figure 7(b)) as well as the uncertainty on the track measurements themselves. The

latter uncertainty takes into account the knowledge of tracking ine�ciencies and their

impact on the pjet
T

and mjet measurements using track-jets. Each of these two additional

components is assumed to be uncorrelated and added in quadrature with the uncertainty

determined solely from the calorimeter-to-track-jet double ratios. The uncertainties are

smoothly interpolated between the multiple discrete ⌘ ranges in which they are estimated.

Figure 10 shows the uncertainty evaluated at two points |⌘| = 0.0 (solid) and |⌘| = 1.0

(dashed) as a function of pjet
T

.

The impact of the tracking e�ciency systematic uncertainty on rm
track jet

is evaluated

by randomly rejecting tracks used to construct track-jets according to the e�ciency uncer-

tainty. This is evaluated as a function of ⌘ and mjet for various pjet
T

ranges. Typically, this

results in a 2–3% shift in the measured track-jet kinematics (both p
T

and mass) and thus

a roughly 1% contribution to the resulting total uncertainty, since the tracking uncertainty

is taken to be uncorrelated to that determined from the double ratios directly.

The total systematic uncertainty on the jet mass scale is fairly stable near 4–5% for all

– 22 –
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Shower deconstruction
▶ decluster small microjets (R=0.1-0.3)

from a large cone jet
▶ assume each microjet (momentum p)

comes from a particle (top decay
products, ISR parton shower, etc.)

▶ derive probability a microjet
configuration {p}N comes from a
particular decay chain (shower history)

▶ probability obtained by combining
splitting probabilities from shower
history

▶ define discriminator χ as S/B
probability quotient

χ({p}N) =
P({p}N|signal)

P({p}N|background)
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Further
jet
substructure
techniques



b-tagging in boosted topologies

b-tagging: essential
tool
against
QCD

Algorithms use information from:
▶ tracks, esp. impact parameter (IP)
▶ secondary vertices (SV)

Combine information in a discriminator
▶ ATLAS MV1: neural network based
▶ CMS Combined Secondary Vertex

(CSV): likelihood based

In boosted regime:
▶ small separation of decay products
▶ light flavor contamination
▶ busy environment
▶ degraded performance

August 19, 2014 BOOST2014 5

b jets and b tagging
● b tagging is a reconstruction technique that tries to “determine” whether a jet contains a 

b hadron

● Relies on the track reconstruction and can be based on:
● Displaced track information

● Secondary vertex information

● Soft lepton information

● Some combination of the above

● Exploits distinct properties of b hadrons:
● Long lifetime (τ≈1.5 ps, cτ~500 μm, βγcτ≈5 mm @ 50 GeV; for 

comparison, primary vertex position resolution ~few tens of μm)

● Large mass (~5 GeV)

● Decays with high track multiplicities (~5 on average)

● Relatively large semileptonic branching fraction (for electrons and 
muons, ≈20% each with cascade decays included)

● Hard fragmentation function (a large fraction of the original b quark 
momentum carried by the b hadron)

● Several b-tagging algorithms available in CMS
● Each producing a single discriminator value per tagged jet; the more positive the value the more b-like the jet is
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b-tagging in boosted topologies − ATLAS
An improved tagger:

▶ add new variables with more
discrimination power in boosted
regimes
(mean ∆R(trk,jet), 3rd highest d0
significance)

▶ retrain NN with boosted t̄t decays
▶ new
MVb 2× better than MV1 in the

boosted regime
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Use different input jets
▶ small-R jets: resolve better boosted

decay products
▶ use track-jets instead of calo-jets:

better jet direction resolution

10



b-tagging in boosted topologies − CMS
Two different approaches

▶ fat jet b-tag: apply CSV directly to fat jets (green and blue)
▶ subjet b-tag: apply CSV to subjets of fat jets (red and black)

Several algorithm improvements (improved taggers in green and red)
▶ Inclusive Vertex Finder (IVF)
▶ use tracks linked to charged constituents of particle-flow jets

(instead of fixed R cone) + other CSV improvements
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subjet b-tagging in action in CMS (data)
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N-subjettiness and kt splitting scale
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Figure 5: N-subjettiness for leading pT anti-kt trimmed jets with R = 1.0, pT > 350 GeV and |⌘| < 1.2
for events selected after a b-tagging requirement. The top and middle rows show the individual N-
subjettiness variables ⌧1, ⌧2, and ⌧3, while the bottom row shows the ratios ⌧21 and ⌧32. The shaded band
represents the bin-by-bin statistical uncertainty in simulation.

4.2 Composition of trimmed jets

As can be seen in Figure 2, jets containing boosted top quarks may still have a lower jet mass if one
or more of the hadronic decay products falls outside the area of the jet. A comparison of di↵erent

8
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N-subjettiness τN (ATLAS+CMS):
▶ how well jets can be described as containing

N or fewer kt subjets
▶ τN = 1

d0

∑
k pT,kmin{∆R1,k,∆R2,k, · · · ,∆RN,k}

k: constituent index, d0 =
∑

k pT,kR0
▶ Roughly: pT weighted average of minimum

∆R(constituent, subjet axis)/Rjet
▶ for tops τ3/τ2 and τ2/τ1 are relevant

kt splitting
scales
(ATLAS):
▶ recluster jet constituents with kt algorithm
▶ use last combined jets to define the splitting

scale:
√
di,j = min(pTi,pTj)×∆Ri,j

▶
√
d1,2 → last step,

√
d2,3 → second to last
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Figure 3: Average mass for leading pT anti-kt trimmed jets with R = 1.0, pT > 350 GeV, |⌘| < 1.2
and mjet > 100 GeV after the b-tagging requirement (a) versus average number of collisions per bunch
crossing and (b) versus the number of primary vertices in the event. The shaded band represents the
bin-by-bin statistical uncertainty in simulation.
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Figure 4: Jet splitting scales for leading pT anti-kt trimmed jets with R = 1.0, pT > 350 GeV and |⌘| < 1.2
for events selected after a b-tag requirement, showing (a) the first splitting scale

p
d12 and (b) the second

splitting scale
p

d23. The shaded band represents the bin-by-bin statistical uncertainty in simulation.

for events after the b-tagging requirement. After trimming, the background shape in the N-subjettiness
ratios tends to mimic the shape of the signal distribution. This is due to the fact that, by construction, the
trimming procedure preferentially keeps background events with jets exhibiting more “subjettiness”.
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The semi-resolved case and W-tagging

μ

ν

b

b

W jet

26 6 Algorithm Performance Comparison in Collider Data
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Figure 13: Distributions of top tagging variables for partially merged ‘type 2’ boosted top
topologies after the semileptonic selection. tt is simulated with the MADGRAPH event gen-
erator. “NTMJ” represents non-top multijet backgrounds. These are measured in data by re-
versing the mass drop selection and normalizing through a fit to the HT distribution[9]. The
shaded regions represent the total uncertainty on the background model. (a) Pruned jet mass
of the leading jet in the hadronic hemisphere. This is the hadronic W boson candidate. The W
mass is measured in data and simulation in order to measure the subjet-energy scale. (b) Subjet
mass drop µ for the W boson candidate in the hadronic hemisphere. (c) Pairwise mass of the
W boson candidate and the closest jet in DR. This pairing is the “type 2” top quark candidate.

CMS-PAS-JME-13-007

Medium boost regime
▶ W and b can be clustered separately
▶ cluster hadronic W in a single jet (CA

R=0.8 in CMS)
▶ use W-tagging

W-tagging
▶ benchmark topology for jet

substructure studies
▶ treat large W jet with grooming

techniques
▶ apply cut on pruned mass
▶ some analyses use cut on τ2/τ1

14



Pileup mitigation and other techniques
Pileup
per
particle
identification
(CMS)

(PUPPI, JME-14-001,arXiv:1407.6013)

▶ large-R jets collect lots of pileup
▶ assign weight to each particle

based on:
▶ event pileup properties
▶ tracking information

▶ operates on the input of jet algos
▶ all jet substructure variables

affected by it

6.2 Higher pileup studies for LHC Run II 21
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Figure 14: Comparison of the leading jet mass distribution (top) and response (bottom) for
different algorithms in QCD multijet events (left) and for W jets from the decay of a RS graviton
(right).
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Figure 15: W jet mass resolution comparison for different pileup mitigation algorithms; both
the RMS and s from a gaussian fit to the distribution of the difference between reconstructed
and particle level mass are quoted.

pileup contribution from the inputs to the jet clustering. While grooming brings a substantial
improvement in the core jet mass resolution when applied to PF and PF+CHS jets, a smaller

ATLAS: Jet vertex tagger, "Jet Cleansing" (ATLAS-CONF-2014-018)

Jet
reclustering
(ATLAS)
▶ Consider the standard R=0.4 jets in an event
▶ use these jets as an input to recluster anti-kt jets with larger R=0.8,

1.2
▶ use mass of the reclustered jets as tagging variable
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Performance in CMS, R = 1.5, pT,match > 200 GeV
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Performance in CMS, R = 1.5, pT,match > 200 GeV
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Performance in CMS, R = 0.8, pT,match > 600 GeV
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Performance comparison in ATLAS:
trimm. a-kt R=1.0, CA R=1.2 (HEPTT), pT,jet > 550 GeV
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Top tagging performance

● Boosted top quark tagging efficiency versus gluon or light jets rejection determined
from simulation for a variety of top taggers: 

- Cuts on jet mass, kt splitting scales and N-subjettiness, 

→ 6 tagging working points:

- HEPTopTagger with 3 different set of parameters

● Signal jets: 1.75 TeV Z’→ tt

● Background jets: inclusive jet sample with leading anti-kt R=0.6 particle-level jet 
with 500<pT<1000 GeV.

● Preselection: 

- At least 1 truth-level C/A R=1.2 jet and anti-kt R=1.0 jet with pT>150 GeV and 
|η|<1.2. Both jets required simultaneously.

- Corresponding reconstructed and ∆R matched (∆R<0.75) C/A and anti-kt jets with
pT>550 GeV and |η|<1.2. ATLAS-CONF-2013-084

ATLAS-CONF-2014-003 18



Performance comparison in ATLAS:
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Wrapping up

▶ very active field: many new theoretical and experimental
developments every year

▶ widely used in searches for physics beyond the SM: see next talk
from Johannes
Erdmann

▶ getting ready for Run II: pileup safety, study systematics

Thank
you
for
the
attention!
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Large cone jet calibration (arXiv:1306.4945v1)

Large cone jets need specific calibration

fit to the core of the distribution of the reconstructed jet mass divided by the corresponding

generator-level jet mass.
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Figure 7. Mass response (m
reco

/m
true

) (a) before and (b) after mass calibration for ungroomed
anti-kt, R = 1.0 jets. The dotted lines shown in (b) represent a ±3% envelope on the precision
of the final jet mass scale calibration. In each case, the jet energy itself has been calibrated by
applying the JES correction.

Figure 7 shows the jet mass response (m
reco

/m
true

) for several values of jet energy

as a function of ⌘ for anti-k
t

, R = 1.0 jets, before and after calibration to the true jet

mass and without jet grooming. In each case, the jet energy itself has been calibrated by

applying the JES correction. One can see from this figure that even very high-energy jets

near the central part of the detector can have a mean mass scale (or JMS) di↵ering by up

to 20% from the particle level true jet mass. In particular, the reconstructed mass is, on

average, greater than that of the particle-level jet due in part to noise and pile-up in the

detectors. Furthermore, the finite resolution of the detector has a di↵erential impact on

the mass response as a function of ⌘. Following the jet mass calibration, performed also as

a function of ⌘, a uniform mass response can be restored within 3% across the full energy

and ⌘ range.

3.3.2 Jet mass scale validation in inclusive jet events using track-jets

In order to validate the jet mass measurement made by the calorimeter, calorimeter-jets

are compared to track-jets. Track-jets have a di↵erent set of systematic uncertainties and

allow a reliable determination of the relative systematic uncertainties associated with the

calorimeter-based measurement. Performance studies [84] have shown that there is excel-

lent agreement between the measured positions of clusters and tracks in data, indicating

no systematic misalignment between the calorimeter and the inner detector.

The use of track-jets reduces or eliminates the impact of additional pp collisions by

requiring the jet inputs (tracks) to come from the hard-scattering vertex. The inner detector
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as a function of ⌘ for anti-k
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, R = 1.0 jets, before and after calibration to the true jet

mass and without jet grooming. In each case, the jet energy itself has been calibrated by

applying the JES correction. One can see from this figure that even very high-energy jets

near the central part of the detector can have a mean mass scale (or JMS) di↵ering by up

to 20% from the particle level true jet mass. In particular, the reconstructed mass is, on

average, greater than that of the particle-level jet due in part to noise and pile-up in the

detectors. Furthermore, the finite resolution of the detector has a di↵erential impact on

the mass response as a function of ⌘. Following the jet mass calibration, performed also as

a function of ⌘, a uniform mass response can be restored within 3% across the full energy

and ⌘ range.

3.3.2 Jet mass scale validation in inclusive jet events using track-jets

In order to validate the jet mass measurement made by the calorimeter, calorimeter-jets

are compared to track-jets. Track-jets have a di↵erent set of systematic uncertainties and

allow a reliable determination of the relative systematic uncertainties associated with the

calorimeter-based measurement. Performance studies [84] have shown that there is excel-

lent agreement between the measured positions of clusters and tracks in data, indicating

no systematic misalignment between the calorimeter and the inner detector.

The use of track-jets reduces or eliminates the impact of additional pp collisions by

requiring the jet inputs (tracks) to come from the hard-scattering vertex. The inner detector
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Large cone jet calibration (arXiv:1306.4945v1)

rmtrack jet =
mjet

mtrack jet
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Figure 9. Mean values of rm
track jet

as a function of jet mass for (a) C/A, R = 1.2 jets and (b)

anti-kt, R = 1.0 trimmed jets (f
cut

= 0.05, R
sub

= 0.3) in the range 500 GeV  pjet

T

< 600 GeV and
in the central calorimeter, |⌘| < 0.8. The mean ratios between the data and MC distributions (the
double ratios Rm

r track jet

) are shown in the lower section of each figure. The error bars and bands
represent the statistical uncertainty only.

The weighted average deviation of Rm

r track jet

from unity ranges from approximately

2% to 4% for the set of jet algorithms and grooming configurations tested for jets in the

range 500 GeV  pjet
T

< 600 GeV and in the central calorimeter, |⌘| < 0.8. The results are

fairly stable for the slightly less central ⌘ range 0.8  |⌘| < 1.2.

Figure 10 presents the full set of jet mass scale systematic uncertainties for various jet

algorithms estimated using the calorimeter-to-track-jet double ratios. The total relative

uncertainty includes the 3% uncertainty on the precision of the jet mass scale calibration

(see figure 7(b)) as well as the uncertainty on the track measurements themselves. The

latter uncertainty takes into account the knowledge of tracking ine�ciencies and their

impact on the pjet
T

and mjet measurements using track-jets. Each of these two additional

components is assumed to be uncorrelated and added in quadrature with the uncertainty

determined solely from the calorimeter-to-track-jet double ratios. The uncertainties are

smoothly interpolated between the multiple discrete ⌘ ranges in which they are estimated.

Figure 10 shows the uncertainty evaluated at two points |⌘| = 0.0 (solid) and |⌘| = 1.0

(dashed) as a function of pjet
T

.

The impact of the tracking e�ciency systematic uncertainty on rm
track jet

is evaluated

by randomly rejecting tracks used to construct track-jets according to the e�ciency uncer-

tainty. This is evaluated as a function of ⌘ and mjet for various pjet
T

ranges. Typically, this

results in a 2–3% shift in the measured track-jet kinematics (both p
T

and mass) and thus

a roughly 1% contribution to the resulting total uncertainty, since the tracking uncertainty

is taken to be uncorrelated to that determined from the double ratios directly.

The total systematic uncertainty on the jet mass scale is fairly stable near 4–5% for all
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in the central calorimeter, |⌘| < 0.8. The mean ratios between the data and MC distributions (the
double ratios Rm

r track jet

) are shown in the lower section of each figure. The error bars and bands
represent the statistical uncertainty only.

The weighted average deviation of Rm

r track jet

from unity ranges from approximately

2% to 4% for the set of jet algorithms and grooming configurations tested for jets in the

range 500 GeV  pjet
T

< 600 GeV and in the central calorimeter, |⌘| < 0.8. The results are

fairly stable for the slightly less central ⌘ range 0.8  |⌘| < 1.2.

Figure 10 presents the full set of jet mass scale systematic uncertainties for various jet

algorithms estimated using the calorimeter-to-track-jet double ratios. The total relative

uncertainty includes the 3% uncertainty on the precision of the jet mass scale calibration

(see figure 7(b)) as well as the uncertainty on the track measurements themselves. The

latter uncertainty takes into account the knowledge of tracking ine�ciencies and their

impact on the pjet
T

and mjet measurements using track-jets. Each of these two additional

components is assumed to be uncorrelated and added in quadrature with the uncertainty

determined solely from the calorimeter-to-track-jet double ratios. The uncertainties are

smoothly interpolated between the multiple discrete ⌘ ranges in which they are estimated.

Figure 10 shows the uncertainty evaluated at two points |⌘| = 0.0 (solid) and |⌘| = 1.0

(dashed) as a function of pjet
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.

The impact of the tracking e�ciency systematic uncertainty on rm
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is evaluated

by randomly rejecting tracks used to construct track-jets according to the e�ciency uncer-

tainty. This is evaluated as a function of ⌘ and mjet for various pjet
T

ranges. Typically, this

results in a 2–3% shift in the measured track-jet kinematics (both p
T

and mass) and thus

a roughly 1% contribution to the resulting total uncertainty, since the tracking uncertainty

is taken to be uncorrelated to that determined from the double ratios directly.

The total systematic uncertainty on the jet mass scale is fairly stable near 4–5% for all
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Performance comparison CMS

Comparison of R=0.8 and 
R=1.5 for >800 GeV

12
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HEP tagger mass drop

James Dolen JetMET Algorithms and Reconstruction Meeting - Jan 17, 2013 1
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Other taggers in ATLAS
Reclustering:

▶ Consider the standard R=0.4 jets in an event
▶ use these jets as an input to recluster anti-kt jets with larger R=0.8,

1.2
▶ use kinematic variables of the reclustered jets to cut

Template
tagger:

▶ Compare the energy flow for
an event in data with the one
from a big number of MC
templates.

▶ from the coparisons compute
a discriminator OV3

▶ cut on OV3 and on |m−mtop|

and �R(topo, i) is the ⌘ � � distance between the ith parton and a given topocluster.

The first sum is over the three partons in the template and the second sum is over all

topoclusters that are within �R(topo, i) = 0.2 and that have p
T

> 2 GeV. The weighting

variable is

�i = Ei/3. (6.2)

The three tunable parameters in the OV
3

calculation – the size of the cone used to

match topoclusters with the parton, the minimum p
T

requirement on the topocluster, and

the weight �i – have been determined from studies of the tagger’s performance judged by

tagging e�ciency and background rejection. The overall performance is insensitive to the

specific parameter values chosen. The OV
3

distributions for a Z 0 MC sample, a multijet-

dominated 2011 data sample, and the multijet MC sample are shown in Fig. 3, illustrating

the separation of top-quark jets from the light quark/gluon jets in the large OV
3

region.
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Figure 3. The OV3 distributions for the leading jets in the 2 TeV Z 0 ! tt̄ MC sample, a multijet-
dominated 2011 data sample, and the multijet MC sample. The data and multijet MC distributions
are from the samples prior to making any b-tagging or jet mass requirements on either jet, and so
are dominated by light quark/gluon jets.

The jet mass, mj , defined as the invariant mass of the topoclusters added together as

massless four-momenta [51], has been shown to be an e↵ective discriminant between top-

quark jets and light quark/gluon jets, even in the presence of multiple pp interactions [52,

53]. A data-driven pile-up correction scheme for the jet mass is used, which measures the

average mass shift experienced by jets using the flow of energy far from the jet as a function

of the number of multiple interactions in the event [54, 55]. The discrimination of the pile-

– 10 –
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Jet grooming

Large radius jets:
▶ collect lots of soft QCD radiation
▶ suppress it to resolve hard decay product
▶ use jet grooming algorithms
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Figure 32. Leading-pjet

T

jet mass for simulated PYTHIA Z 0 ! tt̄ (mZ0 = 1.6 TeV) signal events
(red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range
600 GeV  pjet

T

< 800 GeV. The dotted lines show the ungroomed leading-pjet

T

jet distribution,
while the solid lines show the corresponding trimmed (f

cut

= 0.05, R
sub

= 0.3) jets. The groomed
distributions are normalized with respect to the ungroomed distributions, which are themselves
normalized to unity.

for the same mass range is required for groomed jets; this is motivated by the tendency

for trimmed jets to populate an additional small peak around the W mass, as shown in

figure 32.

The mis-tag rate is defined as the fraction of the POWHEG dijet sample that remains

in the mass window after a simple selection based on ⌧
32

. The signal top jet e�ciency is

defined as the fraction of top jets selected in the Z 0 sample with the same ⌧
32

selection.

Figure 36 shows the performance of the N -subjettiness tagger for jets with 600 GeV 
pjet
T

< 800 GeV and 800 GeV  pjet
T

< 1000 GeV. In both cases, for a fixed top-jet e�ciency,

the reduction in high-invariant-mass jets due to trimming results in a relative reduction of

several percent in the mis-tag rate. Moreover, in the case of very high pjet
T

, as in figure 36(b),

the slightly more aggressive trimming configuration results in a slight performance gain as

well.

5.2 Inclusive jet data compared to simulation with and without grooming

Previous studies conducted by ATLAS [20] and CMS [21] suggest that even complex jet-

substructure observables are fairly well modelled by the MC simulations used by the LHC

experiments. This section reviews the description provided by PYTHIA, HERWIG++,

and POWHEG+PYTHIA of the jet grooming techniques introduced above, and of the

substructure of the ungroomed and groomed jets themselves.

Figure 37 presents a comparison of the jet invariant mass for ungroomed, trimmed, and

– 46 –

arXiv:1306.4945v1

Mass drop filtering
▶ isolate relatively symmetric subjets, with a significantly smaller

mass than that of the original jet
Trimming

▶ reject softer subjets using a pT fraction requirement (pT,i/pT,jet < f)
Pruning

▶ reject soft and wide angle components in a jet
(pT,i/pT,jet > zcut and ∆Rij < Rcut(mjet,pT,jet) at every recomb.)
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Boosted hadronic top (p
T
 dependence)

Tagging efficiency (left) and misidentification probability (right) as a function of the fat jet p
T
. The HEPTopTagger performance (green) is 

combined with a subjet b-tagging requirement, for the medium (red) and loose (blue) operating points of the IVFCSV algorithm. Here, 
boosted top jets are defined as those jets that match within ΔR<1.5 to a generator-level top that decays hadronically. Jets are 
reconstructed from charged-hadron-subtracted particle-flow candidates using the HEPTopTagger algorithm, based on the 
Cambridge/Aachen jet clustering algorithm with distance parameter R=1.5. A filtering procedure is applied to define exactly three 
subjets for each fat jet. 
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Figure 25: Left: secondary vertex flight distance significance, Right: secondary vertex mass.
First row: subjets of HEPTopTagger CA15 fat jets, second row: inclusive CA8 fat jets, third
row: muon-tagged subjets of CA8 fat jets, fourth row: double-muon-tagged CA8 fat jets.
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Figure 16: Mass response < mreco � mgen > (left) and mass resolution quoted as RMS(mreco �
mgen) (right) for W jets as a function of the number reconstructed vertices.
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Figure 17: Leading jet N-subjettiness t2/t1 distribution: QCD jets (left) and W jets (right).
The distribution is shown also after requiring the pruned mass to be in the range 60-100 GeV
(dashed lines).
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Figure 18: Average t2/t1 as a function of the number of reconstructed vertices.

improvement is observed for PUPPI jets. In particular, we observe that combining trimming
with PUPPI does not improve the resolution with respect to the other groomers as much it
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PUPPI 2

  

The future in CMS: PUPPI
(Pile-Up Per Particle Identification)

● General idea:

● Define some local observable α that discriminates collinear 
vs soft diffuse structure in the neighborhood of a particle

● Distribution of α for charged, central particles from PU is 
assumed to be representative of all PU (including forward)

● Define particle weight based on α distribution of charged PU 
on event-by-event basis (so it works only for high PU...)

● Rescale 4-momenta by these weights (before jet clustering)

● Authors tried some local observables and this one is best:

These two parameters are detector 
dependent. Authors chose 0.02 and 0.3

from A. Giammanco
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Sequential selection top-tagging efficiency - CMS Tagger, CMS Combined Tagger
|h| < 1.0

Selection Data MADGRAPH POWHEG MC@NLO
Nsubjets � 3 0.367±0.015 0.365±0.015 0.318±0.014 0.362±0.016
mmin > 50 (GeV/c2) 0.719±0.023 0.754±0.022 0.735±0.024 0.725±0.024
140 < mjet < 250 (GeV/c2) 0.954±0.012 0.928±0.015 0.917±0.017 0.928±0.016
t3/t2 < 0.55 0.554±0.030 0.573±0.030 0.559±0.032 0.587±0.033
subjet b-tag CSV-medium 0.658±0.039 0.704±0.037 0.718±0.039 0.687±0.040

1.0 < |h| < 2.4
Selection Data MADGRAPH POWHEG MC@NLO
Nsubjets � 3 0.326±0.022 0.323±0.022 0.314±0.021 0.291±0.019
mmin > 50 (GeV/c2) 0.456±0.041 0.661±0.040 0.619±0.040 0.615±0.037
140 < mjet < 250 (GeV/c2) 0.866±0.042 0.936±0.025 0.939±0.025 0.936±0.024
t3/t2 < 0.55 0.362±0.063 0.453±0.053 0.428±0.053 0.447±0.051
subjet b-tag CSV-medium 0.905±0.064 0.680±0.074 0.595±0.080 0.702±0.070

Table 6: Efficiencies in data and simulation for each successive cut in the CMS Top Tagger,
and for the addition of N-subjettiness and subjet b-tagging (CMS Combined Tagger WP3), as
measured using the semileptonic selection. The denominator of each quoted efficiency is the
number of events passing the previous selection. The efficiency is measured for three tt Monte
Carlo generators (MADGRAPH, POWHEG, and MC@NLO).

2τ/3τ
0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts

0
10
20
30
40
50
60
70
80

Data

tSemi-Leptonic t

tFully-Leptonic t

W+Jets

Z+Jets

Singletop

-1 = 8 TeV, 19.7 fbsCMS Preliminary 
CMS Top Tagger
Madgraph

|<2.4ηCA R=0.8 |
>400 GeV/c

T
p

(a)

Maximum Subjet b-discriminant
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Ev
en

ts

0
10
20
30
40
50
60
70
80
90

Data
tSemi-Leptonic t
tFully-Leptonic t

W+Jets
Z+Jets
Singletop

-1 = 8 TeV, 19.7 fbsCMS Preliminary 
CMS Top Tagger
Madgraph

|<2.4ηCA R=0.8 |
>400 GeV/c

T
p

(b)

Figure 6: Tagging variables for fully-merged top candidates from the semileptonic sample: (a)
t3/t2 (b) maximum subjet CSV b-discriminant. tt is simulated with the MADGRAPH event
generator.

18 6 Algorithm Performance Comparison in Collider Data

Data-simulation scale factor for sequential selections - CMS Tagger,
CMS Combined Tagger

|h| < 1.0
Selection MADGRAPH POWHEG MC@NLO
Nsubjets � 3 1.006 ± 0.057 1.153 ± 0.069 1.014 ± 0.060
mmin > 50 GeV/c2 0.954 ± 0.041 0.978 ± 0.044 0.992 ± 0.046
140 GeV/c2 < mjet < 250 GeV/c2 1.028 ± 0.021 1.040 ± 0.024 1.028 ± 0.023
t3/t2 < 0.55 0.967 ± 0.073 0.990 ± 0.079 0.943 ± 0.073
subjet b-tag CSV-medium 0.935 ± 0.074 0.915 ± 0.074 0.957 ± 0.079

1.0 < |h| < 2.4
Selection MADGRAPH POWHEG MC@NLO
Nsubjets � 3 1.010 ± 0.097 1.037 ± 0.099 1.122 ± 0.106
mmin > 50 GeV/c2 0.689 ± 0.075 0.737 ± 0.081 0.741 ± 0.081
140 GeV/c2 < mjet < 250 GeV/c2 0.925 ± 0.051 0.922 ± 0.051 0.925 ± 0.051
t3/t2 < 0.55 0.800 ± 0.168 0.845 ± 0.181 0.810 ± 0.169
subjet b-tag CSV-medium 1.331 ± 0.172 1.52 ± 0.232 1.289 ± 0.157

Table 7: Data-simulation scale factors for three Monte Carlo generators for each successive
cut in the CMS Top Tagger WP0, and for the addition of N-subjettiness and subjet b-tagging
(CMS combined tagger WP3), as measured with the semileptonic selection. The scale factor
measured in each row is with respect to the events passing the selection in the previous row.
The scale factor is measured for three tt Monte Carlo generators (MADGRAPH, POWHEG, and
MC@NLO). Subjet b-tagging is the last sequential selection and therefore this measurement has
low statistics in data and in simulation. If measured before the mmin selection, and therefore
with a larger sample of top jets, the scale factor for POWHEG is 0.97 ± 0.13.
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Figure 7: Jet mass for fully-merged top candidates from the semileptonic sample after succes-
sive selections: (a) t3/t2 < 0.55 (b) subjet b-tag CSV-medium and t3/t2 < 0.55. tt is simulated
with the MADGRAPH event generator.
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Cumulative data-simulation scale factor - HEP Top Tagger, HEP Combined Tagger
|h| < 1.0

Tagger pT bin ( GeV/c) MADGRAPH POWHEG MC@NLO

HEP Combined WP2
200 < pT < 250 0.91 ± 0.04 0.92 ± 0.04 0.88 ± 0.04
250 < pT < 400 0.93 ± 0.03 0.95 ± 0.03 0.93 ± 0.03
pT > 400 1.15 ± 0.07 1.36 ± 0.07 1.19 ± 0.07

HEP Combined WP3
200 < pT < 250 0.86 ± 0.05 0.86 ± 0.05 0.86 ± 0.05
250 < pT < 400 0.91 ± 0.04 0.93 ± 0.04 0.93 ± 0.04
pT > 400 0.98 ± 0.09 1.10 ± 0.12 1.10 ± 0.12

1.0 < |h| < 2.4
Tagger pT bin ( GeV/c) MADGRAPH POWHEG MC@NLO

HEP Combined WP2
200 < pT < 250 0.95 ± 0.05 0.93 ± 0.06 0.93 ± 0.05
250 < pT < 400 0.91 ± 0.04 0.95 ± 0.05 0.95 ± 0.04
pT > 400 0.85 ± 0.11 0.95 ± 0.15 0.99 ± 0.13

HEP Combined WP3
200 < pT < 250 1.02 ± 0.07 1.00 ± 0.08 0.96 ± 0.07
250 < pT < 400 0.90 ± 0.05 0.97 ± 0.06 0.93 ± 0.05
pT > 400 0.85 ± 0.16 1.00 ± 0.22 0.99 ± 0.19

Table 8: Data-simulation scale factors after requiring all selections of the HEP Combined Tagger
WP2 and after requiring all selections of the HEP Combined Tagger WP3. The scale factor is
measured for three tt Monte Carlo generators in three pT regions and in two h regions. The
scale factor is measured with the semileptonic selection with subjet b-tagging.

The top tagging scale factor is defined as the efficiency for tagging top jets in data divided by
the efficiency for simulated events. The efficiency denominator is defined by the number of
top candidate jets in the semileptonic selection with subjet b-tagging. The cumulative HEP
Top Tagger scale factor, measured after all selections of HEP Top Tagger WP2 and WP3, is
shown in Table 8 for three different pT bins and two h bins. The scale factor for each sequential
selection of the HEP Top Tagger WP3 is shown in Table ??. The dependence of the scale factor
on jet h observed with the CMS Top Tagger is not observed with the HEP Top Tagger, although
some mis-modeling is also observed in the pairwise mass of the two lowest pT subjets m23.
The variable used by the CMS Top Tagger to make W mass selections, the minimum pairwise
mass of subjets mmin, is more susceptible to mis-modeling than the HEP Top Tagger W mass
selection.

6.0.3 Type 2 top tag validation

The semileptonic event selection is also used to validate the ‘type 2’ tagging prescription de-
scribed in Section 3.5. The leading pT jet in the hadronic hemisphere is the W jet candidate.
Figure 13a shows the jet mass distribution of the W jet candidate. The distribution is domi-
nated by merged W jets and therefore the jet mass peaks at the W boson mass. The mass drop
distribution of the W jet candidate is shown in Figure 13b. Figure 13c shows the pairwise mass
of the W jet candidate and the closest jet in DR. This pairwise mass reconstructs the top quark
candidate, and the distribution is seen to peak near the top quark mass.

Additionally, this sample can be used to derive the subjet-energy scale and its uncertainty. This
is done by comparing the position of the W mass peak in data and simulation after a fit to each
mass distribution. We find good agreement in the W mass peak position, shown in Figure 13a.
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Sequential data-simulation scale factor - HEP Combined Tagger WP3
|h| < 1.0

Tagger pT bin ( GeV/c) MADGRAPH POWHEG MC@NLO

HEP top mass selection
200 < pT < 250 0.92 ± 0.02 0.94 ± 0.03 0.92 ± 0.02
250 < pT < 400 0.93 ± 0.02 0.96 ± 0.02 0.94 ± 0.02
pT > 400 1.03 ± 0.03 1.07 ± 0.04 1.04 ± 0.04

HEP W mass selection
200 < pT < 250 0.98 ± 0.03 0.98 ± 0.04 0.96 ± 0.03
250 < pT < 400 0.99 ± 0.02 0.99 ± 0.03 0.99 ± 0.02
pT > 400 1.11 ± 0.05 1.27 ± 0.07 1.14 ± 0.06

N-subjettiness selection
200 < pT < 250 0.95 ± 0.04 0.93 ± 0.04 0.90 ± 0.03
250 < pT < 400 0.98 ± 0.03 0.98 ± 0.03 0.94 ± 0.03
pT > 400 0.85 ± 0.06 0.81 ± 0.07 0.84 ± 0.06

1.0 < |h| < 2.4
Tagger pT bin ( GeV/c) MADGRAPH POWHEG MC@NLO

HEP top mass selection
200 < pT < 250 0.89 ± 0.03 0.89 ± 0.04 0.90 ± 0.03
250 < pT < 400 0.92 ± 0.02 0.96 ± 0.03 0.97 ± 0.02
pT > 400 0.92 ± 0.07 0.98 ± 0.08 1.07 ± 0.08

HEP W mass selection
200 < pT < 250 1.07 ± 0.04 1.04 ± 0.05 1.03 ± 0.04
250 < pT < 400 0.99 ± 0.03 0.99 ± 0.04 0.98 ± 0.03
pT > 400 0.92 ± 0.10 0.97 ± 0.13 0.92 ± 0.11

N-subjettiness selection
200 < pT < 250 1.07 ± 0.05 1.07 ± 0.05 1.03 ± 0.05
250 < pT < 400 0.99 ± 0.04 1.03 ± 0.05 0.98 ± 0.04
pT > 400 1.01 ± 0.13 1.06 ± 0.17 1.00 ± 0.14

Table 9: Data-simulation scale factors for each sequential selection of the HEP Combined Tag-
ger WP3. The scale factor measured for each selection is with respect to the number of events
passing the previous selection. The scale factor is measured for three tt Monte Carlo generators
in three pT regions and in two h regions. The scale factor is measured with the semileptonic
selection with subjet b-tagging.
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Figure 16: Comparison of various discriminant mass observable performance in the 475-600
GeV jet pT bin, obtained considering simulated RS Graviton decaying in WW final state as
source of W jet. Left: a comparison in the low pileup region NPU < 40, and right: a comparison
in the high pileup region 40  NPU .
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Figure 17: Comparison of various substructure observable performance in the jet pT bin, 475-
600 GeV, considering W jet in RS G ! WW (MG = 1 TeV) events as signal. (Left) Comparison
in the low pileup region 0 < NPU < 40, (Right) high pileup one 40  NPU < 100.
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Figure 16: Comparison of various discriminant mass observable performance in the 475-600
GeV jet pT bin, obtained considering simulated RS Graviton decaying in WW final state as
source of W jet. Left: a comparison in the low pileup region NPU < 40, and right: a comparison
in the high pileup region 40  NPU .
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Figure 1: The QGL discriminant applied to resolved jets in data and simulation samples en-
riched in tt. Left: the simulation is separated into contributions from different physics pro-
cesses. Center: the simulation is separated into contributions from the underlying parton of
the jets. Right: the performance in simulation of applying a cut on the QGL on both jets in the
pair.

sum discriminant used for tagging W+ and W� bosons in simulated tt events. The curve is
computed from scanning cut thresholds on the sum charge, accounting for the expected charge
of the W candidate based on the charge of the identified muon. The signal is dijets matched to
quarks from W decays at generator level and the background are unmatched dijets. Note that
the discriminant performs better for W� because there is more positively charged background
in a proton-proton environment.
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Figure 2: Left: Dijet charge distributions for W-enriched data and simulation. Right: The per-
formance of applying a cut on the dijet charge sum in simulation.

4.2.3 Jet pull angle

Before defining the jet pull angle, it is necessary to define the jet pull vector [21], which is the
weighted sum of jet constituent displacements from the jet axis:

~t = Â
i

(pT)i |ri|
(pT)jet

~ri, (2)
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4.2.3 Jet pull angle

Before defining the jet pull angle, it is necessary to define the jet pull vector [21], which is the
weighted sum of jet constituent displacements from the jet axis:

~t = Â
i

(pT)i |ri|
(pT)jet

~ri, (2)
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Shower deconstruction
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Figure 1: Illustration of the three (out of more than 1500) shower histories with the largest signal prob-
abilities for a simulated large-R jet from a top quark produced in a Z0!tt decay with mZ0 = 1.75 TeV.
On the left panels are event displays showing the subjets used by the algorithm. Subjets of a particu-
lar category have the same fill colour and their extent represents the subjet active catchment area [12].
Jet constituents are shown as black dots. On the right panels are the corresponding shower histories.
The hard scatter is indicated as the (red) star. Initial-state emissions are indicated by diamonds. Parton
emissions are indicated by filled circles. Coloured straight lines represent the colour flow.
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Figure 6: Logarithm of the �SD observable for signal Z0 ! tt and background multijet simulated samples
(shown in Figure 5b) for events satisfying the minimum requirements of the SD algorithm.

to other tagging techniques from Ref. [16]. The best background rejection over a wide range of signal
e�ciencies is obtained with SD, but it should be noted that none of the expected performances shown here
account for possible systematic uncertainties. The maximum signal e�ciency and minimum background
rejection are given by the fraction of events satisfying the minimum requirements of the SD algorithm.
For the signal studied here, this fraction is about 70%3, for background, it is approximately 12%. These
values are consistent with those of the tight tagger V shown in Figure 7. This tagger uses a lower cut on
the trimmed large-R jet mass of 100 GeV, and lower cuts of 40 and 10 GeV on the large-R jet first and
second kt splitting scales respectively.

Propagating the hypothetical 5% subjet energy scale uncertainty, discussed in Section 4.4, through
to the e�ciency and background rejection, results in a maximum signal e�ciency drop of about 2%, and
a background rejection degradation of up to 30%.

7 Summary

An application of the shower deconstruction algorithm as a top-quark-tagger is implemented using the
ATLAS detector. The performance of this algorithm has been examined in detail for data and MC
samples of events predominantly arising from top-quark pair production observed in the lepton plus jets
final state. The data were compared to simulation for three key observables, the subjet multiplicity, the
composite jet mass defined by the mass of the sum all of the subjet four-vectors considered by the SD
algorithm, and the log(�SD) observable. Satisfactory agreement was found between data and simulation
as well as stable performance as a function of the pile-up conditions.

The expected performance of the SD algorithm and of other top-tagging and substructure techniques
has been estimated using samples of simulated high-pT top quarks from Z0!tt decays with mZ0 = 1.75
TeV as the signal and dijets as the background. For this scenario, the SD algorithm shows the best light
quark and gluon jet background rejection over a wide range of top-jet signal e�ciencies, when systematic
uncertainties are not considered.

3This fraction is higher than in the tt sample described in Section 4.4 because of the larger average boost of the top-quarks.
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IVF

IVF Algorithm

1 Start with all tracks, regardless
of jets

2 Look for Seed Tracks with
large Impact Parameter

(distance to primary vertex)

3 Look for track clusters around
Seed Tracks

4 Fit the position of the
secondary vertex from track
clusters

5 Apply some cleaning steps (e.g.
merge vertices that are too
close together)
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used, with an equal contribution from each mass.
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Figure 7: Distributions of the IP3D jet weight (a), the energy fraction (b), the number of two-track ver-

tices (c), the ∆R(vertex, jet) (d), the decay length significance (e) and the invariant mass of the secondary

vertex (f) are presented for the inclusive b- (yellow), merged b- (black) and light-flavour jets (red). Each

distribution is individually normalised to unit area. The considered jets stem from simulated tt̄ decays

that are generated with
√
s = 8 TeV and have pT > 25 GeV and |η| < 2.5.

tracks stemming from light-flavour quarks or gluon fragmentation, it is beneficial to use mainly tracks

that have a relative large and positively signed impact parameter significance. A simple approach to

obtain one single variable from these tracks is given by the so-called TrackCounting algorithm, which

was one of the first b-tagging algorithms designed for the early LHC data recorded by the ATLAS detec-

tor. The algorithm uses all tracks that pass certain quality requirements and arranges them in decreasing

order of their signed transverse impact parameter significance. Possible discriminants are defined by the

d0 significance of the track at each position of that sequence, but previous studies suggested the use of

the information of the second or third highest ranked track [2]. As tracks stemming from light-flavour

decays tend to have low d0 significances, tracks from additional hadronic activity nearby a b-jet will be

likely to be ranked at a lower position than the tracks of the b-hadron decay products. The resilience to

the addition of extra tracks outweighs the degradation due to the shift of the jet axis at high pT. Thus the

output of the TrackCounting algorithm is much less affected for b-jets containing also hadrons coming

from the W decay than the IP2D and IP3D jet weights.

Another quantity investigated in this context is the multiplicity of tracks with a large transverse impact

parameter significance |d0/σd0 | > 1.8. Its distribution for single b-, merged b- and light-flavour jets is

11

A final set of 23 input quantities is considered during the training of the MVb and MVbCharm tagger. In

particular, the number of two-track vertices calculated by the iterative vertex finder (SV1), the jet weight

of the IP3D algorithm, the transverse decay length, the energy fraction, the width and the transverse

momentum of the jets are ranked relatively high in each of the five different |η| regions.

5.2 Expected Performance of the MVb and MVbCharm taggers

The discriminants of theMVb andMVbCharm b-tagging algorithms are calculated as the object classifier

of the underlying boosted decision trees. Their distribution for all selected b-, c- and light-flavour jets are

displayed in figure 9 (a) and (b) respectively. Both tagging weights show a good separation between b-

and light-flavour jets. However, as the MVbCharm tagger is trained with b-jets against c-jets its rejection

power with respect to light-flavour jets is less strong, while its ability to reject charm jets is considerably

improved compared to MVb.

The shape of the MVb weight distribution for b-jets reveals some very distinct features, as it has four

local maxima. Each of these peaks corresponds to an accumulation of jets having similar properties in the

quantities relevant to b-tagging. In general jets having no vertex found with either the JetFitter algorithm

or the iterative vertex finder are most likely considered to be background-like, whereas jets having a

reconstructed multi-track vertex tend to be classified as signal depending on the vertex properties (e.g.

track multiplicity or energy fraction). To be more specific, the peak around wMVb values of −0.2 is

dominated by b-jets having no reconstructed vertex, while the peak around wMVb values of approximately

0.2 is mostly populated by b-jets containing a vertex reconstructed by either the JetFitter or the iterative

vertex finder. Jets having a vertex reconstructed by both tools correspond to the maxima in the regions

around 0.6 and 0.95.

A quantification of the b-tagging efficiency and the charm and light-flavour rejection strength of both

taggers is presented in the following. In addition their performance is compared to the current ATLAS

default b-tagging algorithm, MV1.
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Figure 9: Distribution of the MVb (a) and the MVbCharm (b) weights for all b-, c-, and light-flavour jets

stemming from tt̄ events that are simulated with
√
s = 8 TeV. Only jets with pT > 25 GeV and |η| < 2.5

are considered.

5.2.1 Rejection rates for charm and light-flavour jets

The expected performance of the MVb and MVbCharm taggers is compared to that of the MV1 and

the JetFitterCombNN algorithm in Figure 10. Their rejection rates for light-flavour jets are shown as a
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Top Tag

R = 1.0. This category also includes tt̄ events in which both W bosons decay leptonically, or where the
W decayed into an electron or tau with corresponding neutrino, but these contributions are small.

Figure 2 shows the jet mass for trimmed jets with pT > 350 GeV (a) and pT > 500 GeV (b). The
main non-top quark background, W+jets, exhibits a steeply falling jet mass spectrum, while the boosted
top is clearly visible around mjet ⇡ mt. There are also peaks at low mass and near mjet ⇡ mW (the W
boson mass), where only one or two decay product(s) are contained within the jet, respectively (this shall
be discussed in more detail in Section 4.2). The shape of the mass distribution near mt is well modeled
in simulation, with a slight underestimation of the number of events compared to data around mW .
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Figure 2: Jet mass for leading pT anti-kt trimmed jets with R = 1.0, |⌘| < 1.2 and two jet pT thresholds.
Here, “contained” refers to events having a hadronically-decaying top quark with collimated daughter
particles at the truth level (all three daughter quarks qi satisfy �R(qi, t) <1.0). The shaded band represents
the bin-by-bin statistical uncertainty in simulation.

The parameters chosen for the trimming algorithm were determined partly for the resilience of the
trimmed jet mass to the e↵ects of pile-up. Figure 3 shows the average mass of the leading pT trimmed
anti-kt R = 1.0 jet with pT > 350 GeV and |⌘| < 1.2 after the b-tagging requirement versus the average
number of inelastic pp collisions per bunch crossing, hµi, which is calculated from the instantaneous
luminosity and LHC beam parameters, as well as versus the total number of primary vertices measured
in the event, NPV. Due to other non-tt̄ background events at low mass, jets in these figures are required
to have mjet > 100 GeV.

Figure 4 shows the simulation compared to data after a b-tagging requirement for the parametersp
d12 and

p
d23. The splitting scales tend to be reasonably symmetric when the decay is to like-mass

particles, as opposed to the largely asymmetric splittings that originate from QCD radiation in light-
quark or gluon jets. The expected value of the first splitting scale for a “contained” boosted top quark
is approximately

p
d12 ⇡ mt/2, whereas jets from the parton shower of gluons and light quarks tend to

have smaller values of the splitting scales and to exhibit a steeply falling spectrum. The second splitting
scale,

p
d23, also provides discrimination from the three-body decay of the contained boosted top quark

compared to a light-quark or gluon jet background, as it targets the splitting of the W boson with an
expected value of

p
d23 ⇡ mW/2.

In Figure 5, the N-subjettiness variables ⌧1, ⌧2 and ⌧3 as well as the ratios ⌧21 and ⌧32 are shown
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Figure 13: HEPTopTagger top candidate mass as a function of (a) the average number of interactions per
bunch-crossing µ and (b) the number of reconstructed primary vertices in the event. The mass is defined
as the average mass in the window 140 < mt < 200 GeV and the error bar corresponds to the statistical
uncertainty of the average mass. Also shown are predictions for semileptonic tt̄ events that have been
passed through a full ATLAS detector simulation.

mZ0 = 1.75 TeV is used, where the Z0 bosons decay exclusively to tt̄ in the semi-leptonic channel. To
estimate the background rejection, an inclusive jet sample is used, where the leading anti-kt R = 0.6
particle level jet pT ranges from 500 to 1000 GeV.

Samples of truth level particle jets are defined for signal and background by requiring at least one
C/A R = 1.2 jet and at least one trimmed anti-kt R = 1.0 jet, both with pT > 150 GeV and |⌘| < 1.2. For
the signal, the truth level requirements include a hadronically decaying top quark with pT > 150 GeV
and |⌘| < 1.2 within �R < 0.75 ⇥ R of the leading pT large-R jet of either type. At the reconstruction
level, events are required to contain at least one C/A R = 1.2 jet and at least one trimmed anti-kt R = 1.0
jet, both with pT > 550 GeV and |⌘| < 1.2. Both reconstructed large-R jets are required to be matched
within �R < 0.75⇥R to the corresponding truth level particle jet of the same algorithm and R parameter.
The reconstructed C/A and anti-kt large-R jets are also required to be within �R < 0.75 of one another
to ensure that the performance of the di↵erent taggers is measured using input objects from the same top
quark decay.

The shape of the reconstruction level large-R jet pT distribution is shown in Figure 14 for signal and
background. For the signal, the spectrum reflects the Jacobian peak structure of the top quark pT distri-
bution and peaks near mZ0/2. The pT of the C/A jets is greater on average than the pT of geometrically
matched trimmed anti-kt jets.

Six tagging working points that are based on the substructure of trimmed anti-kt R = 1.0 jets using
the procedure described in Section 4 are studied. The definitions of the working points are (in order of
increasing background rejection):

• substructure tagger I:
p

d12 > 40 GeV (labeled ‘
p

d12 tagger I’ in Figure 15)

• substructure tagger II: trimmed anti-kt R = 1.0 mass mjet > 100 GeV (labeled ‘mjet tagger II’)

• substructure tagger III: mjet > 100 GeV,
p

d12 > 40 GeV (labeled ‘mjet &
p

d12 tagger III’)
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Figure 15. Mean ratio of track p
T

to calorimeter p
T

(rsubjet

trk

) for sub-leading subjets as a function
of the distance of the subjet to the nearest subjet within the jet for (a) geometrical association and
(b) ghost association techniques.

eter R = 0.2 � 0.5, which are used in the study of HEPTopTagger performance. Both the

compatibility of the structure with hadronic top-quark decay and the dependence of the

reconstructed four-momentum on the calibration are discussed here.

C/A jets – reconstructed as independent jets and not as constituents of parent jets,

as above – are first calibrated using a simulation of the calorimeter response to jets by

comparing the energy and pseudorapidity of a generator-level jet to that of a matched

calorimeter jet. Calibration constants obtained from this procedure are then applied to

the actual subjets reconstructed by the HEPTopTagger. For this reason, these C/A jets are

referred to using the same subjet notation as in the previous section. Prior to calibration,

the reconstructed jet energy is lower than the particle jet’s energy and is corrected as a

function of p
T

and in bins of ⌘. For example, the correction for C/A jets with R = 0.4 and

|⌘| < 0.1 is +9% at low p
T

and up to +2.5% for p
T

> 500 GeV. The corrected p
T

matches

that of the particle jet to within 2% for all energies and pseudorapidities. For C/A R = 0.2

jets this closure test is 4% at p
T

= 20 GeV and better for higher p
T

.

Uncertainties on the jet calibration are determined from the quality of the modelling

of the calorimeter-jet p
T

. The direct ratio pjet
T

(MC)/pjet
T

(data) is sensitive to mismodelling

of jets at the hadron level. To reduce this e↵ect, the calorimeter-jet p
T

is normalized to

the p
T

of the tracks within the jet. This is done because the uncertainty of the track-jet p
T

tends to be small compared to the calorimeter-jet p
T

in the kinematic regime considered

here. Tracks are matched to calorimeter-jets using ghost-track association. The jets are

required to be within |⌘| < 2.1 to ensure coverage of the associated tracks by the tracking

detector.
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Figure 31. Leading-pjet

T

jet N -subjettiness ⌧
21

for simulated HERWIG+JIMMY Z ! qq̄ signal
events (red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the
range 600 GeV  pjet

T

< 800 GeV. The dotted lines show the ungroomed jet distributions, while
the solid lines show the (a) trimmed and (b) mass-drop filtered jet distributions. The trimmed
parameters are f

cut

= 0.05 and R
sub

= 0.3 and the mass-drop filtering parameter is µ
frac

= 0.67.
The groomed distributions are normalized with respect to the ungroomed distributions, which are
normalized to unity.

hancement of the W -mass peak is seen especially in jets with lower pjet
T

, as the jet from

the b-quark decay falls outside the radius of the large-R jet. Figures 33 and 34 show the

variables
p

d
12

and
p

d
23

, respectively, for Z 0 ! tt̄ events compared to jets produced in

dijet events. As in the two-pronged case, signal discrimination with the splitting scales is

enhanced after jet trimming.

One of the primary applications of N -subjettiness is as a discriminating variable in

searches for highly boosted top quarks [13]. A common method of comparing the per-

formance of such discriminating variables or tagging algorithms is to compare the rate at

which light-quark or gluon jets are selected (the mis-tag rate) to the e�ciency for retaining

jets containing the hadronic particle decay of interest [8, 9]. This comparison is performed

for both ungroomed and trimmed jets in order to assess the impact of grooming on the

discrimination power of this observable. Figure 35 shows the ⌧
32

distribution before and

after trimming. Here, trimming of anti-k
t

and C/A jets results in similar discrimination

between signal and background. In order to understand the utility of the ⌧
32

selection crite-

rion and the potential impact of jet grooming, trimmed anti-k
t

, R = 1.0 jets are compared

to their ungroomed counterparts in a boosted top sample for two jet momentum ranges.

The signal mass range is defined as that which contains a large fraction of the boosted top

signal. For ungroomed jets this fraction is set to 90%, and the mass range that satisfies

this requirement is 100 GeV  mjet < 250 GeV. A slightly lower signal fraction of 80%

– 45 –
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Grooming

in clusters of calorimeter cells, as opposed to additional energy being added to already

existing clusters produced by particles originating from the hard scattering process, this

allows a relatively simple jet energy o↵set correction for smaller radius jets (R = 0.4, 0.6)

as a function of the number of primary reconstructed vertices [48].

Figure 4. Diagram depicting the jet trimming procedure.

The trimming procedure uses a k
t

algorithm to create subjets of size R
sub

from the

constituents of a jet. Any subjets with p
Ti

/pjet
T

< f
cut

are removed, where p
Ti

is the

transverse momentum of the ith subjet, and f
cut

is a parameter of the method, which is

typically a few percent. The remaining constituents form the trimmed jet. This procedure

is illustrated in figure 4. Low-mass jets (mjet < 100 GeV) from a light-quark or gluon lose

typically 30–50% of their mass in the trimming procedure, while jets containing the decay

products of a boosted object lose less of their mass, with most of the reduction due to

the removal of pile-up or UE (see, for example, figures 29 and 32). The fraction removed

increases with the number of pp interactions in the event.

Six configurations of trimmed jets are studied here, arising from combinations of

f
cut

and R
sub

, given in table 1. They are based on the optimized parameters in ref. [7]

(f
cut

= 0.03, R
sub

= 0.2) and variations suggested by the authors of the algorithm. This

set represents a wide range of phase space for trimming and is somewhat broader than

considered in ref. [7].

Pruning: The pruning algorithm [6, 49] is similar to trimming in that it removes con-

stituents with a small relative p
T

, but it additionally applies a veto on wide-angle radiation.

The pruning procedure is invoked at each successive recombination step of the jet algo-

rithm (either C/A or k
t

). It is based on a decision at each step of the jet reconstruction

whether or not to add the constituent being considered. As such, it does not require the

reconstruction of subjets. For all studies performed for this paper, the k
t

algorithm is used

in the pruning procedure. This results in definitions of the terms wide-angle or soft that

are not directly related to the original jet but rather to the proto-jets formed in the process

of rebuilding the pruned jet.

The procedure is as follows:

• The C/A or k
t

recombination jet algorithm is run on the constituents, which were

found by any jet finding algorithm.

– 11 –

Figure 5. Diagram illustrating the pruning procedure.

• At each recombination step of constituents j
1

and j
2

(where pj1
T

> pj2
T

), either

pj2
T

/pj1+j2

T

> z
cut

or �R
j1,j2 < R

cut

⇥ (2mjet/pjet
T

) must be satisfied. Here, z
cut

and R
cut

are parameters of the algorithm which are studied in this paper.

• j
2

with j
1

are merged if one or both of the above criteria are met, otherwise, j
2

is

discarded and the algorithm continues.

The pruning procedure is illustrated in figure 5. Six configurations, given in table 1,

based on combinations of z
cut

and R
cut

are studied here. This set of parameters also

represents a relatively wide range of possible configurations.

Jet finding algorithms used Grooming algorithm Configurations considered

C/A Mass-Drop Filtering µ
frac

= 0.20, 0.33, 0.67

Anti-k
t

and C/A Trimming
f
cut

= 0.01, 0.03, 0.05

R
sub

= 0.2, 0.3

Anti-k
t

and C/A Pruning
R

cut

= 0.1, 0.2, 0.3

z
cut

= 0.05, 0.1

C/A HEPTopTagger (see table 2)

Table 1. Summary of the grooming configurations considered in this study. Values in boldface are
optimized configurations reported in ref. [4] and ref. [7] for filtering and trimming, respectively.

1.2.4 HEPTopTagger

The HEPTopTagger algorithm [26] is designed to identify a top quark with a hadronically

decaying W boson daughter over a large multi-jet background. The method uses the C/A

jet algorithm and a variant of the mass-drop filtering technique described in section 1.2.3 in

order to exploit information about the recombination history of the jet. This information

– 12 –
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PUID and cleansing

4.2 Performance of the JVT-based pileup jet rejection

Figure 6(a) shows the fake rate versus e�ciency curves comparing the performance of the four variables
JVF6 , corrJVF, RpT, and JVT when selecting a sample of jets with 20 < pT < 50 GeV, |⌘| < 2.4 in
simulated dijet events. The figure shows the fraction of pileup jets passing a minimal JVF, corrJVF,
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Figure 6: (a) Fake rate from pileup jets versus hard-scatter jet e�ciency curves for JVF, corrJVF, RpT,
and JVT. The widely used JVF working points with cut values 0.25 and 0.5 are indicated with red and
blue stars. (b) NVtx dependence of the pileup jet fake rate when imposing cuts on JVT (blue) and JVF
(violet) such that the inclusive hard-scatter jet e�ciency is 90%.

RpT or JVT requirement as a function of the signal jet e�ciency resulting from the same requirement.
The JVT performance is driven by corrJVF (RpT) in the region of high signal jet e�ciency (high pileup
rejection). Using JVT, signal jet e�ciencies of 80%, 90% and 95% are achieved for pileup fake rates of
respectively 0.4%, 1.0% and 3%. When imposing cuts on JVF that result in the same jet e�ciencies, the
pileup fake rates are 1.3%, 2.2% and 4%.

Figure 6(b) shows the pileup jet fake rate as a function of the number of reconstructed primary
vertices in the event when imposing a minimal JVT and JVF requirement such that the NVtx inclusive
e�ciency is 90%. While for JVT the fake rate is stable, a decreasing trend with NVtx is observed for
JVF, due to the pileup dependent denominator in the JVF definition (see Eqn. (1)).

The dependence of the hard-scatter jet e�ciencies on NVtx is shown in Figure 7(a), when imposing
the same JVF and JVT cuts as in Figure 6(b). In Figure 7(b) looser cut values are used, resulting in
NVtx inclusive hard-scatter jet e�ciencies of 95%. For the full range of NVtx considered, the hard-scatter
jet e�ciencies after a selection based on JVT are stable within 1%. Figure 8 is similar to Figure 7 but
instead shows the hard-scatter jet e�ciencies as a function of the average number of interactions per
bunch crossing µ.

6The JVF definition used here is the one of Ref. [2] (i.e. based on a di↵erent track-to-vertex association), to allow for a
direct comparison of the performance of the pileup jet suppression between this note and Ref. [2].

8

to unit area. About 4% of subjets that have no associated tracks (corrJVF = �1) are omitted. Ungroomed
jets are selected that have a pT of at least 300 GeV, |⌘| < 1.5, and are matched in �R to the truth Z. The
corrJVF of the subjets is calculated from the associated hard-scatter and pileup tracks. Most subjets with
significant pT ratio also have large corrJVF, indicating that most of their charged pT comes from the
hard-scatter vertex. A large fraction of subjets with a low pT ratio < 5% (log10[psub

T /p
ungroomed
T ] < �1.3)

and a few subjets with a significant pT ratio, however, have small corrJVF values. Most such subjets
are consistent with pileup and should be excluded in a track-based jet grooming procedure. Similarly,
subjets with small pT ratio and large corrJVF that would be removed by calorimeter-based trimming,
should be kept by the track-based trimming algorithm.
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Figure 22: Distribution of the mass of the jet matched to the truth Z boson for di↵erent trimming con-
figurations based on corrJVF and fcut. The blue shaded histogram shows the ungroomed jet mass. (a) In
the histograms with magenta, blue and green markers, the groomed jet mass is computed from subjets
that satisfy a corrJVF > 0.6 requirement, i.e. excluding subjets from pileup interactions. In the blue and
green histograms, the subjets are further required to have psubj

T /p
ungroomed
T ( fcut) of at least 4% and 10%

respectively. (b) Distribution of jet mass for calorimeter- and track-based trimming configurations and
jet cleansing. The histogram represented by magenta markers shows the trimmed jet mass, where the
mass is computed from the subjets that have a psubj

T /p
ungroomed
T of at least 5% ( fcut = 0.05). For the green

and black histograms, jet cleansing is used.

In Figure 22(a), the performance of track-based grooming is evaluated by comparing the distribution
of jet mass for di↵erent subjet corrJVF cuts and combinations of corrJVF and fcut. The same selection
criteria7 as in Figure 21 are used for all track-based grooming configurations. For the 2012 pileup
conditions with an average of about 21 pp interactions per bunch crossing, an fcut of 4% in addition
to the requirement of corrJVF > 0.6 is found to optimize the mass resolution of the groomed jet. A
grooming configuration based solely on corrJVF (with no fcut applied) is found to be suboptimal.

Figure 22(b) compares the performance of the track-assisted grooming procedure with a recently
proposed jet grooming technique called “jet cleansing” [34]. Standard calorimeter-based trimming with
fcut = 0.05 is also shown for reference. In JVF cleansing, the 4-momentum of each subjet is scaled by
the subjet JVF, aiming to approximate the momentum of the subjet arising from neutral and charged

7The event selection e�ciency is about 80% for the considered signal.
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JMS relative systematic uncertainties
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Figure 10. Summary of the jet mass scale (JMS) relative systematic uncertainties as a function
of pjet

T

. These uncertainties are determined from track-jet double ratios. For each jet algorithm (a)
anti-kt, R = 1.0 without trimming, (b) anti-kt, R = 1.0 with trimming (f

cut

= 0.05, R
sub

= 0.3), (c)
C/A, R = 1.2 without filtering, and (d) C/A, R = 1.2 with filtering, the two lines shown represent
the uncertainty evaluated at |⌘| = 0.0 (solid) and |⌘| = 1.0 (dashed). These estimates include
a 3% relative non-closure uncertainty on the MC-based mass scale calibration factors, as well as
systematic uncertainties on the impact of the tracking e�ciency on the track measurements.

jet algorithms up to pjet
T

⇡ 800 GeV. At low pjet
T

, in the range 200 GeV  pjet
T

< 300 GeV,

the average uncertainty for some jet algorithms rises to approximately 5–7%. The estimated

uncertainty is similar for both the ungroomed and the trimmed or mass-drop filtered jets,

except for trimmed anti-k
t

jets (see figure 10(b)) for which the uncertainty in the range

900 GeV  pjet
T

< 1000 GeV and |⌘| = 1.0 is approximately 8%.
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W-jet mass calibration

7.4 Systematic uncertainties 27

extract the cut efficiency. The difference in the data and simulation efficiencies are taken as the
W-tagging efficiency SF. In the tt̄ control region, we take the mass cut window to be slightly
different than the baseline tagger, 65-105 GeV, due to the slight shift in the mean mass of the
W peak in tt̄ events of approximately 1.5 GeV. The slight shift in mass is primarily due to extra
radiation in the W-jet from the nearby b quark.

The fitting results are shown in Fig. 28. The scale factor is computed to be 0.905± 0.08. The error
reported on the scale factor is purely a statistical uncertainty. In Sec. 7.4, we discuss systematic
effects to this scale factor. Additionally, with limited statistics, we examine the scale factor as
a function of pT in 2 pT bins: 200-265 GeV and 265-600 GeV. In these bins, we find the scale
factor to be 0.96 ± 0.08 and 0.89 ± 0.10, respectively.

To extract the jet mass scale and resolution correction, we use the mean hmi and resolution s
value of the Gaussian component of the fit function for the generator matched Ws in the pass
sample . Since we do not expect that the jet mass scale and resolution should differ between
electron and muon channels, we fit the muon and electron data simultaneously, and keeping
the hmi and s of the Gaussian component of the fit the same between electron and muon chan-
nels during fitting. The fits are shown for the W-tag cut in the left side plots of Fig. 28, and hmi
and s are:

hmisim = 83.4 ± 0.4 GeV , ssim = 7.5 ± 0.4 GeV (5)
hmidata = 84.5 ± 0.4 GeV , sdata = 8.7 ± 0.6 GeV (6)

We find that both the W-jet mass scale and resolution in data are larger than that in simulation.
We should shift the simulation hmi by +1.1 ± 0.6 GeV and enlarge the simulation s by 16% ±
9% to correct for the difference in data/simulation.
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Figure 28: Pruned jet mass distribution in the tt̄ control sample passing the t2/t1 cut for the
muon (left) and electron (right) channels.

7.4 Systematic uncertainties

In this section we discuss the systematic uncertainties on the W-tagging scale factor. We con-
sider a number of effects including the parton shower model, the pileup, the jet mass and en-
ergy scale and resolution effects, and non-dominant contributions from the uncertainties due
to lepton identification, b-tagging and Emiss
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We find that both the W-jet mass scale and resolution in data are larger than that in simulation.
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Figure 28: Pruned jet mass distribution in the tt̄ control sample passing the t2/t1 cut for the
muon (left) and electron (right) channels.

7.4 Systematic uncertainties

In this section we discuss the systematic uncertainties on the W-tagging scale factor. We con-
sider a number of effects including the parton shower model, the pileup, the jet mass and en-
ergy scale and resolution effects, and non-dominant contributions from the uncertainties due
to lepton identification, b-tagging and Emiss
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is quantified by the difference in efficiency between a tt̄ sample generated with POWHEG in-
terfaced with PYTHIA6 and a sample from MC@NLO interfaced with HERWIG++. The uncer-
tainty from pileup is determined by varying the minimum bias cross-section up and down by
6%. The effect from jet mass scale and resolution is evaluated by varying the jet mass scale and
resolution by the error on the fitted mean and resolution estimated in Sec. 7.3. The jet energy
scale and resolution is varied within pT-dependent and h-dependent uncertainties [31, 47]. The
lepton and b-jet identification scale factors are varied within their uncertainties. Uncertainties
in the energy/momentum scale and resolution of leptons and jets in the event are propagated
to an uncertainty on the Emiss

T determination.

We find the dominant effect to come from the parton shower model which has a systematic
effect of 6.0% on the efficiency scale factor. Non-leading effects come from the pileup (1.8%)
and jet energy scale and resolution (1.9% and 0.9%, respectively). Results are summarized in
Table 1. The quadratic sum of systematic uncertainties of 6.7% is comparable but smaller than
the statistical uncertainty on the scale factor of 9%.

Source Effect on the scale factor
Parton showering 6.0%

Pileup 1.8%
Jet mass scale < 0.5%

Jet mass resolution 0.7%
Jet energy scale 1.9%

Jet energy resolution 0.9%
Lepton ID < 0.5%
b-tagging < 0.5%

MET < 0.5%
Total 6.7%

Table 1: Summary of systematic effects on the W-jet identification efficiency scale factor.

8 Summary
In this note we studied the identification of jets originating from hadronically decaying W
bosons where the decay products are reconstructed within a single jet, so called ”W-jets”. The
pruned jet mass was used as the primary identifying observable for W-jets and then we stud-
ied a number of different substructure observables which may provide additional signal to
background discrimination.

The substructure observables investigated are the N-subjettiness t2/t1 including 3 variants,
mass drop, Qjet volatility, generalized energy correlation functions, and jet charge. For each
observable, we studied the effects of pileup, detector, polarization on the W-jet signal and
quark-gluon composition of QCD jets, as well as performance at very high pT. We evaluated
the performance and find the single most discriminant observable to be t2/t1 using one-pass
kT axes. When combining all observables into a multivariate discriminant, we found a small
improvement over t2/t1.

We compared the observables in data and simulation in both dijet and W+jet topologies, which
give complementary samples for the jet pT range and the background composition between
light quark and gluon-initiated jets. We found generally reasonable agreement, particularly
after applying a cut on the pruned jet mass. In general, we found the HERWIG++ and PYTHIA8
generators model better the jet substructure observables than PYTHIA6. In a semileptonic tt̄
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