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The scales
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LHC: 4 experiments
7 TeV collisions, 1031 particles/sec/cm2
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7 TeV collisions
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top pair e-mu dilepton candidate 
with two b-tagged jets 



And physics output
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@ CERN: Acquisition, 
First pass reconstruction,

Storage
Distribution
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LCG System Architecture 
1

Tier-0

10 Gbps links

Optical Private Network (to 
almost all sites)

Trigger and 
Data Acquisition 

System
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Fibre cut during STEP’09:

Redundancy meant no interruption



Centers around the world form a 

Supercomputer

• The EGEE and OSG projects are the basis of the 

Worldwide LHC Computing Grid Project WLCG
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Inter-operation between Grids



5 months with LHC data

ATLAS: 1.7 PB raw

CMS: 
- 220 TB of RAW data at 7 TeV
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LHCb: 70 TB raw 

data since June

ALICE: 550 TB

- 220 TB of RAW data at 7 TeV

- 70 TB Cosmics during this period

- 110 TB Tests and exercises with 

trigger.



• Use remains consistently high 

– 1 M jobs/day; 100k CPU-days/day

WLCG Usage

1 M jobs/day

100k CPU-days/day

• Large numbers of 
analysis users 

CMS ~500, 
ATLAS ~1000, 
LHCb/ALICE ~200

LHCb

CMS

ALICE: ~200 users, 5-10% of Grid resources



Data transfers
24x24

500MB/s

Traffic on OPN up to 70 Gb/s!

- ATLAS reprocessing campaigns

• Data transfers (mostly!) at rates anticipated

48x48

800MB/s
ATLAS Throughput

– CMS saw effect of going from 

24x24 to 48x48 bunches



Data distribution

ATLAS: Total throughput

T0-T1; T1-T1; T1-T2

CMS: T0 – T1
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LHCb: T0 – T1



Data distribution for analysis

Ian.Bird@cern.ch 14

hours of data taking

• For all experiments: early data has 

been available for analysis within 

hours of data taking



Summary of requirements
@C-RRB, April 2010
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CPU Contribution per Country

USA

29%

Romania

1%

CPU contribution per country
Normalised CPU time (HEP-SPEC06) 

All LHC experiments - Jan-Dec.2009
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Contribution to the WLCG 
collaboration is in line with

LCG-France’s target.

46 countries contributed

CPU ressources to the 4 

Contribution to the WLCG 
collaboration is in line with

LCG-France’s target.

46 countries contributed

CPU ressources to the 4 
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UK

13%

Germany

12%

France

10%
Italy

6%

Russia

4%

Spain

4%
Netherlands

3%

Poland

3%
Canada

2%

Switzerland

2%

Denmark

2%

Taiwan

1%

Australia

1%

Slovenia

1% Others

7%
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LHC experiments in 2009
CPU ressources to the 4 
LHC experiments in 2009



Tier-2: IPHC

Ile de Ile de 

FranceFranceNantesNantes

StrasbourgStrasbourg

Tier-3: IPNL

Tier-2: GRIF
•CEA/IRFU
•LAL

•LLR
•LPNHE

•IPNO

Sites LCG-France
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Tier-2: LPC Tier-2: LPC 

AF: CC-IN2P3

Tier-2: LAPP

LyonLyon

ClermontClermont--FerrandFerrand

MarseilleMarseille

AnnecyAnnecy

Tier-2: CPPM

Tier-2: Subatech

Tier-1: CC-IN2P3
GrenobleGrenoble

Tier-3: LPSC

Sept.10



LCG-France – CPU Contribution per Site

70% of the CPU time 
is used in tier-

2s, including the one 

co-located with the 
tier-1.

70% of the CPU time 
is used in tier-

2s, including the one 

co-located with the 
tier-1.
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50% of CPU time 
used outside CC-

IN2P3. ~same leel as 
in previous years. 

50% of CPU time 
used outside CC-

IN2P3. ~same leel as 
in previous years. 
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EGI Availability and Reliability Report 

NGI_FRANCE
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LCG-France sites



Perspectives

� We  have entered the operational phase of the WLCG 
infrastructure: yet a « real » experience!

E.Augé/F. Malek – LCG-France

infrastructure: yet a « real » experience!

� Data distribution and most data processing activities on the 
grid platform are understood and have been routinely 
exercised

� LCG-France has contributed to create a community of IN2P3 
& Irfu people deeply involved in processing the data and on 
the daily operations: The French contribution to the 
worldwide LCG community is undoubtely visible
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� WLCG inputs (C-RRB, Overview board, LCG office)

� LCG-France sites inputs

� Pierre Girard, CCin2p3

� Frédérique Chollet, LCG-France Technical manager
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